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Thesis summary

The Earth’s climate has constantly varied over time due to the influence of internal processes

and external factors. Together with the mean climate, spatial and temporal characteristics of

extreme hydrological events, such as droughts and extreme precipitation, have also changed over

time. For instance, droughts with multi-decadal duration, which have never been detected in

the instrumental era, occurred during the Medieval climate anomaly (approximately 950–1200

CE) in North America and northern Europe. Devastating floods associated with heavy rainfall

occurred more frequently during the Little Ice Age (about 1250–1850 CE) compared to other

periods in the Common Era (the last 2k years) over Europe. These past extreme events

significantly impacted the environment and ancient societies, sometimes influencing societal

disruptions.

Despite their impacts on the environment and society, until now, less attention has been

paid to the variations of past extreme hydrological events and their drivers compared to

the variations in mean precipitation. Among many factors that hinder the investigations of

past extreme hydrological events, the main problem arises from the limited availability of

observations and past reconstructions for this kind of sporadic events.

Nowadays, complex climate models have become essential tools to examine the underlying

dynamics of the Earth’s climate. As these models can simulate the response of the climate to

internal and external perturbations, they offer a possibility to address responsible drivers of

climate variations and also extreme events on the global scale. In addition, simulations with

climate models cover long time periods that can go far beyond the modern instrumental era.

Hence, information from simulations can complement observations and reconstructions to

illustrate better the characteristics of past droughts and extreme precipitation.

This thesis uses a state-of-the-art earth system model, the Community Earth System Model

(CESM), as the main investigation tool to understand the variability and dynamics of past

extreme hydrological events, namely droughts and extreme precipitation, during the past three

millennia. It also aims to address the effects of an external factor, i.e., volcanic eruptions, on

the climate and the impacts of past change in the climate on ancient European society. The

thesis mainly consists of three studies.

The first study focuses on the dynamics of persistent Mediterranean droughts during

850–2099 CE. The Mediterranean region is one of the drought hot spots which is projected to

experience an intensified drying by the end of the 21st century compared to the historical
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period. Hence, a more comprehensive understanding of the underlying mechanisms of past

droughts over the region is necessary to better assess the changes of drought drivers in the

historical and future period. In the study, temporal characteristics of Mediterranean droughts

are assessed, and drivers of persistent long droughts are identified. In addition, the sensitivity

of Mediterranean droughts to various drought metrics is tested.

The second study deals with daily extreme precipitation during the last three millennia

previous to the Industrial Era (1501 BCE–1849 CE). The study is based on the newly conducted

3500-year long CESM simulations, which include a new proxy record of reconstructed volcanic

eruptions. Internal and externally generated processes that influence the long-term variability

of extreme precipitation are identified across the globe using a statistical method based on the

extreme value theory. Among the externally generated processes, the impacts of volcanic

eruptions on extreme precipitation are analyzed in more detail.

The third research topic concentrates on examining the impacts of the 43 BCE Okmok

eruption in Alaska on the climate and early Mediterranean civilization. Abrupt large-scale

changes of the Mediterranean climate after this large extratropical volcanic eruption are

detected in various climate-related records, and the magnitudes of these changes are quantified

with CESM. This change in climate is as a possible driver of the societal changes that occurred

during the ancient Roman period.

Lastly, an outlook and a general conclusion of the thesis are presented, also proposing some

potential follow-up investigations.



Chapter 1

Introduction

All life forms on the Earth are tightly connected to the climate and dependent on its variation

over time. In the history of humankind, the climate has played a pivotal role in the advent of

organized human civilizations, including their cultural and societal prosperity and decays

(Hodell et al., 1995; DeMenocal, 2001; Büntgen et al., 2011; Xoplaki et al., 2016; McConnell

et al., 2020). Some societal disruptions that are marked in history had followed after calamities

caused by extreme climate events, such as extreme cold and wet periods, floods, and droughts

(e.g., Peterson and Haug, 2005; Dugmore et al., 2012; McLeman et al., 2014; McConnell et al.,

2020). Hence, the nature of the climate and extreme events and drivers of their changes

have always been important subjects of study. In addition, the present-day rapid warming

(IPCC, 2021) that shows an unprecedented rate of changes makes it more important than

ever to better understand the long-term variability of the climate and its underlying physical

mechanisms. This fact also holds true for extreme hydrological events whose their frequency

and intensity are expected to vary in the future warmer climate (Trenberth et al., 2003; Donat

et al., 2019; Cook et al., 2020a; Seneviratne et al., 2021).

Despite their devastating impacts on society, the long-term variability and past characteristics

of extreme hydrological events, such as droughts and extreme precipitation, are less investigated

than those of the mean climate. In the case of droughts, many studies related to the Common

Era (the last 2k) are concentrated on the North American region (e.g., Cook et al., 2014;

Coats et al., 2016b; Cook et al., 2016b). Investigations on past droughts, including their

underlying mechanisms in other regions are still not fully explored. For instance, in Europe,

one of the areas, which will be strongly affected by the intensification of droughts in the

future is the Mediterranean sector (Seneviratne et al., 2021). Hence, more knowledge on the

natural variability of Mediterranean droughts is required to better assess the contributions of

anthropogenic changes.

For extreme precipitation, an understanding of its long-term variability and a global-scale

analysis is clearly missing. In many cases, investigations on drivers of extreme precipitation

cover the period starting from the mid-20th century. Same as droughts, extreme precipitation

is changing in the present and is also expected to change more strongly in the future. Hence,
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understanding the pre-industrial extreme precipitation events will be necessary to quantify the

present and future changes of extreme precipitation across the globe.

This lack of studies on droughts and extreme precipitation can be attributed to the limited

availability of long proxy and documentary records across the globe for such intense and rare

events. It is undeniable that there is a clear necessity for more research on extreme hydrological

events using various available tools, for instance, complex climate models, to examine their

nature from the past to the present, thereby, assessing their potential changes in the future.

This thesis investigates extreme hydrological events from the past three millennia to the

future hundred years using an earth system model. In addition, the last part of the thesis

(Chapter 5) deals with the influences of external processes on the past climate variation and

early European societies. The main questions I aim to answer in this thesis are:

(i) How do extreme hydrological events (droughts and extreme precipitation) vary over time,

and how are they influenced by external and internal processes of the climate system?

(ii) How does an external process influence the climate, and what was the implication of this

influence on an ancient civilization in Europe?

Prior to introducing the research outcome, some necessary background concepts and

definitions to understand the topics of the thesis are given in this chapter. In the first section,

I briefly introduce the definitions of the climate and its related components, and processes that

induce climate variations, such as external forcing, internal variability, and feedbacks. In

the following sections, I provide details on the overarching topics of this thesis which are on

extreme hydrological events. The definitions of extreme hydrological events and temporal

variations of these events during the study period are introduced. Finally, in the last section, a

brief description of complex climate models and climate simulations are elaborated.

1.1 The Earth’s climate system and its components

Climate can be defined as average weather in terms of its mean and variability for a certain

period and a certain location (Baede et al., 2001). At the same time, the climate is a mean

state of the climate system, a global system that is composed of five major components:

the atmosphere, which is a layer of gases surrounding the Earth, the hydrosphere, which

consists of all liquid water, the cryosphere, which is all solid water, the lithosphere, the solid

outer part of the Earth, and the biosphere, which encompasses all living things and their

interactions. A small portion of the atmosphere is composed of the trace gases such as CO2,

CH4 and N2O occupying 0.1% of the atmospheric composition, and water vapor with a varying

proportion from 1 to 4% depending on the air temperature. These gases play crucial roles in

the Earth’s energy budget by absorbing and emitting radiation. They absorb a part of the

infrared radiation emitted by the Earth and radiate it back to the surface increasing the

surface temperature. This process of retaining thermal radiation is known as the greenhouse

effect, an essential phenomenon for the maintenance of the habitable temperature in our planet

with a mean value of roughly 15◦C.
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Figure 1.1: Component of the climate system and interactions among them. Figure retrieved from Baede et al.
(2001).

All the components of the climate system constantly interact with each other exchanging

energy and masses using the incoming solar radiation as an input energy (Fig. 1.1). One

of these interactions leads to the hydrological cycle, a complex global cycle that allows

exchanges of water masses among the climate components (Trenberth et al., 2007; Rodell et al.,

2015; Douville et al., 2021). The Earth’s hydrological cycle is the continuous movement of

water masses within the climate system (Fig. 1.2) that can be simplified as follows: water is

evaporated from oceans (with estimated mean annual fluxes of 449,400 ± 22,200 km3 yr−1 for

2000–2010 CE) and land (70,600 ± 5000 km3 yr−1), then transported to the atmosphere

to be condensed and forms clouds. When the upper atmosphere reaches saturation levels,

precipitation falls to oceans (403,500 ± 22,200 km3 yr−1) and land (116,500 ± 5,100 km3

yr−1). Excess precipitation over land runs off to streams and rivers, in which subsequently flow

to oceans (45,900 ± 4,400 km3 yr−1). Also during the cycle, water masses are stored in liquid

forms in oceans and land, as snow and glaciers on land, and as water vapor and clouds in the

atmosphere. An illustration of the hydrological cycle with its estimated mean annual fluxes for

2000-2010 CE is presented in Fig. 1.2 (Rodell et al., 2015). In addition, nutrients and minerals

over land and oceans are redistributed with the movement of water masses.

Another importance of the hydrological cycle is also related to the roles of involved water

masses in atmospheric circulations and the Earth’s energy budget (Douville et al., 2021).

Throughout the hydrological cycle, water continuously releases latent heat fluxes by condensation

and evaporation. These latent heat fluxes are the key drivers of atmospheric circulations

on various temporal and spatial scales. In addition, water vapor transported to the upper

atmosphere is an important greenhouse gas that directly influences the Earth’s radiative
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budget.

Due to the constant interactions among the components and external influences, the Earth’s

climate always changes and never stays at its mean equilibrium temperature of 15◦C (Baede

et al., 2001). It presents variations on several time scales from seasons to millennia and even

longer, and these climate variations are termed climate change.

Figure 1.2: A schematic of the global hydrological cycle with its estimated mean annual fluxes for 2000-2010
CE. The unit of the fluxes is in 103 km3 yr−1. Figure adapted from Rodell et al. (2015).

1.2 Perturbations in the climate system

Climate variations take place on various time scales and are caused by processes that perturb

the Earth’s radiative balance (Baede et al., 2001; Gulev et al., 2021). Such processes can

originate externally from the climate system and internally from interactions among the climate

components. The former is known as external forcing, and the latter is internal variability.

There are also secondary processes called feedbacks that can amplify or diminish the initial

perturbations in the climate system.

The net change in the Earth’s radiative balance due to some perturbations introduced in the

climate system is referred to as radiative forcing (RF ; Myhre et al., 2013). More specifically,

RF is defined as the change in net downward radiative fluxes after allowing an equilibrium in

stratospheric temperatures while fixing tropospheric temperatures, water vapor, and cloud

cover at the unperturbed values. RF is positive when the change in net incoming radiation is

positive, and vice versa for negative RF . The response of the climate to RF can be expressed

through a change in the global mean surface temperature at the equilibrium state (∆T ), which
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can be simplified as:

∆T = λRF (1.1)

where λ is the climate sensitivity parameter whose value varies across different RF agents.

The relationship indicates that the global mean surface temperature (∆T ) response to a

given RF depends on the RF and the responses inherent in λ (Myhre et al., 2013). The

climate response to a RF is by warming up (positive ∆T ) and cooling down (negative ∆T )

the Earth’s surface. The RF estimated for different agents are shown in Fig. 1.3.

Figure 1.3: RF for different agents from 1750 to 2005 CE. Black lines indicate the range of uncertainties in
the estimation. Figure retrieved from Myhre et al. (2013).
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External forcing

RF can have natural or anthropogenic origins. All processes that drive RF are termed

external forcing. Naturally originated external forcings are the changes in the orbital parameters

and solar irradiance, and volcanic eruptions.

• The changes in the orbital parameters are influential on the climate on time scales of

millennia and longer (Berger, 1988; Paillard, 2010). Hence, changes in radiative balance

driven by this forcing are hard to be detected in the instrumental era. From the mid- to

late-Holocene, the changes in the orbital parameters have progressively decreased the

Earth’s mean surface temperature (Wanner et al., 2008; Bader et al., 2020).

• Solar forcing operates on various time scales (Myhre et al., 2013; Gulev et al., 2021).

Similar to the orbital forcing, solar forcing presents variations on millennia and longer

related to astronomical alignments, and on relatively shorter time scales from decadal,

given by its 11-year cycle, to centennial. The amplitudes of the 11-year solar cycle range

between 0.5 and 2 W m−2 (Muscheler et al., 2007; Fröhlich, 2009). During the last

millennium, there was an extended period with relatively low solar activities between

1250 and 1850 CE, later named as the Little Ice Age (LIA; e.g., Pfister and Brázdil,

2006; Camenisch et al., 2016), During the LIA, some of the most notable reductions

in solar activities occurred with the Maunder Minimum (1645–1715 CE; Shindell

et al., 2001) and Dalton Minimum (1790–1830 CE; Wagner and Zorita, 2005), among

others. There was also a period with relatively high solar activities around 950–1200

CE known as the Medieval Warm Anomaly (MCA; e.g., Mann et al., 2009; Goosse

et al., 2012). During the LIA, reduced regional temperatures and cold winters were

documented, while opposite warm conditions prevailed during the MCA in many regions

of the Northern Hemisphere (Fig. 1.4). The overall RF due to the changes in TSI for the

period 1750–2011 CE is estimated at 0.05-0.10 W m−2 (Myhre et al., 2013).

• Among natural external forcings, volcanic forcing imposes more perceivable short-term

impacts on the climate (Robock, 2000). Large volcanic eruptions inject a substantial

amount of SO2 aerosols into the stratosphere. These aerosols that can reside at least

a year in the tropical or a few months in the extratropical stratosphere scatter the

incoming solar radiation and reduce the amount of radiation that can reach the Earth’s

surface. Therefore, the global mean surface temperature is decreased. The volcanic

forcing shows annual to multi-decadal variability, although the occurrences of the events

are rather sporadic compared to the previous two forcings. The driver of the Northern

Hemispheric cooling during the LIA was not only the decrease in solar activities but also

the frequent volcanic eruptions occurred during the same period (Wagner and Zorita,

2005; Miller et al., 2012). The aerosol RF of the 1991 Pinatubo eruption was stronger

than –6 W m−2 (Stenchikov et al., 1998), while during the period with several smaller

eruptions in 2008–2011 CE the RF was –0.11 W m−2 (Myhre et al., 2013)
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Figure 1.4: Comparison of simulated (color lines) and proxy-based reconstructed (grey shaded) Northern
Hemisphere mean temperature changes relative to their 1500–1850 means and smoothed with a 30-year filter. Red
lines are from models forced by stronger solar variability and blue lines are from models forced by weaker solar
variability. Thick colored lines are the means of multiple models and thin lines indicate the 90% confidence ranges of
these means. Figure retrieved from https://www.ncdc.noaa.gov/global-warming/last-1000-years, which
is adapted from Pachauri et al. (2014).

The most important long-term radiative imbalance originate from human activities through

the changes in land use and land covers, and in the composition of gases in the atmosphere.

• Changes in land use and land cover (LULC) alter the surface radiative balance mainly

through the changes in surface albedo (Gulev et al., 2021). LULC has already been

detected since the 17th century with the expansion of agricultural activities (Pongratz

et al., 2008; Hurtt et al., 2011), although with relatively small impacts on the global scale

until the 19th century (Gulev et al., 2021). Since then, deforestation and agricultural

lands have substantially expanded. In 1980 CE, 60% of all land cover changes were

associated with human activities. The LULC has imposed RF of –0.15 W m−2 for

1700–2019 CE, which resulted in a global cooling of 0.1◦C since 1750 CE.

• Human activities have changed the composition of the atmospheric gases (Gulev et al.,

2021). The concentrations of the gases that induce the greenhouse effect, the so-called

greenhouse gases (GHGs), have substantially increased since the Industrial Era. In

addition, some new GHGs of a purely anthropogenic origin, the halogenated gases (CFCs,

HCFCs, HFCs, PFCs, and SF6), were inserted into the atmosphere in the 20th century.

The annual CO2 concentration has increased globally from 278 ± 2 ppm in 1750 CE to

409.9 ± 0.4 ppm in 2019 CE. This concentration is the highest value of CO2 since the

last 800,000 years. For CH4, the increase for the same period is from 722 ± 25 ppb to

1866 ± 3.3 ppb, and for N2O, it is from 270 ± 7 to 332.1 ± 0.4 ppb. The combined

RF imposed by these three GHGs from 1750 to 2019 CE is 2.9 ± 0.5 W m−2. For the

halogenated GHGs, although their RF has increased 3.5% compared to 2011 CE, the

total amount of these gases has significantly decreased by a factor of seven in 2019

CE compared to 1970–1980 CE. The total RF of the halogenated GHGs are 0.41 ±

https://www.ncdc.noaa.gov/global-warming/last-1000-years
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0.07 W m−2 until 2019 CE. These increases in GHGs intensify the greenhouse effect,

hence, causing an overall warming of the troposphere. This warming, in turn, leads to an

increase in water vapor, which is another strong GHG that can amplify even more the

ongoing warming through water vapor feedback (Forster et al., 2021).

Internal variability

Besides external forcing, there are internal processes in the climate system that perturb the

climate even in the absence of external forcing called internal variability. These processes arise

from the non-linear dynamical mechanisms intrinsic in each climate component and coupling

between them, for example, the coupling of the ocean-atmosphere system (Baede et al., 2001;

Deser et al., 2012). The processes of internal variability operate on various time scales. For

instance, internal variability in the atmosphere presents short-term variability related to the

memory of the atmosphere that goes hardly beyond a few weeks, and the long-term variability

that arises from the processes of coupled ocean-atmosphere via dynamic and thermodynamic

interactions.

The complex non-linear interactions among the climate components complicate the pre-

dictability of the climate on interannual to decadal time scales and the assessment of influences

of external forcing on the climate (Deser et al., 2012). Distinguishing the influences of external

forcing and internal variability is a key task for a proper assessment of drivers of climate

variations and extreme climate events. One way to achieve this task is by employing climate

models to simulate a climate under a certain condition, for instance, with a fixed external

forcing and with a time-varying forcing. Then, statistical tests should be applied to these

climate simulations under the hypothesis that detected differences arise solely due to internal

variability or external forcing.

Processes of internal variability can also cause regular fluctuations of the climate leading to

recurrent spatial climate patterns known as modes of variability (Phillips et al., 2014). Some of

the modes are El Niño-Southern Oscillation (ENSO) that involves a complex coupling between

the atmosphere and ocean over the tropical equatorial Pacific (Rasmusson and Wallace, 1983),

and the Pacific Decadal Oscillation (PDO), which occurs over the north Pacific influenced by

wind-driven ocean-gyre fluctuations (Trenberth and Hurrell, 1994; Mantua and Hare, 2002).

Besides ENSO and PDO, other modes, that are used for the studies in this thesis (Chapters 3

and 4), include the Northern Annular Mode (NAM) in the Northern Hemisphere (Thompson

and Wallace, 2000), the Southern Annular Mode (SAM) in the Southern Hemisphere (Marshall,

2003), the North Atlantic Oscillation (NAO; Wallace and Gutzler, 1981; Wanner et al., 2001),

the East Atlantic-West Russia (EA-WR; Barnston and Livezey, 1987; Washington et al.,

2000), Pacific South American-1 (PSA; Mo and Paegle, 2001; Irving and Simmonds, 2016),

and the Pacific North American (PNA; Wallace and Gutzler, 1981; Leathers and Palecki,

1992) patterns.

• ENSO is one of the most important modes of variability that affects temperature and
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precipitation across the globe through teleconnection mechanisms (Dai and Wigley, 2000).

It occurs in the tropical Equatorial Pacific with recurrent fluctuations in the atmosphere

and oceans. The atmospheric branch of ENSO is known as Southern Oscillation which is

expressed by an alternation of sea level pressure anomalies between Darwin in Australia

and Tahiti. The ocean branch is associated with a positive-negative alternation of

sea surface temperature anomalies (SSTA) over the tropical equatorial Pacific. When

the positive SSTA persists above a certain threshold for a certain period (Trenberth

and Stepaniak, 2001), the event is called El Niño. The negative SSTA belongs to La

Ninña event, and the SSTA state between El Niño and La Ninña to a neutral state.

The large-scale atmospheric meridional circulation associated with ENSO over the

equatorial Pacific is the Walker circulation characterized by a rising motion over the

western Pacific and a subsidence over the eastern Pacific (Wang, 2004). ENSO presents

an interphase fluctuation of 3 to 7 years, although it also exhibits interseasonal and

interannual variability.

• PDO is known as a long-lived El Niño-like pattern that occurs over the North Pacific

basin. The positive PDO is associated with negative SSTA in central and western North

Pacific and positive SSTA in the eastern North Pacific. The opposite SSTA condition

corresponds to the negative PDO. PDO strongly influences the climate over the north

Pacific Sector, and it presents a recurrence of one to few decades.

• NAM (also known as Arctic Oscillation) is a hemispheric-scale pattern characterized by

an increase in the pressure gradient between the mid-latitudes and polar regions. It is the

leading mode of variability in the Northern Hemispheric (NH) mid-high latitudes. NAM

influences the positions of the stormtracks and associated weather systems. The positive

phase of NAM (with relatively reduced pressures in polar regions) is associated with

poleward displacement and increased zonality of the stormtrack, and the negative phase

(with relatively higher pressures in polar regions) with more southward displacement and

meridional expansion of stormtrack. NAM presents seasonal to annual variability.

• SAM (also known as Antarctic Oscillation) is an analog to NAM in the Southern

Hemisphere (SH) and is the leading mode of variability in the SH mid-high latitudes.

It represents the fluctuations of pressures between Antarctica and mid-latitudes. The

positive phase of SAM occurs when the pressure anomalies in Antarctica are lower

than the pressure anomalies at the mid-latitudes and vice versa for the negative phase.

The phases of SAM are associated with the contraction of the westerly wind belts at

the mid-latitudes toward poles (positive phase) and the expansion toward the north

(negative phase). In general, SAM presents a variation of a few weeks to months.

• NAO is a regional expression of NAM with dominance over the North Atlantic and

European sector. It is associated with the fluctuations of pressures between the subtropical

high system near the Azores and the subpolar low system near Iceland. During the

positive NAO, the pressure gradient between the subtropical high system and subpolar
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low system is relatively high and vice versa during the negative NAO. It is the most

important leading mode of variability in the North Atlantic and European domain,

influencing the displacement and expansion of low-pressure systems and stormtrack.

More poleward displacement of stormtrack occurs during the positive NAO. In general,

NAO presents a seasonal to annual variability.

• EA-WR is a zonally extended pressure pattern occurring over Eurasia and one of the

leading modes in Europe and Asia. The positive phase of EA-WR is associated with

positive geopotential height anomalies in Europe and northern China, and negative

geopotential height anomalies in central North Atlantic and north of the Caspian Sea.

The pattern influences temperature and precipitation mostly in Eurasia, but it also

shows connections to precipitation in North America (Lim, 2015) and Amazon (Gonsamo

et al., 2015).

• PNA is the second dominant mode of variability in the NH mid-to-high latitudes following

the NAM, and it represents a wave train pattern that extends along the mid-high

latitudes. The positive PNA shows high geopotential height anomalies around Hawaii

and in western North America, and low geopotential height anomalies in the south of

Aleutian Islands and the southeastern United States. It largely influences the climate in

North America and presents a week to seasonal variability.

• PSA is an analog to PNA over the SH, and it is a large-scale pattern that explains the

most variance in the mid-high latitudes following the SAM. The wave train of PSA

extends from the central Pacific Ocean to the Amundsen and Weddell Seas. During the

positive PSA, positive centers of geopotential height anomalies are located over the

Weddell Sea and southern Indian ocean, and negative geopotential height anomalies are

in between the positive anomalies. PSA affects the SST over the central and eastern

Pacific and strongly influences South American and Antarctic climates.

Feedbacks

Feedbacks are processes that can amplify or diminish the response of the climate to a

perturbation introduced by an internal variability or external forcing (Baede et al., 2001; Forster

et al., 2021). When a feedback process takes place, the response of the climate is non-linear,

hence, it does not scale with the amplitude of the introduced perturbation. Mathematically,

feedbacks are quantified as changes in the net energy budget at the top of the atmosphere

(TOA) due to a change in the global surface air temperature (Forster et al., 2021). When

the response is amplified, the feedback is positive, and when the response is diminished, the

feedback is negative. Numerous feedbacks occur within the climate system. Among them, two

important examples of feedback processes are the water vapor and lapse rate feedbacks.

The water vapor feedback is a positive feedback that occurs when the net radiation changes

due to the changes in the atmospheric water content (Forster et al., 2021). The mechanism
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functions as follows: when a surface air temperature is increased, the concentration of water

vapor in the upper troposphere is also increased. More water vapor, which is a strong GHG,

absorbs more incoming and outgoing radiation, leading in turn to an increase in the surface air

temperature.

The lapse rate feedback is related to the radiative change initiated by a non-uniform

change in the vertical temperature profile in the troposphere (Forster et al., 2021). Over the

tropics, the mean vertical temperature profile closely follows a moist adiabatic lapse rate of

roughly 5 K km−1, with the lower troposphere warmer than the upper troposphere. If the

warming increases in the upper troposphere, for instance, caused by the increase in GHGs, the

lapse rate changes, and more long-wave radiation is emitted from the upper troposphere to

the space. More emitted radiation induces a decrease in the surface air temperature. The

process is a negative feedback that diminishes the initial radiative condition. The situation is

opposite at mid-to-high latitudes, where strong temperature inversions occur in winter in the

lower troposphere. Enhanced warming is expected in the lower troposphere than the upper

troposphere leading to a positive lapse rate feedback.

Additional feedbacks that are relevant to the topic of the thesis and take place on the land

surface are the feedback processes that arise from the coupling between the atmosphere and

land surface (Seneviratne et al., 2010). These are the feedbacks that are involved during the

soil moisture - temperature interaction and the soil moisture - precipitation interaction (Fig.

1.5). The mechanisms are explained as follows:

Figure 1.5: Feedback processes involved during the atmosphere-land surface interaction: (a) soil moisture -
temperature, and (b) soil moisture - precipitation. Red arrows indicate positive feedbacks that intensify, and
blue arrows indicate negative feedbacks that weaken the initial conditions. Dotted arrow denotes a possible
feedback but with large uncertainties. Figure adapted from Seneviratne et al. (2010).

In the soil moisture - temperature interaction (Fig. 1.5a), a dry condition with a low soil

moisture level leads to a decrease in evapotranspiration which causes an increase in sensible

heat flux. In turn, more sensible heat flux leads to an increase in surface air temperature. High

temperature increases evapotranspiration, although the magnitude of the increase is limited by

the already depleted soil moisture. Then, more evapotranspiration induces a subsequent loss of

soil moisture. This mechanism that amplifies the initial loss of soil moisture will continue until
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the soil is completely dried out if no other factor breaks the interaction.

In the soil moisture - precipitation interaction (Fig. 1.5b), an increase in precipitation leads

to an increase in soil moisture, which subsequently increases evapotranspiration. There is also

a potential negative feedback involved during this process as an increase in evapotranspiration

leads to a reduction in soil moisture. Then, more evapotranspiration will potentially increase

precipitation. However, the positive link between evapotranspiration and precipitation are

uncertain as physical processes related to this coupling is more complex and still not fully

understood (Seneviratne et al., 2010). Some studies have shown that the positive coupling is

valid only under specific conditions and depends on the region. Nevertheless, a large number

of observational and model-based studies have supported the positive association of the

evapotranspiration-precipitation coupling with varying magnitudes of strength (refer to the

literature mentioned in Seneviratne et al. (2010)).

1.3 Extreme hydrological events

Extreme events are phenomena whose frequencies and intensities depart from their mean

normal values (Coles et al., 2001). From a statistical perspective, these events are located at

the tails of probability distributions, either at the upper or at the lower tail. The thresholds for

the upper and lower tails are defined based on the percentiles, such as the 90th percentile

or above for the upper tail, and the 10th percentile or below for the lower tail. In other

words, the occurrence of such events is relatively low. The term extreme “weather” event

defines the phenomena themselves, and the term extreme “climate” event describes the overall

characteristics of a number of extreme weather events as a whole over a certain period. In

general, extreme events occur temporarily for a short time period compared to the mean

climate fluctuation, and spatially on the regional scales, although in some cases they can

expand to continental scales.

Two extreme climate events that are investigated in this thesis are droughts and extreme

daily precipitation. For droughts, the study period is from 850 to 2099 CE with a spatial focus

on the west-central Mediterranean (Chapter 3). The work aims to understand the variability

and underlying mechanisms of persistent droughts over the region. For extreme precipitation,

the study concentrates on the long-term variability of the events across the globe during

the last 3500 years before the Industrial Era (1501BCE – 1849 CE; Chapter 4). In addition,

the associations of external forcing and internal variability with extreme precipitation are

statistically examined. This section introduces the definitions and methods to quantify and

analyze these two types of extreme hydrological events.

1.3.1 Droughts

Drought is an extreme hydrological event characterized by a prolonged period of negative water

balance in the environment relative to normal conditions (Mishra and Singh, 2010; Dai, 2011).
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The event is characterized by its slow development, which makes its impacts less perceivable

during the initial stage of the event. The socio-economic impacts of drought become more

severe with the duration of drought, and the implicated damages are more perceivable when

the event is already intensified. Droughts detected in the present day have a typical duration

of a few weeks to several years. However, reconstructions from tree rings indicate the existence

of some past droughts with decadal to multi-decadal duration in North America (Cook et al.,

2010b) and northern Europe (Helama et al., 2009) during the last millennium.

Traditionally droughts are classified into four types (Mishra and Singh, 2010):

(i) Meteorological drought, which is identified by a reduction of precipitation relative to its

normal value. In many cases, meteorological drought is the cause of other types of droughts.

(ii) Agricultural or soil moisture drought, which is characterized by a depletion of soil moisture,

and as its name indicates, is a type of drought that impacts crops and plant ecosystems.

During agricultural drought, the state of soil cannot fulfill the water demand required for

the normal growth of vegetation. Agricultural drought is not only caused by a decrease in

precipitation but also by excessive evapotranspiration from the surface and plants.

(iii) Hydrological drought is the period when available water in natural reservoirs, such as lakes,

aquifers, and rivers, is reduced. It can be caused by a meteorological drought, but the geology

of a region is another important factor that drives this type of drought.

(iv) Lastly, socio-economic drought, which occurs when the availability of water resources

cannot meet the demand of society and the impacts of the water shortage become perceivable

by society. This type of drought can be caused by a natural propagation from other types of

drought, but also by poor infrastructure and bad management to distribute and control the

available water resources.

Besides these traditionally defined four types of drought, a new type is added, which is

groundwater drought (Mishra and Singh, 2010). Groundwater drought is defined as a period

with a depletion of groundwater level. It also can be defined as a period with a decrease in

recharge and discharge of groundwater. Usually, it results from other types of droughts when

their effects are propagated to the underground system, which can take from a month to

several years. Until now, few studies have been conducted on groundwater drought compared

to other types of drought (e.g., Peters et al., 2006; Bloomfield et al., 2019). This can partially

be attributed to the difficulty of quantifying the total amount of available groundwater storage.

Knowing the exact causes either of initiation or intensification of droughts is a difficult task

for several reasons. First, slow developments of droughts make it difficult to determine the

exact initiation of the events, hence, complicating the assessment of initial drivers (Dai, 2011).

Second, drought is a multivariate phenomenon that many physical and biological processes are

superposed (Cook et al., 2018). Therefore, it is difficult to attribute only to one or a few

specific factors as causal drivers. In addition, when a long dry period persists, different types of

drought can be connected to each other (Mo, 2008). For instance, meteorological droughts are

often the cause of other droughts (Wang et al., 2016). Distinguishing one drought type from

others becomes difficult when various droughts are connected as well as separating drivers of
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each type of drought.

These complexities make droughts impossible to be quantified using one universal metric

(Lloyd-Hughes, 2014). Various drought indices exist and each index catches certain aspects of

droughts (Mishra and Singh, 2010; Dai, 2011; Raible et al., 2017; Mukherjee et al., 2018). The

choice of the drought index depends on the research question to deal with. Drought indices

that were employed in this thesis are the Self Calibrated Palmer Drought Severity Index

(scPDSI; Wells et al., 2004), Standardized Precipitation Index (SPI; McKee et al., 1993), and

Standardized Precipitation Evapotranspiration Index (SPEI; Vicente-Serrano et al., 2009)

which are explained below:

• scPDSI is a modified version of Palmer Drought Severity Index (Palmer, 1965). The

estimation relies on a two-layer soil model where the upper layer can hold a inch (2.54

cm) of soil moisture (Wells et al., 2004). Precipitation P is required in the initial step,

then other involved variables related to water balance such as actual evapotranspiration

ET , recharge to the soils R, runoff RO, moisture loss L including their potential values,

are produced within the model. The potential evapotranspiration PET for the scPDSI is

estimated following Eq. 1.13.

To calculate the scPDSI, first, the Climatically Appropriate For Existing Conditions

(CAFEC) precipitation P̂ that represents the amount of necessary precipitation to

maintain a normal soil moisture level is estimated:

P̂ = αiPET + βiPR+ γiPRO − δiPL (1.2)

where PR, PRO, PL are the time series of potential recharge, potential runoff, and

potential loss, respectively. αi, βi, γi, and δi are the weighting coefficients for the potential

values for each month i with i = 1, ..., 12. These coefficients are calculated as the ratio

between the multi-year monthly averages of actual and potential values of the water

balance variables during the chosen calibration period (Eq. 1.3):

αi = ET i

PET i
βi = Ri

PRi

γi = ROi

PROi
δi = Li

PLi

(1.3)

The moisture departure d is estimated as a difference between the actual precipitation P

and CAFEC precipitation P̂ as d = P – P̂ . Then, the weighting coefficient for d, K that

varies with the climate of the site is introduced, first by defining K”.

K” = 1.510 log[(
PET +R+RO

P + L
+ 2.8)/D] + 0.5 (1.4)

where D is an average of d over the calibration period. Then, K is calculated by weighting

K” by a certain factor that makes the percentage of months classified as scPDSI ≤ –4 or
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scPDSI ≥ 4 as 2% over the calibration period (Wells et al., 2004; Van der Schrier et al.,

2011).

The moisture anomaly index or the Z index is obtained as:

Z = dK (1.5)

The Z index is also often used as a metric to quantify departures from a mean hydroclimate

condition. Finally, the scPDSI at time j, Xj , is derived by considering the moisture

condition of the preceding month Xj−1 as:

Xj = pXj−1 + qZj (1.6)

where p and q are the duration factors that arise from a linear relationship between the

summation of the Z index values and a current scPDSI value (Wells et al., 2004). The

values of the duration factors vary with the sites.

The scPDSI has an inherent time scale that ranges from 9 to 14 months depending on

the region (Vicente-Serrano et al., 2010, 2015). Therefore, it is an index for droughts

with relatively long duration, ideally for agricultural droughts.

• SPI is a normalized drought metric that only requires a long-term precipitation record,

ideally at least of 30 years (McKee et al., 1993; Wu et al., 2005), as an input. In other

words, it quantifies meteorological drought. The estimation is based on a probabilistic

approach that a time series of monthly precipitation is modeled using different statistical

distributions (Lloyd-Hughes and Saunders, 2002).

One commonly used distribution for precipitation records, also used in this thesis, is the

gamma distribution. The cumulative probability distribution G(x) according to the

gamma distribution is given as:

G(x) =
1

βαΓ(α)

∫ x

0
xαe−x/βdx (1.7)

where x is the precipitation record, α is the shape parameter, and β is the scale parameter.

Γ is the gamma function which is expressed as:

Γ(α) =

∫ ∞
0

xα−1e−xdx (1.8)

Fitting the gamma distribution to precipitation over a calibration period requires proper

estimation of α and β. For the estimation, an approximated maximum likelihood method

proposed by Thom (1958) is usually used. Since the gamma distribution is undefined for

x = 0, the cumulative probability needs to be modified to:

H(x) = q + (1− q)G(x) (1.9)
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where q = P (x = 0) is the probability of zero precipitation with q > 0. The H(x) is then

converted to a standard normal distribution which results in the final SPI. In general, for

the conversion, an approximation given by Abramowitz and Stegun (1965) is used:

SPI =

 −(t− c0+c1t+c2t2

1+d1t+d2t2+d3t3
) 0 < H(x) ≤ 0.5

+(t− c0+c1t+c2t2

1+d1t+d2t2+d3t3
) 0.5 < H(x) < 1

(1.10)

where c0 = 2.51517, c1 = 0.802853, c2 = 0.010328, d1 = 1.432788, d2 = 0.189269, and d3

= 0.001308. The t is given as:

t =


√

ln[ 1
H(x)2

] 0 < H(x) ≤ 0.5√
ln[ 1

(1−H(x))2
] 0.5 < H(x) < 1

(1.11)

The computation of SPI is much simpler than scPDSI, and the index is more flexible in

terms of time scales allowing the estimation on various time ranges by aggregating

precipitation of several months. However, as it only considers precipitation to identify

meteorological droughts, it is not appropriate for droughts that are driven by vapor

pressure deficit (VPD) caused by an increase in temperature. VPD-driven droughts are

the cases of many present-day droughts (Mukherjee et al., 2018).

• SPEI follows the same calculation steps of SPI, but instead of considering only a

precipitation record, it uses a record of the water balance b given as the difference

between precipitation and PET (Eq. 1.13). Hence, SPEI quantifies agricultural drought.

The water balance b is modeled using a log-logistic distribution, then similarly to SPI,

transformed to a normal distribution. The probability distribution function according to

the log-logistic distribution is:

F (b) = [1 + (
α

b− γ
)β]−1 (1.12)

where α, β, and γ are the scale, shape, and origin parameters of the log-logistic distribution.

The parameters can be estimating with the L-moment procedure (Ahmad et al., 1988).

Considering P , which the probability of exceeding a determined b value given as

P (b) = 1 − F (b), the final SPEI is estimated following the conversion to a normal

distribution using Eqs. (1.10) and (1.11), replacing H(x) to P (b).

The ranges of drought classification by scPDSI and SPI are shown in tables 1.1 and 1.2.

The necessary potential evapotranspiration (PET [ mm mon−1]), which represents the

moisture demand of the atmosphere, for scPDSI and SPEI are calculated by the Thornwaite

equation (Thornthwaite et al., 1948; Willmott et al., 1985; Van der Schrier et al., 2011). The
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Table 1.1: Drought classification by scPDSI

scPDSI value Classification

4.00 ≤ Extremely wet
3.00 to 3.99 Very wet
2.00 to 2.99 Moderately wet
1.00 to 1.99 Slightly wet
0.50 to 0.99 Incipient wet spell
0.49 to -0.49 Near normal
-0.50 to -0.99 Incipient dry spell
-1.00 to -1.99 Mild drought
-2.00 to -2.99 Moderate drought
-3.00 to -3.99 Severe drought

-4.00 ≤ Extreme drought

Table 1.2: Drought classification by SPI and SPEI

SPI value Classification Probability

2.00 ≤ Extremely wet 2.3
1.50 to 1.99 Severely wet 4.4
1.00 to 1.49 Moderately wet 9.2
0.00 to 0.99 Mildly wet 34.1
0.00 to -0.99 Mild drought 34.1
-1.00 to -1.49 Moderate drought 9.2
-1.50 to -1.99 Severe drought 4.4

-2.00 ≤ Extreme drought 2.3

Thornwaite equation expresses an empirical association between monthly means of daily

averaged temperatures T [◦C] and PET as:

PETinitial =


0 T < 0◦C

16(10T/I)a 0◦C ≤ T < 26.5◦C

−415.85 + 32.24T − 0.43T 2 T ≥ 26.5◦C

(1.13)

where I is the heat index:

I =

12∑
i=1

(T/5)1.514 (1.14)

and a is a third-order polynomial in the heat index I:

a = 6.75× 10−7I3 − 7.71× 10−5I2 + 1.792× 10−2I + 0.49239 (1.15)

Finally, PETinitial is adjusted with the duration of the day and month lengths (Willmott
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et al., 1985):

PET = PETinitial(θ/30)(h/12) (1.16)

where θ[days] is the length of the month and h[hours] is the duration of daylight on the

fifteenth day of the month that varies depending on the latitude.

As shown, the Thornwaite equation uses the monthly mean temperature and the latitude of

the site to estimate PET . A more sophisticated method to calculate PET is the Penman-

Monteith equation (Allen et al., 1994; Van der Schrier et al., 2011) which includes not only air

temperatures but more variables such as wind speeds and radiation as inputs. In this thesis,

the Thornwaite equation was employed, as Van der Schrier et al. (2011) have shown that the

scPDSI are rather insensitive to the choice of the PET scheme.

1.3.2 Extreme precipitation

Extreme precipitation is weather events that are located at the upper tail of probability

distributions of precipitation in terms of the occurrence and intensity. The duration of these

events is much shorter than those of droughts, with a typical time scales of several days.

However, the events produce clearly perceivable impacts on society, often being the causes

of torrential floods. Although drivers of extreme precipitation are more regional, such as

synoptic-scale weather phenomena (e.g., Pfahl, 2014; Messmer et al., 2015, 2017; Cannon

et al., 2018), extreme precipitation is also influenced by large-scale modes of variability, such as

ENSO or the North Atlantic Oscillation (NAO) among others (Kenyon and Hegerl, 2010; Sun

et al., 2015), and surface temperatures (Pendergrass et al., 2015, 2017; Sillmann et al., 2017).

There are various metrics to define extreme precipitation and the choice of the metric usually

depends on the research question. These metrics can be percentile-based such as the 90th, 95th

and 99th percentiles of probability distributions (Coles et al., 2001; Thiombiano et al., 2017),

or universally-defined climate indices (Donat et al., 2013) such as Rx1day (monthly maximum

1 day precipitation), R10mm (number of heavy precipitation days, which is the total number of

days in a year with more than 10mm), CWD (consecutive wet days which is the number

of consecutive days when precipitation is more than 1mm) among others, or block-maxima

approach-based (Coles et al., 2001) such as the monthly or annual maximum daily or monthly

accumulated precipitation. For this thesis, the percentile-based metric was used.

One of the most widely used methods to examine extreme precipitation is based on the

extreme value theory (EVT; Coles et al., 2001). The EVT provides the statistical foundation

on sample values that deviate extremely from their medians, and are located at the tails of

probability distributions. The assumption lies in the sample values that are independent and

randomly distributed. Two approaches exist in the EVT: the block-maxima approach that

studies statistical behaviors of maximum values in time-defined blocks, for instance, monthly

or annual maximum precipitation, and the peak-over-threshold (POT) approach that deals
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with maxima defined above a certain threshold, for instance, above a certain a percentile. The

POT approach is the method employed in this thesis.

The POT approach (Coles et al., 2001) states that the values y of a sequence of an

independent random variable x that exceed a certain threshold u is asymptotically distributed

following a generalized Pareto distribution (GPD) with the density distribution function given

as:

H(y) =

1− (1 + ξy
σ )−1/ξ for ξ 6= 0

1− exp(− y
σ ) for ξ = 0

(1.17)

where y = x− u are the positive exceedances, σ is the scale parameter that characterizes

the spread of the distribution of y, and ξ is the shape parameter that represents the tail

behavior of the distribution. The parameter estimation for a stationary GPD model is achieved

through a maximum likelihood procedure (Sugahara et al., 2009).

Based on the GPD distribution, it is possible to estimate the T -year return level yT

associated with the return period T (Coles et al., 2001; Khaliq et al., 2006) as:

yT = σ[ζuT
ξ − 1]/ξ (1.18)

ζu = P (x > u) is the ratio of exceedances in the sample. For the 95th percentile, this is ζu =

0.05, and for the 99 th percentile is ζu = 0.01.

The yT gives a probability of occurrence of extreme levels, and is a widely used metric for

future projection and planning for this kind of event (Sugahara et al., 2009). More details on

the theoretical basis of the POT approach are given in the method section of Chapter 4.

1.3.3 Past and present changes in extreme hydrological events

Past variations (850 – 1949 CE)

Numerous studies on paleo-extreme hydrological events are focused on the last millennium

(850 – 1849CE). This fact can be explained by the abundance of high-quality natural proxy

and documentary reconstructions that cover this period (e.g., Fernández-Donado et al., 2013;

PAGES Hydro2k Consortium, 2017; Jungclaus et al., 2017), which are required for investigating

these kinds of regional and sporadic events. In addition, the mean climate during the last

millennium presents less variations compared to those of the glacial-interglacial cycles. Hence,

in many cases, the period serves as a test-bed for studies of natural climate variability (Schmidt

et al., 2011; Jungclaus et al., 2017). Temporally high-resolved proxy records, for instance,

continental-scale annually-resolved tree ring-based reconstructions of wet and dry conditions

known as tree-ring Drought Atlas (Data available on http://drought.memphis.edu/; Cook

et al., 2010b,a, 2015, 2020b), have significantly improved the detection of such rare events in

http://drought.memphis.edu/
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Figure 1.6: Time series of tree-ring-based reconstructed scPDSI averaged over southwest North America
(SWNA) and the western Mediterranean (WMED). Thick lines are the 10-year running mean. Data obtained
from http://drought.memphis.edu/.

the past. Mainly, these reconstructions have allowed more understanding of temporal variations

and spatial characteristics of droughts during the last millennium (Fig. 1.6).

In the last millennium, there has always been some sporadic occurrence of regional-scale

droughts in all continents in the Northern Hemisphere. Some of the events caused more

catastrophic impacts on the environment and society than others, such as the 1850 Civil War

drought (Herweijer et al., 2006) and the 1930 Dust Bowl drought (Cook et al., 2008) in North

America, and droughts occurred in 1473 (Camenisch et al., 2020), and 1842 (Brázdil et al.,

2019) in Europe, which were accompanied by extremely warm conditions.

In North America, the tree-ring reconstructions indicate the occurrence of droughts with

exceptional spatial and temporal extents during the MCA (Cook et al., 2010b, 2016b). These

MCA droughts extended over a large part of the U.S. continent, covering the southwest and

Central Plain exhibiting a pan-continental characteristic (Cook et al., 2007, 2014). In addition,

the MCA droughts in the southwest U.S. showed a duration of multi-decadal to centennial long.

Such droughts with exceptional spatial and temporal extents which have not been observed in

the instrumental era are called megadroughts. The MCA megadroughts were possibly induced

by internal variability associated with a strong La Niña and a persistent positive Atlantic

Multidecadal Oscillation (Coats et al., 2015, 2016a).

Megadroughts have also occurred in Europe during the MCA over southern Finland and

north-central Europe (Helama et al., 2009; Cook et al., 2015). During this period, a larger part

of Europe experienced relatively dry conditions than the LIA, with dryness covering southern

Scandinavia, central Europe, and the eastern Mediterranean (Cook et al., 2015). Also, several

intense droughts occurred in the mid-15th century in north-central Europe, with some regions

experiencing dry conditions that lasted for about 30 years. Between 1531–1540 CE, dryness

predominated over central Europe (Brázdil et al., 2020), and in 1540 CE presenting an intense

drought accompanied with an exceptionally strong heat wave (Wetter and Pfister, 2013; Pfister,

http://drought.memphis.edu/
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2018). Over the Mediterranean region, temporal coherence of wet and dry fluctuations on

decadal to centennial time scales are found between the western and eastern regions during the

last millennium (Cook et al., 2016a). The wet-dry fluctuations over this region seem to be

associated with NAO (Cook et al., 2016a). This finding agrees with Xoplaki et al. (2018) who

have shown that the multidecadal variability of hydroclimate, including droughts, over the

Mediterranean during the last millennium is driven by internal variability.

Extreme precipitation before the Industrial Era is less investigated than droughts. This can

be explained by the lack of proxy and historical data that includes this kind of short-lived

extreme events. Nevertheless, some natural proxy-based reconstructions and documentary

records (e.g., Büntgen et al., 2011; Brázdil et al., 2012; Kjeldsen et al., 2014; Machado et al.,

2015) provide a description of past extreme precipitation on the regional scale. In the semi-arid

regions in the western United States, the frequency of extreme precipitation is inferred from

tree ring-based reconstructions of the summer scPDSI for the last 500 years (Steinschneider

et al., 2016). The reconstruction indicates that the regions present a low-frequency variability

of extreme precipitation that ranges over ample frequency bands, showing a variability from 2

to 30 years.

Over Europe, flood events that are recorded in documentary sources are often linked to

extreme precipitation (e.g., Brázdil et al., 2012; Kjeldsen et al., 2014). However, caution is

required to interpret such records, as floods are not always caused by heavy rainfall. Based

on the reconstructions from the historical documents (Brázdil et al., 2012), extreme floods

associated with torrential rainfall occurred over many parts of Europe during the last millennium.

For instance, the events in November 1617 in the Mediterranean, September 1763 over England

and Scotland, July 1342, and winter of 1783/1784 in central Europe are some of the strongest

events which implicated devastating economic losses. Mostly, the event in July 1342 was

caused after consecutive 8 days of heavy precipitation. Natural and documentary proxies

indicate an increase of extreme precipitation events over Europe during the LIA (Glaser et al.,

2010; Wilhelm et al., 2012). This increase seems to be associated with large-scale atmospheric

circulation patterns such as the Atlantic low and Russian high (Jacobeit et al., 2003; Brázdil

et al., 2012).

Changes during the historical period (1950 CE – present)

The modern instrumental period has clearly allowed more detection of intense hydrological

events with rare occurrences across the globe. In addition, high-quality global observational

networks available since the mid-20th century have facilitated assessments of changes and

variability of extreme hydrological events and their associated drivers (e.g., Lloyd-Hughes

and Saunders, 2002; Donat et al., 2013; Spinoni et al., 2015; Sun et al., 2021). Moreover,

this network of data also has led to the development of drought and flood maps for the

observational period (e.g., Barredo, 2007; He et al., 2020).

In the last few decades, changes in the intensities and frequencies of droughts and extreme

precipitation have been reported in many parts of the continents (Seneviratne et al., 2021).
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These changes in extreme hydrological events are linked to the intensification of the global

hydrological cycle, which also affects its associated atmospheric circulations. The cause of the

present-day intensification of the hydrological cycle is mainly attributed to the increase in the

tropospheric temperature caused by the increase in the atmospheric GHG (Trenberth et al.,

2003).

Changes in droughts vary with the regions. Intensification of severity and duration of

droughts has been observed over southern and central Europe, and West Africa (Seneviratne

et al., 2021). On the other hand, little changes or even decreases in droughts have been detected

in the central U.S. and northern Australia. In west-southern and central Europe, droughts

are mainly driven by the vapor pressure deficit (VPD) rather than the precipitation deficit

(Mukherjee et al., 2018; Cook et al., 2020a). Although drivers of VPD depend on various factors

and on the regions, one of the important drivers is the increase in atmospheric temperatures.

The amplified VPD strongly contributes to the ongoing dryness in the Mediterranean region

(Vicente-Serrano et al., 2021).

In the case of extreme precipitation, a global-scale intensification has been observed since

the mid-20th century. Same as droughts, this change is attributed to the present-day increase

in the tropospheric temperature. The intensification of extreme precipitation is based on the

Clausius–Clapeyron (C-C) relationship (Allen and Ingram, 2002) which states that the rate of

increase in extreme precipitation is 6-7% per 1 degree of warming (Pall et al., 2007; Fischer

and Knutti, 2016). This value holds mostly true over higher latitudes, but some land areas and

tropical regions show more various increase rates (O’Gorman, 2012; Kharin et al., 2013; Pfahl

et al., 2017).

1.4 Modeling climate and extreme events

Coupled climate models became a crucial tool for investigating climate variations on various

time scales and their underlying mechanisms by assessing the influences of internal variability

and external forcing on the climate (Flato et al., 2014). Currently used complex climate models

can be classified into two kinds: atmosphere-ocean general circulation models (AOGCM) and

earth system models (ESM). AOGCMs include the physical processes in the atmosphere,

ocean, land, sea ice, and interactions among these components. ESMs are more advanced than

AOGCMs, as they expand on AOGCMs by including various biogeochemical cycles such as the

carbon, sulfur, or ozone cycles. Both kinds of models simulate relevant aspects of the climate

system, including the atmosphere, the ocean, sea, ice, land surface. However, some caution is

required when using complex climate models and interpreting simulations from them, as these

models still contain limitations related to the representations of real-world phenomena, which

are based on mathematical terms (Flato et al., 2014).

In general, complex climate models are able to reproduce relatively well large-scale

characteristics of mean precipitation. However, almost all models still share some degree

of uncertainties in reproducing regional scale precipitation, which involves more spatial
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heterogeneity (Flato et al., 2014). This is reflected in the magnitudes of simulated precipitation

that strongly vary from region to region. For the same reasons, more discrepancies in extreme

precipitation are found between model simulations and observations. The discrepancy is even

larger over the tropical regions (O’Gorman and Schneider, 2009; O’Gorman, 2012). In the case

of droughts, climate models largely underestimate the persistence of events (Ault et al., 2014;

Moon et al., 2018).

In terms of internal variability, the amplitudes and intensities of internal variability are

largely model-dependent (Bellenger et al., 2014; Fasullo et al., 2020), and there are still some

limitations in climate models in reproducing some aspects of modes of variability, for instance,

the cold tongue in the western Pacific associated with ENSO (Flato et al., 2014; Seager et al.,

2019). Large internal variability often can mask a signal of external forcing complicating

assessing influences of an individual forcing on the climate. In such cases, a certain number of

ensemble simulations is required to robustly assess the signals of external forcing (Deser et al.,

2012; Evans et al., 2013; Deser et al., 2020). However, for long transient simulations, this

ensemble approach is computationally expensive, which is not always possible to conduct.

These limitations need to be considered when using AOGCM and ESM simulations. Reducing

such uncertainties is an active on-going work in the climate science community, for example by

increasing model resolutions (e.g., Champion et al., 2011; Delworth et al., 2012; Scher et al.,

2017) and improving cloud microphysics related parametrizations (e.g., Neale et al., 2010). In

addition, a prior evaluation of model performance compared to observations is always necessary.

However, such evaluations are also not always easy to conduct due to the lack of high-quality

temporarily long observations (Flato et al., 2014). Despite these drawbacks, there is no doubt

that AOGCMs and ESMs provide valuable information on the climate to complement those

given by proxy records that generally focus on the regional climate and also have their inherent

biases. Moreover, model simulations can reach far beyond the spatial and temporal extent that

instrumental and proxy records can cover.

Complex climate models have been utilized to understand the variability and mechanisms of

past extreme events. For instance, various model simulations have provided explanations

about the potential drivers of the past MCA megadroughts (Coats et al., 2013, 2015, 2016a),

hydroclimate variations and extremes during the last millennium (Stevenson et al., 2018;

Xoplaki et al., 2018), and the 1540 drought and heatwave (Orth et al., 2016).

The work on this thesis which aims to investigate extreme hydrological events from the past

to the future was performed using simulations from a state-of-the-art ESM, the Community

Earth System Model (Hurrell et al., 2013). More details on this specific ESM are given in

Chapter 2. The implications of the above-mentioned limitations on the results of this thesis are

elaborated throughout the research chapters from Chapters 3 to 5.

Future projection on extreme hydrological events (present – the end of 21st

century)

AOGCMs and ESMs have been useful tools to quantify the present and future changes
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in droughts and extreme precipitation under the increase in GHG concentrations. Future

projections with AOGCMs and ESMs indicate that the drying trend together with the

increases in dry days and droughts will be intensified over large parts of the land under the

business-as-usual scenario causing substantial socio-economic impacts and changes (Lehner

et al., 2017; Cook et al., 2018; Naumann et al., 2018; Lu et al., 2019; Cook et al., 2020a;

Seneviratne et al., 2021). These regions include the Mediterranean, southwest Africa, and

southern Australia, among others. In the case of the Mediterranean region, the drying trend

will continue even under a stricter mitigation scenario (Lehner et al., 2017; Seneviratne et al.,

2021).

For extreme precipitation, the intensification in its severity and frequency will continue in

most of the mid-latitude lands if the current warming of the troposphere continues (Kharin

et al., 2013; Pendergrass et al., 2015; Donat et al., 2016; Wang et al., 2017; Pendergrass et al.,

2017; Seneviratne et al., 2021). The rate of change in extreme precipitation is proportional to

the amount of surface warming regardless of the causing drivers such as GHGs or solar forcing

(Pendergrass et al., 2015; Sillmann et al., 2017; Seneviratne et al., 2021).

1.5 Outline of the thesis

The work on this thesis is conducted under the umbrella of the project “PleistoCEP #172745”

supported by the Swiss National Science Foundation. The research objective is to better

understand the past to future variability in the climate with more focus on extreme climate

events, such as droughts, floods, and extreme temperature episodes. The study period (1501 BCE

to 2099 CE) pertains to the late Holocene and Anthropocene (Lewis and Maslin, 2015), which

are marked by the prosperity and collapses of many early human civilizations (Hodell et al.,

1995; DeMenocal, 2001; Büntgen et al., 2011; McConnell et al., 2020), and later, with rapid

developments of modern societies. The role of changes in climate on the societal changes

during this period has been highly debated, and it is still a research topic that is necessary to

be addressed in order to understand the impacts of climate events in our past, present, and

future societies. The presented thesis aims to address:

(i) the external forcing imprint in extreme events during the last 3500 years, and

(ii) hydrological variability, including extreme events during historical periods of cultural

prosperity and decline in Europe.

The thesis is composed of the following chapters in which each covers a different research

topic:

• Chapter 2 provides detailed descriptions on the Community Earth System Model

including the here used model simulations, the implemented external forcing, and the

procedure to conduct the simulations. In addition, proxy and observational records used

for the study are introduced.
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• Chapter 3 investigates the mechanisms of multi-year Mediterranean droughts from

850–2099 CE using CESM simulations and tree-ring-based hydroclimate reconstruction.

First, the sensitivity of paleo-droughts to various drought indices is assessed; second,

drivers of multi-year Mediterranean droughts are discovered at different stages of the

evolution of droughts, and lastly, the changes of these drivers under the RCP8.5 scenario

are quantified. Moreover, the impacts of volcanic eruptions on Mediterranean droughts

are particularly addressed. This study emphasizes the importance of variables related to

the land-atmosphere interactions during the development phase of droughts, which has

been mostly disregarded in the paleo-drought context so far. The study is published in

Climate of the Past (Kim and Raible, 2021).

• Chapter 4 examines the long-term characteristics of pre-industrial extreme precipitation

on the global scale for 1501 BCE–1849 CE using CESM transient simulations. It addresses

the roles of externally forced and internal variability and atmospheric temperatures

on extreme precipitation and distinguishes regions where each variable plays a more

dominant role in the variability of extreme precipitation using the extreme value analysis

(Coles et al., 2001). This work is one of the few that attempts to understand the

characteristics of pre-industrial extreme precipitation, particularly with a modeling

perspective. The work is in press in Climate of the Past (Kim et al., 2021).

• Chapter 5 studies the impacts of 43 BCE Okmok eruption in Alaska on the climate and

early Mediterranean civilization. A massive cooling detected around this period in Arctic

ice cores is supported by the CESM ensemble simulations. The simulations also indicate

that the period is characterized by relatively wet conditions. The cold and wet conditions

could have caused crop failures and famines, and triggered societal unrest over the region.

Other natural proxies and historical records are compiled together to illustrate the

climate and societal situations during that epoch and to support the argument. It is

important to highlight that this work is a result of an interdisciplinary collaboration

among various disciplines in climate sciences such as glaciology, modeling, archeology,

and history. The study was published in Proceedings of the National Academy of Sciences

(McConnell et al., 2020).

• Chapter 6 provides an outlook of the all presented work and potential future studies.

• Appendix A is a study on the Southern Hemispheric (SH) droughts for the historical

period 1957–2016 CE using observational data. A novel computational method known as

Causal Discovery Algorithm (CDA; Runge et al., 2019) is used to find time-lagged

drivers of SH droughts, and a performance of a CDA-based-model to predict droughts

over the study regions is evaluated. The work is in preparation.

• Appendix B provides a technical setup of CESM 1.2.2 on the Cray XC40 at the Swiss

National Supercomputer Centre.
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Dobrovolný, P., van Engelen, A., Enzi, S., Haĺıčková, M., Koenig, S. J., Kotyza, O., Limanówka, D., Macková,
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Chapter 2

Methods

2.1 Community Earth System Model

The Community Earth System Model (CESM; Hurrell et al., 2013) is a fully coupled Earth

System Model developed by the National Center of Atmospheric Research (NCAR) in the

U.S. The model is composed of separate component models for the atmosphere, land, ocean,

sea ice and a coupler component that enables exchanges of fluxes and information among

all the components. The component models are the Community Atmosphere Model for the

atmosphere (CAM; Neale et al., 2010), the Community Land Model for the land (CLM;

Lawrence et al., 2011), the Parallel Ocean Program version 2 for the ocean (POP; Smith et al.,

2010) and Los Alamos Sea Ice Model for the sea ice (CICE; Hunke et al., 2010). Up to date,

two CESM model series and several versions of each series are freely available for scientific use.

Following the CESM 1.x series, the new series CESM 2 became available in 2018. The versions

used for this thesis are CESM 1.0.1 (CESM101), released in 2010, and CESM 1.2.2 (CESM122),

released in 2014.

From CESM1.0.x to CESM1.2.x, some technical updates and improvements are implemented

in the component models (https://www.cesm.ucar.edu/models/cesm1.2/tags/cesm1_2/

whatsnew_science.html, Neale et al., 2010). An important change is the update of the

atmospheric component CAM4 to CAM5. In this thesis, CESM101 consists of CAM4, CLM4,

POP2, and CICE4, and CESM122 has the same component models as CESM101 except for

CAM, and it uses CAM5.

CAM4 (Neale et al., 2010) has a horizontal resolution of 1.25◦ × 0.9◦ at 26 vertical levels in

a hybrid sigma-pressure coordinate system. In a hybrid sigma-pressure system, the upper levels

of the atmosphere are represented by pressure only, and the lower levels by a sigma vertical

coordinate. In this system, the pressure P at a given grid point with a latitude i, longitude j,

and level k, is defined as P (i, j, k) = AkP 0 +BkP s(i, j). A and B are the coefficients for the

coordinate system that vary with the levels, P s is the model’s current surface pressure, and P 0

is the reference pressure which is 1000 hPa. The vertical levels in CAM4 extend approximately

from 992.64 to 2.92 hPa. In CAM4, the core is changed from a spectral core used in CAM3 to

https://www.cesm.ucar.edu/models/cesm1.2/tags/cesm1_2/whatsnew_science.html
https://www.cesm.ucar.edu/models/cesm1.2/tags/cesm1_2/whatsnew_science.html
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a Lin-Rood finite volume core (Lin and Rood, 1996). Compared to the preceding version

CAM3, CAM4 is improved in the physical representation of deep convection (Neale et al., 2010).

For instance, the modification based on the conservation of moist entropy and mixing methods

of Raymond and Blyth (1986, 1992) are implemented, improving the convection sensitivity to

tropospheric moisture and reducing the amplitude of the diurnal cycle of precipitation over

land. Sub-grid scale Convective Momentum Transports (CMT) (CMT; Gregory et al., 1997;

Richter and Rasch, 2008) are added to the deep convection scheme, resulting in an improved

representation of Hadley circulation during northern winter, and reductions in biases in annual

means of tropical easterly, subtropical westerly, and excessive southern hemisphere mid-latitude

jet (Neale et al., 2010). Moreover, the overall improvement of deep convection-related physics

leads to a better representation of the amplitude and spatial anomaly patterns of the simulated

El Niño. Additionally, the calculation of cloud fraction in polar climates is modified to the

calculation of stratiform cloud following Vavrus and Waliser (2008).

CAM5 (Neale et al., 2010) is used in its coarser horizontal resolution version of 1.9◦ ×
2.5◦ at 30 vertical levels in the same hybrid sigma-pressure coordinate system as CAM4. In

CAM5, a change from an Eulerian to a Lagrangian calculation for vertical advection and

a new calculation scheme for cloud microphysics are added. CAM5 contains a substantial

range of improvements in the representation of cloud physical processes compared to CAM4

(Neale et al., 2010). New physical parametrizations and processes included in CAM5 enable

the model to simulate full cloud-aerosol interaction including cloud droplet activation by

aerosols, precipitation processes due to particle size-dependent behavior, and explicit radiative

interaction of cloud particles. The new parametrization schemes and processes are: a moist

turbulence scheme based on a diagnostic Turbulent Kinetic Energy (TKE) formulation

(Bretherton and Park, 2009) which allows simulating full aerosol indirect effects within stratus;

a shallow convection scheme that uses a realistic plume dilution equation and closure (Park and

Bretherton, 2009) that can accurately simulate the spatial distribution of shallow convective

activity; a revised cloud macrophysics scheme that improves treatment of cloud processes

(Park et al., 2014); stratiform microphysical processes represented by a prognostic, two-moment

formulation for cloud droplet and cloud ice following Morrison and Gettelman (2008); a

three-mode model aerosol scheme (Liu and Ghan, 2010); and an update of the radiation

scheme to the Rapid Radiative Transfer Method for GCMs (RRTMG; Mlawer et al., 1997;

Iacono et al., 2008) that provides a speed-up for long climate integrations.

CLM4 (Lawrence et al., 2011) operates on the same horizontal resolution as CAM4 and 5.

For the land subsurface, which includes vegetated land, wetland, and glacier, the model has

15 vertical layers extending from the surface to 35.18 m deep. The vertical layers are not

distributed evenly. The upper 1 meter of the subsurface is distributed across the first 8 layers,

and the upper 10 meters across the first 12 layers. Unlike the land subsurface, the lake model

(Zeng et al., 2002) included in CLM4 simulates with 10 vertical layers which reaches 44.78 m.

Compared to the preceding versions CLM3 and CLM3.5, CLM4 is improved in hydrological

properties, plant functional type dependency on the soil moisture stress function, and it

includes a prognostic carbon and nitrogen cycle. The prognostic carbon and nitrogen cycle
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is based on the terrestrial biogeochemistry Biome-BGC model (Thornton and Rosenbloom,

2005) and it calculates vegetation, litter, soil carbon, vegetation phenology, and nitrogen

states. Further, CLM4 includes a prognostic fire module, which is governed by near-surface soil

moisture conditions and fuel availability. It also allows simulating a transient land cover and

land-use changes.

POP2 (Smith et al., 2010) succeeds the old version POP, and it operates on nominal 1◦

horizontal resolution with the North pole displaced into Greenland. In this horizontal resolution

system, the longitudinal resolution is approximately 1◦ and the latitudinal resolutions are

various with the finer resolution close to the equator with approximately 0.3◦. The vertical

resolution is 60 levels distributed from the surface to approximately 5500 m deep. From the

surface to 160 m, the layers are separated evenly every 10 m, and below the 160 m, the depth of

the layers vary until 5500 m. The improvements in POP2 are: changes to the parametrization

for the transition of meso-scale eddies from the deeper ocean to the surface and the introduction

of time and space dependent thickness and isopycnal diffusivity coefficients (Danabasoglu and

Marshall, 2007; Danabasoglu et al., 2008) that provides a more realistic representation of

ocean eddy energy; the adjustment to the vertical mixing terms and the new parametrization

for sub-meso-scale eddies that allows more realistic mixing and stratification properties; and a

new parametrization improving the penetration depth of deep ocean overflows (Danabasoglu

et al., 2010). The new parametrizations including the increase in the vertical resolution of the

upper ocean in POP2 improve the representation of ENSO variability, the Atlantic Meridional

Overturning Circulation, and the sea surface temperature correlations within the Pacific Ocean

(Gent et al., 2011).

CICE4 (Hunke et al., 2010; Bailey et al., 2011) operates on the same horizontal resolution

as POP2, and it follows the Community Sea Ice Model, CSIM5, which is based on CICE3.

Some technical upgrades in CICE 4 are the incremental remapping transport and mechanical

redistribution schemes (Bailey et al., 2011). CICE4 is based on a dynamic-thermodynamic

model that includes a subgrid-scale ice thickness distribution (Bitz et al., 2001; Lipscomb,

2001) and energy-conserving thermodynamics (Bitz and Lipscomb, 1999). The ice dynamics

relies on the elastic viscous plastic dynamics (Hunke and Dukowicz, 1997).

Several simulations from CESM101 and CESM122 with different configurations have been

used in this thesis. Details on the here used simulations are presented in the following sections.

More details are given on the external forcings and experimental design for the CESM122

simulations, which were performed under the project ”PleistoCEP #172745”.

2.2 Implementation of the external forcings in CESM 1.2.2

To simulate the 1501 BCE–2099 CE transient climate using CESM122, proper external forcings

based on reconstructions and observations are needed. As external forcings, CESM uses the

prescribed spectral solar irradiance (SSI), greenhouse gases concentration (GHG), land use and

land-use change (LULUC), and stratospheric volcanic aerosol (VOL) (Fig. 2.1). The Earth’s
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orbital configuration is calculated online in CESM according to (Berger, 1978). The necessary

reconstructions for the external forcings are obtained from different sources, then converted to

the CESM mountable formats. The here used forcings largely agree with the PMIP3-CMIP5

(Braconnot et al., 2012; Taylor et al., 2012) and PMIP4-CMIP6 (Eyring et al., 2016; Kageyama

et al., 2018) protocols for the last millennium experiment (Schmidt et al., 2011; Jungclaus

et al., 2017).

Solar Spectral Irradiance (SSI)

For the SSI (Fig. 2.1a), a reconstruction based on cosmogenic 14C isotopes available in

PMIP4 repository (https://pmip4.lsce.ipsl.fr/, Jungclaus et al., 2017) is used. To

generate the pre-industrial total solar irradiance (TSI) and SSI forcings, initially, solar surface

magnetic flux and equivalent sunspot numbers are reconstructed from the isotope data

through a chain of physics-based models (Vieira et al., 2011; Usoskin et al., 2014, 2016). Then,

the 11-year solar cycle is added separately to the reconstructed annual sunspot number by

employing statistical relationships relating various properties of the solar cycle based on direct

sunspot observations. This reconstructed annual sunspot number with the 11-year cycle is

incorporated into a SATIRE-M irradiance model (Vieira et al., 2011) to result a SSI forcing.

This pre-industrial SSI is merged to the CMIP6 historical solar forcing (Matthes et al., 2017)

which is generated as a mean of SSI resulting from two models, NRLSSI2 (Coddington et al.,

2015) and SATIRE (Krivova et al., 2010; Yeo et al., 2015). NRLSSI2 takes observations of TSI

and SSI, and SATIRE relies on solar images in visible light, solar magnetic field intensity and

polarity, and the sunspot number as input variables. When these inputs are not available, both

NRLSSI2 and SATIRE use the sunspot number. The solar cycles for 2015–2099 CE is assumed

stationary following Lean and Rind (2009) by repeating the solar cycle from April 1996 to

June 2008 CE until 2099 CE as proposed in the CMIP5 experiments (Taylor et al., 2012).

Greenhouse gases (GHG) and aerosols

For the pre-industrial (1501 BCE–1849 CE) well-mixed greenhouse gases (Fig. 2.1b), CH4,

N2O and CO2, high-resolution GHG reconstructions based on Greenland and Antarctic ice

cores are used. The CH4 and N2O records are obtained from Joos and Spahni (2008) which

combine Antarctica and Greenland ice cores. These records are already smoothed using a

spline with a 40-year cutoff period. Hence, only a decadal and longer variation of CH4 and

N2O are retained.

For the CO2, the record is obtained from Bereiter et al. (2015) which bases on the Antarctica

Dome C ice cores. The reason for using a different CO2 record from the one provided by Joos

and Spahni (2008) is because the spline fit employed by Joos and Spahni (2008) smoothed

out excessively the reduced CO2 concentration during the Little Ice Age ca. 1600–1800 CE.

The CO2 concentration from Bereiter et al. (2015) exhibits clearly the decreased CO2 values

during this particular period. As the temporal resolution of the CO2 reconstruction is not

uniform over time, its time step is linearly interpolated to the annual resolution. Then, this

https://pmip4.lsce.ipsl.fr/
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annually resolved CO2 time series is smoothed using the cubic spline interpolation to eliminate

high-frequency fluctuations.

From 1850 to 2015 CE, the annual GHG are extended using the records from Meinshausen

et al. (2017), which follows the CMIP6 protocol. The concentrations of chlorofluorocarbons

(Fig. 2.1c) are negligible before the pre-industrial era, and they change from 1850 CE according

to Meinshausen et al. (2017). For the GHG concentration from 2015 to 2099 CE, the emission

based on RCP8.5 scenario is used. The RCP8.5 represents the ”business-as-usual” emission

scenario without any strong mitigation attempts, and it corresponds to a forcing scenario of

approximately 8.5 W m−2 by the end of the 21st century (Moss et al., 2010). Other aerosols

such as sulfate, dust, black and organic carbons are set constant up to 1850 CE (Lamarque

et al., 2010). The afterward changes are given by Lamarque et al. (2010) in the historical

period and by Lamarque et al. (2011) up to 2099 CE.

Land Use and Land Use Change (LULUC)

For LULUC (Fig. 2.1d), the same forcing for the PMIP3-CMIP5 last millennium experiment

(Schmidt et al., 2011) is used. The LULUC up to 1500 CE is based on Pongratz et al. (2008).

The LULUC is set constant to 850 CE level up to 850 CE and from 850–1500 CE varies

following (Pongratz et al., 2008). From 1500 CE, the forcing is merged with a synthesis data

from Hurtt et al. (2011) which continues until 2099 CE. The two datasets do not merge

smoothly at 1500 CE as each relies on different sources for the past LULUC, thus, showing

step-wise changes in the distribution of cropland and pasture (Fig. 2.1d). Pongratz et al. (2008)

reconstruction relies on the published maps of agricultural areas and a population-based

approach on country level. Hurtt et al. (2011) is reconstructed using the HYDE land-use

database v3.1 (Klein Goldewijk et al., 2011) from 1500–2005 CE and afterward, the future

LULUC from 2005–2099 CE bases on Integrated Assessment Models (IAM). Nevertheless, the

global impacts of the 1500 CE step-wise change can be negligible as the global variability of

LULUC is rather small up until 1850 CE, although it can present some regional implications.

After 1850 CE, the changes in LULUC is accelerated due to the expansion and crop and

pasture continuing until 2099 CE (Hurtt et al., 2011).

Stratospheric Volcanic aerosols (VOL)

The record of volcanic sulfate aerosols from 1501 BCE to 1979 CE is obtained from Sigl et al.

(2021) (HolVol), which is a newly compiled re-dated high-resolution record from Greenland and

Antarctica. The Holvol dataset covers almost the entire Holocene starting from 9500 BCE. The

last 1150 years of the record (Toohey and Sigl, 2017) is the recommended forcing for the PMIP4

last millennium experiment (Jungclaus et al., 2017). In this record, the dating of volcanic

eruptions is much improved by using a new method for absolute dating of ice core records (Sigl

et al., 2015). For the eruptions whose exact timings of occurrence are not clear, the months of

eruptions are set to January. For 1979–2015 CE, a record of sulfate aerosols derived from

satellite measurements by Carn et al. (2016) is considered. After 2015 CE, it is assumed that
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Figure 2.1: Time series of the forcings for 1501BCE–2099CE used for TRA1501.

no volcanic eruption occurs. Both Holvol and Carn’s datasets provide information on volcanic

eruptions in volcanic stratospheric sulfur injections (VSSI, Fig. 2.1e). As input for a volcanic

forcing, CESM uses a prescribed latitudinal and monthly means of stratospheric volcanic

aerosols. Hence, the Easy Volcanic Aerosol Model version 1.2 (EVA; Toohey et al., 2016) is

employed to generate the temporal, vertical, and latitudinal distribution of volcanic masses

that fits CESM. The Holvol and Carn’s records are merged and inserted into EVA.

EVA is a three-box model of stratospheric transport that separates the stratosphere into

three regions: equatorial, Northern and Southern Hemisphere extratropics (Toohey et al., 2016).

The spatial stratospheric aerosol distribution is determined by the superposition of these three

zonally symmetric global-scale aerosol plumes. The meridional structure of volcanic aerosol
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distribution in each region is defined by static Gaussian functions, which are derived from

the fits of the aerosol extinction of Pinatubo from the Chemistry-Climate Model Initiative

reconstruction (Eyring et al., 2013). The temporal evolution of volcanic sulfate masses in each

box bases on a simple single-box model of stratospheric aerosol evolution from Bluth et al.

(1997). The evolution of volcanic aerosols depends on the initial injections of SO2, then the

conversion of SO2 to sulfate aerosols SO4, the loss of sulfate aerosol to the troposphere, and

lastly, the transport of masses between the regions. The transport of aerosols between the

regions depends on two time constant τmix, the rate of two-way mixing, and τres, the poleward

residual circulation. The values of these constant vary sinusoidally with the calendar months.

In the end, EVA generates the monthly, vertically, and latitudinally resolved parameters

related to the aerosol optical properties. These parameters are the aerosol extinction (EXT)

that describes the total attenuation of incident radiation, the single scattering albedo (SSA)

that represents the proportion of scattered EXT, the scattering asymmetry factory (ASY) that

is the average cosine of scattering angle weighted by the intensity of the scattered light as a

function of the angle, and the aerosol optical depth (AOD), calculated as the integral of the

vertical profile of EXT (Toohey et al., 2016).

Instead of these optical properties, CESM takes as an input a monthly-resolved, vertical and

latitudinal distribution of volcanic aerosols, and it calculates the optical properties of volcanic

aerosols for different spectral bands in the radiation part of the model under several assumptions.

CESM assumes that volcanic aerosols are composed of 25% water and 75% sulfuric acid, and

the aerosol sizes are distributed log-normally with an effective radius of 0.426 µm and σ of 1.25.

To make the EVA-generated forcing to a CESM mountable format, a small modification is

introduced in the original EVA code. The scheme for the transformation from the sulfate

aerosols to the optical properties is excluded, thereby the model can directly produce the

distribution of sulfate aerosols. The resulted sulfate aerosol distribution is converted to have the

composition of 25% of water and 75% of sulfuric acid, and its vertical coordinate is transformed

from the absolute heights in km to the pressure levels in Pa, the isobaric coordinate system. The

necessary atmospheric variables for converting to an isobaric coordinate system are obtained

from the 200-year climatological mean of the 1501 BCE control simulation (CTR1501).

The resulting volcanic forcing implemented in CESM shows reduced post-volcanic changes

of atmospheric temperatures and net solar radiation at the surface compared to the former

volcanic forcing used in the PMIP3 last millennium experiment (Schmidt et al., 2011; Lehner

et al., 2015; Otto-Bliesner et al., 2016) from Gao et al. (2008). It is assumed that this difference

arises from the different temporal and vertical distributions of sulfate aerosols between the two

volcanic forcings (For instance, see the 1991 Pinatubo and the 1815 Tambora eruptions of

HolVol-EVA (dashed blue lines) and Gao et al. (2008) (black lines) in Fig. 2.2a and b).

Hence, two technical modifications are applied to this 3500-year EVA-based CESM volcanic

forcing (from now on, just called the HolVol-EVA forcing) in order to attain a similar

atmospheric response for the 1991 Pinatubo eruption to the respective response in Gao et al.

(2008) in CESM. For this procedure, the 1991 Pinatubo from HolVol (Sigl et al., 2021) is first
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Figure 2.2: Total volcanic aerosol column mass in CESM for (a) the 1991 Pinatubo, and (b) the 1815
Tambora eruptions. Black lines are for Gao et al. (2008), dashed blue lines are for the initial HolVol-EVA’s
((Gao et al., 2008)), and red blue lines are the modified HolVol-EVA’s forcings. (c) Temporal-latitudinal
distribution of volcanic aerosol column mass for Gao et al. (2008)’s, the initial HolVol-EVA’s, and the modified
HolVol-EVA’s forcings. (a) 500–2000 CE time series of volcanic forcings of Gao et al. (2008) (dashed black lines)
and HolVol-EVA (red lines).

used for the comparison to Gao et al. (2008)’s Pinatubo (Fig. 2.2a) instead of using Carn et al.

(2016). The reason for this is because both HolVol’s and Gao et al. (2008)’s Pinatubo eruptions

are reconstructed from the Greenland and Antarctica ice cores, while Carn et al. (2016)’s

Pinatubo eruption bases purely on the satellite measurement. The sulfate aerosols of the

Pinatubo eruption in both reconstructions are then transformed to EVA-based CESM forcings

and compared to each other. After comparing these Holvol’s and Gao et al. (2008)’s Pinatubo

eruptions, the following modifications are applied to the HolVol-EVA volcanic forcing:

First, the total volcanic aerosols are scaled by a factor of 1.49 (Fig. 2.2). The scaling factor

is derived by comparing the total amount of volcanic aerosol masses during 10 years after the

1991 Pinatubo in HolVol and Gao et al. (2008), making both have similar total values. A

similar scaling approach was used by Zhong et al. (2018) which also used the EVA model to
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Figure 2.3: Temporal evolution of vertical distribution of volcanic aerosols from the first month of eruption
(month=0).

generate a volcanic forcing during the last 2k years. They used a slightly higher scaling factor

of 1.79, as the 1815 Tambora eruption was used as reference.

Second, the timing of the maximum peaks of the eruptions is shifted by four months in time

after the respective eruption following the approach in Gao et al. (2008) (Fig. 2.2). After this

peak, the volcanic aerosols decay smoothly as estimated by EVA. The temporal evolution of

the shifted vertical aerosol distribution of HolVol resembles the one of Gao et al. (2008) almost

perfectly (Fig. 2.3).

After these modifications, the HolVol-EVA forcing and Gao et al. (2008) show a similar

amount of total sulfates for the 1991 Pinatubo eruption (Fig. 2.2d), hence, similar atmospheric

responses after this eruption is expected. This scaling does not substantially amplify the effects

of other large eruptions in HolVol, as even after the modification, the HoVol-EVA forcing

presents less amount of sulfate masses for other large eruptions than Gao et al. (2008). This is

also the cases for the 1815 Tambora and the 1257 Samalas eruptions.
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2.3 Experimental design

An overview of the configurations for the CESM101 and CESM122 simulations used for the

studies in Chapters 3 to 5 is presented in tables 2.1 and 2.2. The descriptions on each of the

simulation are given in the following subsections.

2.3.1 Simulation of the period 850 to 2099 CE in CESM 1.0.1

Two CESM101 simulations conducted by Lehner et al. (2015) are used for the study in Chapter

3. The first simulation is the control simulation of 400 year-long with perpetual forcings and

the second one is the seamless transient simulation with time-varying external forcings covering

850–2099 CE. The transient simulation is the first simulation with CESM that includes the

interactive carbon cycle for the entire last millennium.

The control simulation is run with perpetual external forcings (CTR850 in table 2.1) at

850 CE values except for the orbital parameters. The land use and land-use change (LULUC),

total solar irradiance (TSI), and greenhouse gas concentrations (GHG) are set constant at

850 CE values, and the orbital parameters at 1990 CE levels. No volcanic eruption is included

in the control simulation.

The transient simulation includes time-varying external forcings (TRA850 in table 2.1) that

largely follow the PMIP3 (Schmidt et al., 2011)-CMIP5 (Taylor et al., 2012) protocol. The

evolution of GHG concentrations is based on the estimates from high-resolution Antarctic ice

cores, later merged with measurements in the mid-20th century (Schmidt et al., 2011). The

LULUC and aerosols are the same as the forcings used in the CESM122 simulations. The

volcanic forcing relies on Gao et al. (2008). For the solar forcing, a small modification was

introduced in the TSI, by scaling it up by a factor of 2.2635. The scaling was applied according

to an enlarged amplitude of TSI in some reconstructions (Shapiro et al., 2011; Schmidt et al.,

2012). This scaling makes the amplitude of TSI in CESM by a factor of two larger than those

in other PMIP3 simulations. The amplitude of the scaled TSI lies between the reconstruction

by Shapiro et al. (2011) and other TSI in the PMIP3 simulations (Schmidt et al., 2011).

2.3.2 Simulation of the period 1501 BCE to 2099 CE in CESM 1.2.2

A newly available long reconstruction of volcanic eruptions reaching the entire past three

millennia (1500 BCE–2000 CE) by Sigl et al. (2013, 2015) and Toohey and Sigl (2017) motivated

the plan to perform a new seamless simulation with an updated CESM model, CESM122.

The plan conducted under the project “PleistoCEP #172745” aimed to assess better the

roles of internal and externally forced variability, particularly of the volcanic forcing, on the

climate and extreme hydrological events from the past to the future. The time span of the new

simulations is from 1501 BCE to 2099 CE covering the period of the reconstructed volcanic

eruptions by Sigl et al. (2013, 2015) and Toohey and Sigl (2017). The new transient simulation

extends the simulation from Lehner et al. (2015).
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Table 2.1: Values of forcings in CESM 1.0.1 simulations

CESM 1.0.1
(Lehner et al., 2015)

CTR850 TRA850

time 400 1250
(year) (850–2099 CE)

Orbital Berger (1978)
at 1990 CE

CO2 279.3
(ppm)
CH4 674.5 Schmidt et al. (2011)
(ppb) Moss et al. (2010)
N2O 266.5
(ppb)
f11 –
(ppb)
f12 –
(ppb)

Aerosol Lamarque et al. (2010) Lamarque et al. (2010, 2011)
at 1850 CE

TSI 1360.228 adjusted Vieira and Solanki (2010)
(W m−2)

VOL – Gao et al. (2008)

LULUC Pongratz et al. (2008) Pongratz et al. (2008)
at 850 CE Hurtt et al. (2011)

Table 2.2: Values of forcings in CESM 1.2.2 simulations

CESM 1.2.2
(McConnell et al., 2020; Kim et al., 2021)

CTR1501 ORB1501 TRA1501 TRA-ENS

time 400 3601 30
(year) (1501BCE–2099 CE) (30–60 BCE)

Orbital Berger (1978) Berger (1978)
at 1501 BCE

CO2 274.21 Bereiter et al. (2015)
(ppm) Meinshausen et al. (2017)

Moss et al. (2010)

CH4 572.88
(ppb)
N2O 262.79 Joos and Spahni (2008)
(ppb) Meinshausen et al. (2017)
f11 – Moss et al. (2010)
(ppb)
f12 –
(ppb)

Aerosol Lamarque et al. (2010) Lamarque et al. (2010, 2011) Lamarque et al. (2010)
at 1850 CE at 1850 CE

TSI 1360.38 Vieira et al. (2011)
(W m−2) Usoskin et al. (2014, 2016)

VOL – Sigl et al. (2021)
Carn et al. (2016)

LULUC Pongratz et al. (2008) Pongratz et al. (2008) Pongratz et al. (2008)
at 850 CE Hurtt et al. (2011) at 850 CE



50

It is also important to mention that at the beginning of the project in October of 2017, the

record of reconstructed volcanic eruptions covered 1500 BCE–2000 CE (Sigl et al., 2013, 2015;

Toohey and Sigl, 2017). Now this record is extended to the almost entire Holocene back to

9500 BCE (HolVol; Sigl et al., 2021), being one of the longest continuous chronologies of

volcanic eruptions available for scientific use.

Three CESM122 simulations were conducted to be used for the study in Chapter 4: a control

simulation with perpetual external forcings at 1501 BCE values (CTR1501 in table 2.2), a

simulation with all external forcings set constant at 1501 BCE values same as CTR1501 but

with the time-varying orbital parameters for 1501 BCE–2008 CE (ORB1501 in table 2.2), and

a transient simulation with all time-varying external forcings also for 1501 BCE–2008 CE

(TRA1501 in table 2.2). Unlike the CESM101 simulations in Chapter 3, these simulations

include CAM5 and do not contain an active carbon cycle but a prognostic carbon and nitrogen

cycle.

Before conducting the control and transient simulations, a spin-up simulation with perpetual

external forcings at 1501 BCE was initiated from the restart file with the perpetual 850 CE

climate condition. The corresponding restart file was obtained from the CESM repository

(https://svn-ccsm-models.cgd.ucar.edu). In the spin-up simulation, all the external

forcings were set constant at 1501 BCE values except the LULUC. The LULUC was set to the

reconstructed condition at 850 CE (Pongratz et al., 2008). The values of the external forcings

at 1501 BCE clearly differ from those at 850 CE (table. 2.2). Therefore, the spin-up simulation

was needed to be run until the variables related to the atmospheric radiative balance and ocean

conditions were adjusted to the new climate conditions. Whether the climate was adjusted to

the new condition was evaluated by examining the trends of the globally and hemispherically

averaged annual mean atmosphere and ocean temperatures at different levels, and the annual

mean net shortwave surface radiation. The trends of these variables for the last 100 years of

the runs were estimated and tested through the Mann-Kendall trend (M-K) tests at 99%

confidence interval (Mann, 1945). The M-K test is valid for non-parametric distributions,

and its null hypothesis states the existence of a monotonic trend in a time series. The null

hypothesis must be accepted at a given confidence interval to confirm that a variable has

reached an equilibrium, thus, no apparent monotonic trend is present in the time series of the

variable. This indicates that the climate is already adjusted to the new forcing conditions.

The atmospheric temperatures and the net surface radiation had reached acceptable

equilibrium states after a few hundred years of the simulated years. However, the ocean,

particularly the deep subsurface levels, reacts slowly to the changes caused by the forcings

compared to the atmosphere and land due to its large thermal inertia. Therefore, it is expected

that the ocean variables take much longer to achieve a radiative stability. Because of the

technical limitation related to the available computational resources, it was not possible to

continue the spin-up simulation until the deep ocean layers reached a full equilibrium state.

Hence, the simulation was run until the mean temperature of the surface ocean layer (from 0

to 500 m) did not show any statistically significant drift, while other deep layers were allowed

https://svn-ccsm-models.cgd.ucar.edu
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presenting some monotonic trends with a magnitude of less than 0.05◦C per century. To

achieve this condition, the spin-up simulation was run for 1463 model years.
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Figure 2.4: Overview of simulations performed in CESM 1.2.2 illustrated using the annually averaged global
surface temperature. For the spin-up simulation only the last 100 years of the simulated years are shown (in red),
and for the transient simulations from 1501 BCE to 900 CE. Red vertical lines indicate where the control and
transient simulations are branched off from the spin-up simulation, and where the TRA-ENS is branched off
from TRA1501.

From the model year 1463, the simulation was continued for another 400 model years to

produce the control simulation with perpetual 1501 BCE conditions and with the LULUC at

850 CE (Table 2.2 and Fig. 2.4). From the same year, the two transient simulations, ORB1501

and TRA1501, were branched off and run continuously until 2099 CE (Fig. 2.4). ORB1501

shares the same configuration with the control simulation, but only the orbital parameters, the

eccentricity, the obliquity, and the longitude of perihelion, vary with time following Berger

(1978). TRA1501 contains all time-varying external forcings shown in Fig. 2.1.

2.3.3 Initial condition ensemble simulations for the period 60 BCE to

30 CE

The study in Chapter 5 is based on an ensemble of ten transient simulations from CESM122

for the period 60 BCE–30 CE (TRA-ENS in table 2.2). To start the ensemble, ten simulations

are branched off from 60BCE in TRA1501 (Fig. 2.4). Then, a small temperature perturbation

is introduced at the first time step in the atmosphere to generate the ensemble members.
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The introduced temperature perturbations vary from 1.10−14 to 1.10−13 K and increase

monotonically with ∆T of 1.10−14 K for each ensemble member. The simulations are continuously

run with the same time-varying external forcings as TRA1501 but only for the period up to

30 BCE. This 30-year period includes three volcanic eruptions occurred in 45 BCE, 43 BCE

(The Okmok eruption) and 34 BCE, all in the Northern Hemisphere.

2.4 Proxy records and observations

Several natural proxy reconstructions, observational-based and reanalysis data are used, first

to understand better the past and present climate mechanisms together with the CESM

output, and second, to validate the past simulated climate by CESM. The datasets are the

tree-ring-based reconstructions of summer drought and wetness, also known as Old World

Drought Atlas (OWDA; Cook et al., 2015), the University of Delaware Air Temperature and

Precipitation version 5.01 (U.Del; Willmott and Matsuura, 2001), both used for the study in

Chapter 3, and the ERA5 reanalysis (Hersbach et al., 2020) for Chapter 4.

The OWDA (Cook et al., 2015) is a reconstructed gridded map of the summer season

self-calibrated Palmer Severity Drought Index (scPDSI; Wells et al., 2004) based on the

tree-ring network in Europe, North Africa, and the Middle East. The map covers the areas of

27.25◦N–70.75◦N and 11.75◦W–44.75◦E and it is resolved at half-degree longitude-by-latitude.

The temporal resolution is annual providing mean summer season hydroclimate conditions from

0 to 2000 CE. The OWDA is generated with a regression-based climate field of reconstructions

which is calibrated for 1928–1978 CE. The reconstructed values are validated against the

instrumental scPDSI for the period 1901 – 1928 CE. The OWDA shows a good coherence

with some historical extreme hydrological episodes such as the 1921 drought and the great

European famine of 1315—1317 CE caused by an abnormally wet climate condition. This

dataset is employed to understand past hydroclimate conditions over the Mediterranean region

together with the CESM101 simulations in Chapter 3.

The U.Del (Willmott and Matsuura, 2001) is the monthly climatology of gridded station data

for air temperatures and precipitation over land, and it covers the period 1900–2014 CE. It is a

compilation of monthly station data from several sources which includes the Global Historical

Climatology Network (GHCN2; Peterson and Vose, 1997) and the archive of Legates and

Willmott (Legates and Willmott, 1990). The compiled temperature and precipitation data are

interpolated to the spatial resolution of a half-degree longitude-by-latitude grid. The datasets

are provided by the NOAA/OAR/ESRL PSL from their website https://psl.noaa.gov/

data/gridded/data.UDel_AirT_Precip.html. This U.Del temperature and precipitation

are employed to calculate the scPDSI in order to validate the CESM101 simulations in Chapter

3.

The ERA5 (Hersbach et al., 2020) is the latest reanalysis product of ECMWF that covers

the period from 1979 CE to the present. ERA5 uses the 2016 version of the ECMWF numerical

weather prediction model and the integrated forecasting system Cy41r2 data assimilation (Hers-

https://psl.noaa.gov/data/gridded/data.UDel_AirT_Precip.html
https://psl.noaa.gov/data/gridded/data.UDel_AirT_Precip.html
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bach et al., 2020). The datasets are provided by the Copernicus Climate Data store https://

www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5. From ERA5, the

total precipitation at a temporal resolution of an hour and a spatial resolution of 0.75◦ x 0.75◦

is used to validate extreme daily precipitation output in the CESM122 simulations in Chapter

4.

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5


54

References

Bailey, D., Holland, M., Hunke, E., Lipscomb, B., Briegleb, B., Bitz, C., and Schramm, J.: Community Ice CodE

(CICE) user’s guide version 4.0 released with CCSM 4.0, Tech. rep., Tech. rep., Los Alamos National Library,

URL https://www.cesm.ucar.edu/models/ccsm4.0/cice/doc/index.html, 2011.

Bereiter, B., Eggleston, S., Schmitt, J., Nehrbass-Ahles, C., Stocker, T. F., Fischer, H., Kipfstuhl, S., and

Chappellaz, J.: Revision of the EPICA Dome C CO2 record from 800 to 600 kyr before present, Geophysical

Research Letters, 42, 542–549, 2015.

Berger, A.: Long-term variations of daily insolation and Quaternary climatic changes, Journal of Atmospheric

Sciences, 35, 2362–2367, doi:10.1175/1520-0469(1978)035〈2362:LTVODI〉2.0.CO;2, 1978.

Bitz, C., Holland, M., Weaver, A., and Eby, M.: Simulating the ice-thickness distribution in a coupled climate

model, Journal of Geophysical Research: Oceans, 106, 2441–2463, doi:10.1029/1999JC000113, 2001.

Bitz, C. M. and Lipscomb, W. H.: An energy-conserving thermodynamic model of sea ice, Journal of Geophysical

Research: Oceans, 104, 15 669–15 677, doi:10.1029/1999JC900100, 1999.

Bluth, G. J., Rose, W. I., Sprod, I. E., and Krueger, A. J.: Stratospheric loading of sulfur from explosive

volcanic eruptions, The Journal of Geology, 105, 671–684, 1997.

Braconnot, P., Harrison, S. P., Kageyama, M., Bartlein, P. J., Masson-Delmotte, V., Abe-Ouchi, A., Otto-Bliesner,

B., and Zhao, Y.: Evaluation of climate models using palaeoclimatic data, Nature Climate Change, 2, 417–424,

doi:10.1038/nclimate1456, 2012.

Bretherton, C. S. and Park, S.: A new moist turbulence parameterization in the Community Atmosphere Model,

Journal of Climate, 22, 3422–3448, doi:10.1175/2008JCLI2556.1, 2009.

Carn, S., Clarisse, L., and Prata, A. J.: Multi-decadal satellite measurements of global volcanic degassing,

Journal of Volcanology and Geothermal Research, 311, 99–134, doi:10.1016/j.jvolgeores.2016.01.002, 2016.

Coddington, O., Lean, J., Lindholm, D., Pilewskie, P., and Snow, M.: Program: NOAA Climate Data Record

(CDR) of Solar Spectral Irradiance (SSI), Version 2. NOAA National Centers for Environmental Information,

doi:10.7289/V51J97P6, 2015.

Cook, E. R., Seager, R., Kushnir, Y., Briffa, K. R., Büntgen, U., Frank, D., Krusic, P. J., Tegel, W., van der
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Abstract. In this study, we analyze the dynamics of multi-
year droughts over the western and central Mediterranean
for the period of 850–2099 CE using the Community Earth
System Model version 1.0.1. Overall, the model is able to
realistically represent droughts over this region, although it
shows some biases in representing El Niño–Southern Oscil-
lation (ENSO) variability and mesoscale phenomena that are
relevant in the context of droughts over the region.

The analysis of the simulations shows that there is a dis-
crepancy among diverse drought metrics in representing du-
ration and frequencies of past droughts in the western and
central Mediterranean. The self-calibrated Palmer drought
severity index identifies droughts with significantly longer
duration than other drought indices during 850–1849 CE.
This re-affirms the necessity of assessing a variety of drought
indices in drought studies in the paleoclimate context as well.

Independent of the choice of the drought index, the anal-
ysis of the period 850–1849 CE suggests that Mediterranean
droughts are mainly driven by internal variability of the cli-
mate system rather than external forcing. Strong volcanic
eruptions show no connection to dry conditions but instead
are connected to wet conditions over the Mediterranean. The
analysis further shows that Mediterranean droughts are char-
acterized by a barotropic high-pressure system together with
a positive temperature anomaly over central Europe. This
pattern occurs in all seasons of drought years, with stronger
amplitudes during winter and spring. The North Atlantic Os-
cillation (NAO) and ENSO are also involved during Mediter-
ranean multi-year droughts, showing that droughts occur
more frequently with positive NAO and La Niña-like con-
ditions. These modes of variability play a more important
role during the initial stage of droughts. As a result, the per-

sistence of multi-year droughts is determined by the interac-
tion between the regional atmospheric and soil moisture vari-
ables, i.e., the land–atmosphere feedbacks, during the transi-
tion years of droughts.

These feedbacks are intensified during the period 1850–
2099 CE due to the anthropogenic influence, thus reducing
the role of modes of variability on droughts in this period.
Eventually, the land–atmosphere feedbacks induce a constant
dryness over the Mediterranean region for the late 21st cen-
tury relative to the period 1000–1849 CE.

1 Introduction

Drought is an extreme weather and climate event character-
ized by a prolonged period with persistent depletion of atmo-
spheric moisture and surface water balance from its mean av-
erage condition. Drought is also characterized by a slow on-
set and devastating impacts on society, the economy, and the
environment (Wilhite, 1993; Dai, 2011; Mishra and Singh,
2010), and it can be classified into four types: meteorological
drought, associated with the decrease in precipitation; agri-
cultural drought, associated with the depletion of soil mois-
ture and impacts on crops and plants; hydrological drought,
characterized by the depletion of streamflow and water reser-
voirs; and lastly socio-economic drought that occurs when
the other types of droughts cause impacts on society, in a
way that the water supply cannot meet the demand from so-
ciety (Mishra and Singh, 2010). If a meteorological drought
lasts for a longer period, it has the potential to propagate
to other types of droughts, such as agricultural or hydro-
logical drought. In this sense, different types of droughts
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can become connected to each other. Thus, meteorological
drought is one of the causes of other types of droughts,
among other processes such as seasonal changes of run-off or
an increase in evapotranspiration demand (Wang et al., 2016;
Zhu et al., 2019). The severity and duration of a drought
can be quantified through different indices that capture hy-
drological conditions associated with a regional water bal-
ance (Dai, 2011). However, a single universal index cannot
characterize the entire complex nature of droughts (Lloyd-
Hughes, 2014) and the connection among different types of
droughts (Mukherjee et al., 2018). Thus, one index does not
necessarily show a similar value to other indices even for
the same region and period (Raible et al., 2017; Mukherjee
et al., 2018). Some of the widely used indices are the self-
calibrated Palmer drought severity index (Wells et al., 2004),
the Standardized Precipitation Index (McKee et al., 1993),
and the Standardized Precipitation Evapotranspiration Index
(Vicente-Serrano et al., 2009), among many others.

The Mediterranean region is known as a climate change
hot spot (Giorgi, 2006), i.e., the region is highly respon-
sive to current and future global warming, showing a de-
crease in precipitation and an increase in drought episodes
(Dubrovský et al., 2014; Liu et al., 2018). The climate of
the Mediterranean is characterized as semi-arid with a pro-
nounced annual cycle, which means a high temporal vari-
ability of the availability of water resources (Lionello et al.,
2006). Therefore, droughts or periods with scarcity of wa-
ter are intrinsic parts of the climatic conditions over the
Mediterranean. Overall, the region shows mild and wet win-
ters and hot and dry summers (Lionello et al., 2006). The
variability of precipitation is not uniform across the entire
Mediterranean. The western and eastern regions show differ-
ent precipitation regimes, in particular in winter. A regional
mode of circulation that explains this spatial difference is
the Mediterranean Oscillation, characterized by the oppo-
site pressure and precipitation patterns between the west-
ern and eastern region (Dünkeloh and Jacobeit, 2003). Be-
sides, the regional precipitation is strongly influenced by
the midlatitude storm tracks and cyclones, which become
stronger during the winter (Lionello et al., 2016; Raible et al.,
2007, 2010; Ulbrich et al., 2009); regional cyclones (Alpert
et al., 1990); and large-scale modes of variability, such as
the North Atlantic Oscillation (NAO), East Atlantic–West
Russian pattern (EA–WR) and El Niño–Southern Oscillation
(ENSO) (Lionello et al., 2006; Raible, 2007). The influence
of these large-scale patterns varies within the Mediterranean
region. The NAO exerts its control on precipitation by af-
fecting the strength of westerlies and latitudinal movement
of storm tracks. Precipitation decreases during the positive
phase of the NAO, mostly in the western and central Mediter-
ranean, whereas it increases during the negative phase of
NAO (Wallace and Gutzler, 1981; Hurrell, 1995). The EA-
WR influences the southeastern Mediterranean hydroclimate
causing drier conditions during its positive phase (Barnston
and Livezey, 1987; Krichak and Alpert, 2005). The response

of the Mediterranean climate to ENSO is more complex: it
varies over time, as illustrated by historical cases (Brönni-
mann, 2007; Brönnimann et al., 2007), and it depends on
the maturity of the ENSO state (Vicente-Serrano, 2005), the
seasons (Mariotti et al., 2002), and the co-occurrence with
NAO (Brönnimann, 2007; Raible et al., 2001, 2003). Mariotti
et al. (2002) demonstrated that precipitation decreases over
the western Mediterranean during La Niña in autumn and
spring. Brönnimann (2007) showed a connection between La
Niña (El Niño) and the positive (negative) phase of the NAO
in the late winter.

In the Mediterranean, increases in the severity and num-
ber of droughts have been already observed since the mid to
late 20th century (e.g., Mariotti et al., 2008; Philandras et al.,
2011; Sousa et al., 2011; Seager et al., 2014; Vicente-Serrano
et al., 2014; Spinoni et al., 2015). In recent decades, the oc-
currence of droughts with a pan-European characteristic that
cover a large part of the western and central Mediterranean
region have been also detected (García-Herrera et al., 2019;
Spinoni et al., 2017). The increase in dryness is attributed
to the increase in the atmospheric greenhouse gas (GHG)
concentrations, which causes a strong increase in the surface
temperature and a decrease in precipitation over this region
(Mariotti et al., 2008). General circulation models (GCMs)
project that this drying trend, together with the increases in
dry days and drought episodes, will be intensified in the fu-
ture under the business-as-usual scenario, causing substan-
tial socio-economic impacts and changes in the region (Mar-
iotti et al., 2008; Field et al., 2012; Lehner et al., 2017; Nau-
mann et al., 2018). The future changes in the Mediterranean
droughts are due to increasing tropical SSTs (Hoerling et al.,
2011), changes in the mean regional circulation associated
with intensified subsidence and low-level mass divergence
(Seager et al., 2014), the expansion of the Hadley cell and of
the subtropical subsidence zones (Previdi and Liepert, 2007),
an intensification of subtropical highs (Li et al., 2012), and a
northward shift of the storm tracks (Raible et al., 2010).

Although the dryness projected in the future scenarios is
unprecedentedly intense, multi-year dry periods are not a
completely new phenomenon over the Mediterranean. Us-
ing the summer self-calibrated Palmer drought severity index
(scPDSI) based on tree ring reconstructions (also known as
the Old World Drought Atlas; OWDA; Cook et al., 2015),
Cook et al. (2016a) found that the region has experienced
several dry periods during the last 900 years, some with per-
sistent pan-Mediterranean characteristics. The variability of
these Mediterranean droughts shows the frequencies of not
only interannual but also multidecadal timescales.The causes
of these past droughts are still unclear, but a connection to
large-scale patterns, such as the NAO, Eastern Atlantic, and
Scandinavian patterns may be relevant.

Besides paleoclimate proxies, GCMs have been used to
study long-term changes and continuous variability of global
and regional hydroclimate and extreme events during the last
millennium (PAGES Hydro2k Consortium, 2017; Haywood
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et al., 2019). Modeling studies on the long-term variability
of droughts are focused on the continental US, mainly to
investigate the variability and mechanisms of southwestern
United States (SW) droughts (Coats et al., 2013, 2016; Par-
sons et al., 2018; Parsons and Coats, 2019) and North Ameri-
can pan-continental droughts (Coats et al., 2015; Cook et al.,
2016b). The results show that different GCMs are able to
reproduce the duration and intensity of SW megadroughts
and North American pan-continental droughts. The authors
further suggest that internal variability is the main driver of
these droughts, although the specific processes are largely
model dependent.

Globally, Stevenson et al. (2018) used the Community
Earth System Last Millennium Ensemble (CESM-LME;
Otto-Bliesner et al., 2016) to examine the connection be-
tween past global hydrological mega-events and climate vari-
ability and external forcings during the last millennium.
Among the major modes of climate variability, ENSO and
AMO are identified as having an influence on mega-events;
both modes significantly alter the megadrought risks and
persistence in drought-prone regions, such as southern Aus-
tralia, the Sahel, and the southern United States. The study
provides insights into the dynamic of megadroughts associ-
ated with different mode of variability on global scales. How-
ever, a detailed analysis on Europe and the Mediterranean is
missing.

Over the European domain, Ljungqvist et al. (2019) exam-
ined a long-term covariability between the summer tempera-
ture and hydroclimate during the Common Era. By compar-
ing the instrumental records, tree-ring-based reconstructions,
and model simulations, they found that a warm dry relation-
ship with multidecadal variability is more dominant in south-
ern Europe. Though all datasets share some common lead-
ing modes of covariability across different time frequencies,
there are some discrepancies among instrumental records,
proxies, and models. The proxies present a stronger positive
temperature–hydroclimate relationship, while the model ex-
hibits a stronger negative relationship than the instrumental
records. Xoplaki et al. (2018) investigated the interaction be-
tween past central and eastern Mediterranean societies and
the hydroclimate conditions, including droughts, by compar-
ing the historical records, proxies, and GCM simulations.
Analyzing three particular historical periods, they concluded
that the multidecadal variability of precipitation in the region
is driven by internal dynamics of the climate system: large
discrepancies between the model trajectories are detected.
Therefore, no agreement in timing between models, prox-
ies, and historical records can be expected. Nevertheless, the
models elucidate some possible explanations about the dy-
namics of extreme dry and wet events in some past periods.

Despite a number of studies on past hydrological variabil-
ity, a long-term continuous perspective on the mechanisms
of past extreme hydrological events, specifically of droughts
over the Mediterranean during the last millennium, is still
missing. As a long trend of dryness has already been detected

in the instrumental era and is expected to intensify in the fu-
ture scenario, it is necessary to provide a long-term picture on
the variability and changes of past dry events and their mech-
anisms. Therefore, we aim to examine the physical mecha-
nisms involved in yearly and multi-year long droughts dur-
ing the Common Era (850–1849 CE) and historical, present,
and future periods (1850–2099 CE) over the western and cen-
tral Mediterranean region. We choose this specific area, as
this region has been affected by recent large-scale droughts
(García-Herrera et al., 2019; Spinoni et al., 2017), which
can be seen as pan-western–central Mediterranean droughts.
Moreover, the region shows coherent desiccation in the fu-
ture scenario (Dubrovský et al., 2014). From now on, for
simplicity, we refer to the western and central Mediterranean
region in our study simply as the Mediterranean region. We
focus on understanding the dynamics that induce past per-
sistent pan-regional multi-year droughts and whether the dy-
namics that induce droughts in the past will change in the
historical and future periods with the anthropogenic increase
in GHG.

For our purpose, we use the Community Earth System
Model version 1.0.1 (CESM), which includes the active bio-
geochemical cycle and has a horizontal resolution of 1.25◦

×

0.9◦ (Lehner et al., 2015). The spatial resolution of the model
is a clear advantage for our study on a relatively small con-
fined area. The precipitation of the region is strongly influ-
enced by extratropical cyclones and in general, GCMs have
difficulties in reproducing the dynamics and precipitation
associated with these mesoscale phenomena (Raible et al.,
2007; Watterson, 2006). Nevertheless, these atmospheric dy-
namics and precipitation are better represented in GCMs with
finer spatial resolutions (Champion et al., 2011; Watterson,
2006). Hence, using a model that provides a seamless simu-
lation for the period 850–2099 CE with a relatively finer spa-
tial resolution can improve a representation of precipitation-
related processes and thus drought-associated mechanisms
over the region.

This paper is composed of the following sections: in
Sect. 2, we introduce the model and simulations; the hy-
drological variables given by the model; the definitions of
droughts and drought indices; the proxy and observation
datasets; and methods. In Sect. 3, we present the results of
the analysis: first, we compare the simulation, proxy recon-
struction, and observations to validate the model simulation;
second, we describe how the model depicts past droughts,
whether the quantification of past droughts over the region is
sensitive to the choice of drought metrics, and whether there
is some possible connection between the volcanic eruptions
and droughts; third, we present the climate conditions associ-
ated with the past Mediterranean droughts and their connec-
tion with regional-scale circulation and modes of variability,
i.e., the NAO and ENSO; lastly, we discuss whether mecha-
nisms that induce past droughts have changed in the histori-
cal and future periods. Finally, the conclusions are presented
in Sect. 4.
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2 Model description and methods

2.1 Description of the model and simulations

We use the Community Earth System model version 1.0.1 in
this study. Two simulations are used: a continuous transient
simulation of 1250 years (850–2099 CE) and a control sim-
ulation of 400 years at perpetual 850 CE conditions (Lehner
et al., 2015). In the simulations, the atmosphere has the hor-
izontal resolution of 1.25◦

× 0.9◦ and 26 vertical layers, and
the land has the same horizontal resolution as the atmosphere
with 15 sub-surface layers. The ocean has the horizontal res-
olution of 1.25◦

× 0.9◦ with displaced pole grids with 60
ocean layers. The sea ice component shares the same hori-
zontal resolution as the ocean.

The control simulation uses constant forcing parameters
set to the 850 CE values: the land use and land use changes
(LULUC), the total solar irradiance in which the value is
1360.228 W m−2, and the greenhouse gas (GHG) concentra-
tions, such as the CO2 of 279.3 ppm, CH4 of 674.5 ppb, and
the N2O of 266.9 ppb. Unlike other forcings, the orbital pa-
rameters are set to 1990 CE conditions.

The transient simulation includes the active biogeochem-
ical cycle and forcing, such as the LULUC, total solar ir-
radiance, volcanic eruptions, and GHG concentrations that
vary over time. The GHG concentrations and LULUC vary
little before 1850, showing pronounced changes and in-
creases after that year. Then, the period 2005–2099 CE is
run with the RCP 8.5 scenario. The transient forcing follows
the third Paleoclimate Modeling Intercomparison Project
(PMIP4; Schmidt et al., 2012) – Fifth Coupled Model Inter-
comparison Project (CMIP5; Taylor et al., 2012) protocols.
A more detailed overview of the forcing and initial set-up of
the simulations is presented in Lehner et al. (2015).

2.2 Region of study, analysis, and methods

The focus area of the study is the western and central
Mediterranean region (33–45◦ N, 15◦ W–28◦ E; Fig. 1). The
extent of the region is selected based on empirical orthog-
onal function (EOF) analysis on the monthly precipitation
from the observation (gridded station precipitation from
U.Delaware v5.01; Willmott and Matsuura, 2001). The re-
gion overall shares a similar variability in the first EOF
(13.28 %) and second EOF (11.01 %); this similarity can also
be attributed to the influence of the NAO on the precipitation
over the region (Dünkeloh and Jacobeit, 2003).

For the analysis, the monthly anomalies of variables as-
sociated with the hydrological condition, such as the sur-
face and air temperatures, precipitation, zonal and meridional
winds, geopotential heights, and sea level pressure are cal-
culated with respect to the 1000–1849 CE (850 years) mean
annual cycle for each grid point in the transient simulation.
For the control simulation, the entire 400 years is taken as a
reference period to calculate the anomalies.

We split the transient simulation into two parts: the first pe-
riod from 850 to 1849 CE is used to study the natural variabil-
ity of droughts excluding the effect of an accelerated increase
in the GHGs, and the second period from 1850 to 2099 CE
is used to examine the effects of anthropogenic changes on
the natural variability of droughts. For the first period (850–
1849 CE), the drought condition in the transient simulation
is compared to that in the control simulation to assess the
influence of the natural variability and forcings. A Mann–
Whitney U test is performed to statistically compare the dis-
tributions between the transient and the control simulation.
The null hypothesis of a Mann–Whitney U test states that
the distributions of both populations (in this case, the tran-
sient and the control simulations) are equal. For the second
period (1850–2099 CE), a linear detrending method is ap-
plied to the anomalies in order to examine changes in the
variability and mechanisms associated with droughts during
this period. For this, the time period is split into two and
the least-squares method is applied to each of the periods
separately: from 1850 to 2000 and from 2001 to 2099 CE
(Fig. A1). Following this, the detrended anomalies are com-
pared to the anomalies in the non-detrended (1850–2099 CE)
and the first (850–1849 CE) periods.

Composites of positive and negative phases of two modes
of variability, NAO and ENSO, are also investigated. The
NAO is taken as the difference in the sea level pressure
anomalies between the regions confined to 35–39◦ N, 33–
21◦ W and 63–67◦ N, 25–13◦ W, which reflect the Azores
high and the Iceland low, respectively (Wallace and Gut-
zler, 1981; Trigo et al., 2002). The ENSO is characterized
by the annual mean sea surface temperature anomalies over
Niño 3.4 region in the tropical equatorial Pacific (5◦ S–5◦ N,
170–120◦ W) (Trenberth, 1997).

We further perform a wavelet coherence analysis (Grinsted
et al., 2004; Gouhier et al., 2018) and a superposed epoch
analysis (e.g., Malevich, 2018; Rao et al., 2017) in order to
find a possible connections between droughts and volcanic
eruptions. Thereby, we use the time series of the drought in-
dices (Sect. 2.3) and of volcanic eruptions (Gao et al., 2008).
Note that all time series for these analysis are normalized to
have a zero mean and 1 standard deviation.

2.3 Drought definitions

We use four drought metrics to quantify droughts and to per-
form the comparison among them: the Standardized Precipi-
tation Index (SPI), Standardized Precipitation Evapotranspi-
ration Index (SPEI), self-calibrated Palmer drought severity
index (scPDSI), and annual soil moisture anomaly (SOIL).

The SPI only requires a long-term precipitation record,
and the accumulated precipitation is fitted to a probabilis-
tic distribution, in our case a gamma distribution. Follow-
ing this, the fitted distribution is transformed to a normalized
Gaussian distribution (McKee et al., 1993). The SPEI is simi-
lar to the SPI, but instead of only using a precipitation record,
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Figure 1. (a) Variance explained by the first EOF and second EOF in the observed monthly precipitation from the U.Delaware v5.01 dataset
for the period of 1901–2000 CE. The red rectangle indicates the region of study: western and central Mediterranean. (b) Percentage of area
with the soil moisture anomaly below 0 mm per month in the region of study during the last millennium in CESM. Brown shading indicates
the years with droughts.

it considers the climate water balance given by the differ-
ence between the precipitation and atmospheric evaporative
demand. This difference is fitted to a log-logistic probabil-
ity distribution and then transformed to a normal distribution
(Vicente-Serrano et al., 2009). For the atmospheric evapo-
rative demands, we use the potential evapotranspiration de-
rived from the Thornthwaite equation, which only requires
surface temperature and latitude (Thornthwaite, 1948). The
scPDSI computes the water balance by assuming a two-layer
soil bucket model, and it requires temperature and potential
evapotranspiration records. Other necessary variables, such
as runoff and losses, are estimated from the temperature
and potential evapotranspiration (Palmer, 1965; Wells et al.,
2004; Zhong et al., 2018). Again, the potential evapotranspi-
ration is calculated by using Thornthwaite equation similar
to for the SPEI. The SOIL is the upper 10 cm soil moisture
anomaly calculated with respect to the 850-year mean (1000–
1849 CE) annual cycles. The soil moisture is a direct output
from the model.

All indices are calculated with respect to the same refer-
ence period (1000–1849 CE) and with the 12-months annual
timescale for the SPI, SPEI, and SOIL. The scPDSI has an
inherent timescale that ranges from 9 to 14 months depend-
ing on the region (Vicente-Serrano et al., 2010, 2015). Thus,
we use a 12-month timescale for the other indices in order to
be comparable to the scPDSI. Then, the area-weighted aver-
age of each index is calculated over the Mediterranean region
(Fig. 1). The summer scPDSI is also calculated by averaging

the June–July–August scPDSI, in order to compare with the
summer scPDSI from the tree-ring-based reconstruction, the
Old Word Drought Atlas (OWDA; Cook et al., 2015).

For all indices, we define a drought event as consecutive
years with negative indices, in which at least 1 year with the
index falls below the 10th percentile of its 850-year (1000–
1849 CE) distribution. In such a way, we assure that the dry
condition is maintained consistently during drought years,
without being interrupted by a single wet year or season.
This method, which imposes a threshold based on the ex-
treme percentiles, assures that strong negative anomalies per-
sist throughout the entire year with droughts. Thus, we only
include relatively severe droughts in the analysis.

Droughts with a duration of more than 3 years are con-
sidered multi-year droughts. In Sect. 3.3., we analyze the
mean condition during droughts in the control and transient
simulations taking into account all short (1 and 2 years in
duration) and long (more than 3 years in duration) Mediter-
ranean droughts. For the next part of the analysis in Sect. 3.4.,
we examine the dynamics associated with persistent multi-
year droughts (more than 3 years in duration). These long
droughts are separated into three stages: the initiation years
as the first years of droughts, the termination years as the
last years, and the rest as the transition years. The evolution
of droughts is analyzed for each of the stages. This separa-
tion method is similar to the one used by Parsons and Coats
(2019).
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Lastly, in order to define droughts with pan-western–
central Mediterranean characteristics, we select only drought
events where more than 70 % of the region of study is occu-
pied by negative indices (Fig. 1b). However, for multi-year
droughts, we concede that this condition does not need to
be fulfilled for the initiation and termination years but only
needs to be fulfilled for the transition years: a drought can
start weak and with a more local characteristic, expand to a
larger proportion of the Mediterranean, and weaken again in
the termination years.

2.4 Observation and proxy reconstruction datasets for
the validation

To validate the model simulation, we compare mean sea-
sonal and annual precipitation, time series of droughts and
climate conditions associated with droughts among the ob-
servation, and proxy reconstruction and model simulations
for the period 1901–2000 CE. We use the gridded station data
for temperature and precipitation from U.Delaware v5.01
(Willmott and Matsuura, 2001), the sea surface tempera-
ture from the Extended Reconstructed Sea Surface Temper-
ature v5 (ERSST v5; Huang et al., 2017a), and geopotential
heights from the 20th Century Reanalysis v2 (CR v2; Compo
et al., 2011). The anomalies of variables are calculated by
extracting the mean annual cycles with respect to 1950–
1979 CE. The scPDSI is calculated using the U.Delaware
v5.01 temperature and precipitation. The same calibration
period 1950–1979 is used to calculate the scPDSI for the
observation and model. Furthermore, we take the gridded
tree-ring-based reconstruction of European summer scPDSI:
OWDA (Cook et al., 2015). Among all drought indices,
we use only scPDSI for comparison and validation, as the
OWDA only provides this specific drought metric. The time
series of scPDSI during this period are statistically com-
pared to each other using the t tests with the null hypoth-
esis of equal means between two time series. The analysis
of patterns associated with droughts is performed by calcu-
lating the spatial correlations between the scPDSI and SST,
scPDSI, and geopotential height fields.

3 Results

3.1 Validation of CESM: comparison among
observation, proxy and model (1901–2000 CE)

In this section, we compare the mean precipitation, mean
scPDSI, number and duration of droughts, and atmospheric
conditions associated with Mediterranean dry conditions
among the observation, OWDA, and CESM simulation for
the period of 1901–2000 CE.

The model simulation exhibits similar spatial patterns of
mean seasonal precipitation to those from the observation
(Fig. 2), although some regions are statistically different.
In the summer, both the central and western Mediterranean

Figure 2. Mean seasonal precipitation for the observation (left) and
CESM (right) in the (a) summer and (b) winter for the period of
1901–2000 CE. Black dots on the composites of CESM indicate the
regions where the means between the observation and model are
not statistically similar at a 5 % confidence level from the t tests.
(c) Mean annual cycles of precipitation for the same period over the
areas in the rectangles. The observation is in continuous lines, and
CESM is in dashed lines.

present dry conditions, whereas in the winter both regions are
less dry than the summer, with wet conditions over Portugal
and Balkans. For the mean annual cycle, the model in gen-
eral shows less precipitation than the observed values over
both the central and western Mediterranean. Nevertheless,
the model reproduces the annual precipitation cycle well,
correctly depicting the maximum and minimum periods of
precipitation.

Comparing the time series of scPDSI (Fig. 3a and c), the
summer means between the model and OWDA are statisti-
cally similar to each other (p value from the t test of 0.28).
The same happens between the OWDA and observation but
with much lower confidence level of 1 % (p value of 0.01).
However, the means of both summer and annual scPDSI in
the model are statistically different to those in the observation
(p values of 0.001). Nevertheless, all three scPDSI show neg-
ative trends during 1901–2000 CE (Fig. 3c) and in each sub-
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Figure 3. (a) Probabilistic distribution of the yearly self-calibrated Palmer drought severity indices (scPDSIs) from the U.Delaware v5.01
observation (black), CESM (red), and OWDA (green) smoothed by kernel density estimates using Gaussian kernels. Continuous lines indicate
the summer, and dashed lines indicate the annual scPDSIs. The t tests are applied among these distribution under the null hypothesis of
equal means between two time series.The p value between the summer scPDSI from CESM and OWDA is 0.28, between the OWDA and
observation it is 0.01, and between the CESM and observation it is 0.001 for both summer and annual values. (b) Distribution of duration of
annual droughts in different datasets. Crosses are the means and horizontal dashes the medians of the duration of droughts. (c) Time series of
summer scPDSIs from the observation (black), CESM (red), and OWDA (green) for 1901–2000 CE. The numbers on the upper right indicate
the values of the trends per decade, from left to right, for the periods 1901–1950 CE, 1951–2000 CE, and 1901–2000 CE. All of these trends
are statistically significant at 95 % confidence interval based on the Mann–Kendall tests.

period (1901–1950 and 1951–2000 CE), indicating a contin-
uous increase of drying over the region, which is in line with
the previous studies (Mariotti et al., 2008; Sousa et al., 2011;
Spinoni et al., 2015). Based on the Mann–Kendall tests, these
trends are all statistically significant at the 95 % confidence
interval. For the number of droughts (Fig. 3b), the observa-
tion presents 4 events, OWDA presents 7 events, and CESM
presents 3 events during the last century. For the duration
of droughts, the mean (5.43 years) and median (3 years) in
OWDA are lower than those in the observation (11.50 and
12.50 years, respectively). CESM also exhibits a lower me-
dian (6 years) compared to the observation, although its mean
(9.67 years) better resembles the observation than the one
in OWDA. These differences in the means and medians be-
tween the observation and CESM are also present in annual
scPDSI.

Overall, the model tends to underestimate the duration of
present-day droughts more than those from the observation.
However, the model to a certain extent still shows its ability
to reproduce persistent droughts of multi-year duration. Ad-
ditionally, the mean duration of droughts in CESM is longer
than in OWDA. Still, it is important to note that the analysis
of annual-scale extreme dry events based on a relatively short
present period of 100 years is not sufficient to draw compre-
hensive conclusions on present-day multi-year droughts due
to the limited number of events.

One reason for the difference in the scPDSI between the
model and observations is potentially related to the model
performance on mesoscale phenomena, which play an im-
portant role for the regional precipitation during the wet
season (Alpert et al., 1990; Ulbrich et al., 2009; Champion
et al., 2011; Watterson, 2006). Additionally, the model per-
formance on internal variability may contribute to this dis-
crepancy, which will be discussed in the following para-
graphs. The difference in scPDSI between OWDA and the
observation, which shows a p value at the limit of 1 % confi-
dence level, can be explained by some characteristics of tree-
ring-based reconstructions. The annually resolved summer
(JJA) OWDA is based on tree ring reconstructions, which
are known to be biased towards the growing season. Thus,
the annual signal is not fully preserved (Franke et al., 2013).
Moreover, tree-ring-based reconstructions for droughts tend
to overestimate low-frequency variability compared to the in-
strumental observations (Franke et al., 2013), and the dis-
tribution of tree rings used to generate the gridded recon-
struction over the Mediterranean may not be enough to cap-
ture precipitation events associated with regional-scale cy-
clones and fully depict dry–wet variability for the entire re-
gion (Babst et al., 2018).

After all, the model simulation and observation share
many common patterns associated with the variability of
scPDSI. Figure 4 shows the correlation patterns between the
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Figure 4. Pearson correlation coefficients between the scPDSI and anomalies of (a) sea surface temperature from ERSST v5 and (b) geopo-
tential height at 850 hPa from the CR20 for the observation (left) and CESM (right) during the period of 1901–2000 CE. The linear trends
of variables are removed before applying the correlation. Black dots on the maps show the regions where correlations are statistically not
significant at 5 % confidence level.

scPDSI and SST and the scPDSI and geopotential height at
850 hPa. The observation and model exhibit significant posi-
tive correlations over the central equatorial Pacific, though in
the observation the region with statistically significant corre-
lation is located more in the central North Pacific than in the
model. The observation and model simulation share a com-
mon wave-like pattern from the North Pacific to Siberia over
the extratropical latitudinal belt. Within this wave-like pat-
tern, there is a prominent bipolar pattern with a significant
negative correlation centered over the Mediterranean region
and a positive correlation over the northern high latitudes.
In the observation, the area of negative correlation of this
bipolar pattern is larger over Europe, and the positive corre-
lation is shifted to the Scandinavian region compared to the
model simulation. Additionally, the observation and model
present some common patterns occurring over the regions of
ENSO (the tropical equatorial Pacific) and NAO (the North
Atlantic).

As these two modes of variability are important in the cli-
mate system, including the European climate, it is necessary
to point out that the amplitude of ENSO is too strong in
this version of CESM (Parsons et al., 2017; Stevenson et al.,
2018). In the case of the NAO, the seasonal variability of this
mode seems to be amplified, similar to many other CMIP
models (Fasullo et al., 2020). These inherent biases related to
the modes of variability can partially explain the differences
we observe here between the model simulation and observa-
tion. Nevertheless, it is found that CESM is still able to cap-
ture the hydroclimate condition associated with the ENSO
teleconnection relatively well (Stevenson et al., 2018). The
model also resembles the present-day NAO pattern well, in-
cluding the spatial precipitation and temperature associated
with this mode of variability in Europe (Deser et al., 2017).

Although there are some discrepancies between the model
simulation and the observation, the model is able to repro-
duce the climate conditions associated with the variability of
present-day scPDSI. In particular, the model is able to sim-
ulate multi-year droughts, and these droughts have a longer
duration than those in OWDA. As it also shows statistical
similarity to OWDA over the region, the model is suitable to
analyze past Mediterranean droughts. The biases mentioned
here are considered in detail in Sect. 4 when discussing the
results of this study.

3.2 Variability of Mediterranean droughts during the
850–1849 CE and their connection to the volcanic
forcing

To gain an overview of drought conditions in the Mediter-
ranean, we assess the indices defined in the Sect. 2.3 using
the period 850 to 1849 CE by focusing on the drought events
and their duration. We compare the variability and duration
of droughts of the summertime scPDSI in CESM with those
in OWDA. Note that a direct comparison between the prox-
ies and the model simulation is not possible due to the differ-
ent initial conditions and the chaotic behavior of the climate
system (PAGES Hydro2k Consortium, 2017; Xoplaki et al.,
2018). Thus, we focus on comparing the simulated summer
drought variability with the one of OWDA. Following this,
we assess whether the simulated and reconstructed droughts
respond similarly to the same external forcing, i.e., the vol-
canic eruptions.

Figure 5a and c exhibit the distributions and the 100-
year running means of duration of summer droughts in
OWDA and CESM. For the duration of summer droughts
in 850–1849 CE (Fig. 5a), the discrepancy between CESM
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Figure 5. (a) Distribution of the duration of droughts for the summer scPDSIs from OWDA and the transient and control simulations, and for
(b) the annual drought indices from the transient and control simulations in CESM. Red points indicate individual drought events, black lines
on the boxes are the medians of the duration, and blue crosses are the means of duration. (c) The 100-year running means of the duration of
droughts for the summer scPDSIs and (d) the annual drought indices. The indices are the self-calibrated Palmer drought index (scPDSI) from
OWDA, summer scPDSI (CESM-scPDSI), annual Standardized Precipitation Index (SPI), Standardized Precipitation Evapotranspiration
Index (SPEI), soil moisture anomaly (SOIL), and annual scPDSI from CESM. Note that the annual scPDSI (brown line in d) has a separate
y axis for its duration. The Mann–Whitney U tests (MW tests) are applied to the duration of droughts in (a) and (b) under the null hypothesis
of an equal distribution between two time series of duration of droughts. The p value between the duration of summer scPDSI in OWDA
and CESM is 0.003, which indicates that their distributions are statistically different from each other. This is also the case for all the annual
indices, except between the SPEI and SOIL, with a p value of 0.87. The p values between the indices in the transient and control simulations
are all statistically similar, indicating that the distribution of duration of droughts in the transient simulation is in the range of variability of
the control simulation. The p values from the MW tests between the transient and control simulations are presented in Table A1.

and OWDA is clear, with OWDA presenting the mean du-
ration of 5.38 years and CESM presenting a mean duration
of 7.89 years. The distributions associated with these means
are statistically different from each other. This seems to be
consistent with the result in the previous section (Sect. 3.1)
that shows that OWDA identifies droughts with shorter du-
ration compared to the present-day observation and CESM
in the Mediterranean region. Thus, this characteristic is still
present during the entire last millennium. The variability of
droughts over time in OWDA and CESM are also different

from each other (Fig. 5c). A period of increase in droughts,
which is common in OWDA and CESM, is not identified.
This gives us a first hint that the occurrence of droughts over
the region is not mainly driven by the external natural forc-
ings. However, both time series present a common period of
decrease in droughts around 1600 CE.

Similarly, Fig. 5b and d show the distributions and the run-
ning means of duration of annual Mediterranean droughts in
CESM using different indices. As expected, different indices
do not exactly behave similarly in terms of the occurrence,
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number of events, and duration (Raible et al., 2017; Mukher-
jee et al., 2018). However, in the 850–1849 CE period, the
indices coincide for some years: over 89 years, all indices in-
dicate the same overlapped drought periods. In terms of du-
ration in 850–1849 CE, the scPDSI is the one which shows
more longer-lasting droughts than other indices, with a mean
duration of 9.1 years. Following this, the SPEI, SOIL, and
SPI present the mean durations of 2.9, 2.8, and 2.3 years, re-
spectively. The SPI shows more events than other indices but
with shorter duration. All of these means are statistically dif-
ferent from each other, except the means between SPEI and
SOIL, which are statistically similar (p value of 0.87). This
difference in the duration of droughts among the indices is
also evident in the control simulation.

The difference in the duration of droughts among indices
can be explained by the water balance variables involved in
the computation of each index. For instance, the SPI only
takes precipitation as its input variable. Thus, it does not
consider the atmospheric evaporative demands, which can
be intensified during dry periods. Therefore, we expect that
the SPI shows a reduced duration of droughts compared to
the scPDSI and SPEI, which include the potential evapo-
transpiration in their water balance. The same holds true for
the SOIL index. Although the soil moisture in the model is
closely connected to the hydrological cycle, reflecting the
balance between the precipitation and actual evapotranspira-
tion, the magnitude of actual evapotranspiration over the re-
gion is smaller than the potential evapotranspiration derived
from the Thornthwaite method. Hence, the water balance in-
volved in SOIL is affected in such a way that the drought du-
ration is reduced compared to the scPDSI and SPEI. Lastly,
droughts with a relatively long duration in the scPDSI are
explained by the memory effect embedded in the calculation
scheme of scPDSI (Palmer, 1965; Wells et al., 2004), which
other indices that are obtained by being normalized with re-
spect to certain statistical distribution families do not include.
The scPDSI is an accumulating index; therefore, during the
calculation process, the weighted value of preceding months
is used to estimate the index for the current month, imply-
ing a persistence of the events. Hence, with the scPDSI, an
intense yearly drought would likely induce a drought in the
following year, and this effect can be exacerbated in the con-
text of intense multi-year droughts.

Importantly, for the same indices, the distributions of the
duration of droughts are statistically similar to the distribu-
tions in the control simulation at the 99 % confidence interval
(Fig. 5a and b, and Table A1). This implies that the variabil-
ity of droughts in the transient simulation is within the range
given by the internal variability in the control simulation.

In terms of the timing of the occurrence of droughts
over the period of 850–1849 CE (Fig. 5d), coherent changes
among all indices are not identified, which is expected due to
the different input variables and calculation schemes among
drought indices. This fact also indicates that each index re-
sponds differently to the changes in precipitation and tem-

perature, and hence potential evapotranspiration, caused by
the externally forced variability, e.g., the volcanic forcing.

To further assess a potential connection between the
drought indices and volcanic eruptions, a wavelet coherence
analysis is applied (Fig. 6). The analysis shows that signif-
icant co-variability between the simulated drought indices
(SOIL and scPDSI) and eruptions are found during periods
with strong and frequent volcanic eruptions, for instance,
around the 1257 Samala and 1600 Huaynaputina eruptions.
For small eruptions, the signals of co-variability are not uni-
form among the eruptions, with some showing significant co-
variability while others do not. In addition, the phase rela-
tionships between the eruptions and the drought indices also
vary among the eruptions (not shown). This non-uniformity
of co-variability between the small eruptions and the drought
indices is a strong indication that no physical connection be-
tween them exists, i.e., the significant co-variability is merely
due to statistical artifacts. OWDA does not show a strong
significant co-variability during the 1257 Samala eruption,
which was the strongest eruption in the last millennium (Gao
et al., 2008). Still, OWDA shows, similar to CESM, a sig-
nificant co-variability during the period of the Little Ice Age
(around 1400–1600 CE).

The wavelet coherence analysis is clearly useful to distin-
guish the effects of strong and small eruptions on the vari-
ability of drought indices. However, the analysis poses some
problems in handling discontinuous time series with a spo-
radic occurrence of the events, such as the volcanic eruptions.
Filtering certain frequency bands from this kind of discontin-
uous time series smears out the effects of eruptions (i.e., an
eruption starts earlier and lasts longer than in reality), adding
some non-physical artifacts in the time series. Some of these
are also reflected in Fig. 6, showing that the significant co-
variability occurs earlier than the actual eruption years.

Hence, for a more detailed analysis on causal effects of
volcanic eruptions on drought variability, the superposed
epoch analysis is applied to the 16 largest eruptions and
the 16 smallest eruptions (Fig. 7; for the list of the erup-
tion years, see Table A2). The analysis shows that the in-
creases in drought indices follow large eruptions, and this
positive association lasts up to 3 years in CESM. On the
other hand, no significant response of drought indices to
small eruptions is noted. This finding is in line with Rao
et al. (2017) and McConnell et al. (2020), who demonstrated
wetter conditions in the Mediterranean region after strong
eruptions. Thus, the analysis shows that large eruptions are
associated with increases in drought indices, i.e., wet peri-
ods. In other words, the occurrence of yearly and multi-year
Mediterranean droughts are not driven by the volcanic erup-
tions but instead by the internal variability.

In the next sections, we investigate the underlying dynam-
ics using only the SOIL data as a drought indicator in order
to understand the role of the internal variability in Mediter-
ranean droughts. We use SOIL as it reflects the regional
hydrological balance associated with the precipitation and
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Figure 6. Time series of scaled total stratospheric sulfate aerosol injections for the volcanic eruptions in 850–1849 CE (Gao et al., 2008)
(top panel). The dashed black line indicates the threshold for large eruptions with a stratospheric sulfate aerosol loading of more than 30 Tg.
Wavelet coherence analysis between the time series of volcanic eruptions and the drought indices (lower panels). The red shaded regions are
where the coherences of two time series are statistically significant at the 95 % confidence level, as estimated from Monte Carlo resampling
of the time series.

evapotranspiration. Another advantage of this index is that
the variable is a direct output from the model; thus, it does not
require any further steps (except for calculating the anoma-
lies) or statistical assumptions as other indices do. In addi-
tion, SOIL overlaps full or a partial drought periods given by
the other three indices without significantly underestimating
the multi-year duration of droughts. The droughts in SOIL
overlap 36 %, 25 %, and 29 % of the droughts in scPDSI,
SPEI, and SPI, respectively. In addition, SOIL and each of
the other indices are statistically correlated at 1 % confidence
level for the entire period of 850–1849 CE with Pearson cor-
relation coefficients of 0.81 (thus, 66 % of variance) with
scPDSI, 0.78 (0.61 %) with SPEI, and 0.86 (74 %) with SPI.
Hence, the results in the following sections can be partially
transferred to the other indices. To guarantee the transferabil-
ity, the analysis in the next sections was repeated with each

of the drought indices, showing similar results as for SOIL
(therefore, these figures are not shown).

3.3 Atmospheric circulation associated with
Mediterranean droughts (850–1849 CE)

In this section, the atmospheric circulation associated with
Mediterranean droughts is investigated by using SOIL in the
control and transient simulations up to 1849 CE. The control
simulation presents 7.25 droughts per century with a mean
duration of 3.06 years, and the transient simulation shows 8
droughts per century with a mean duration of 2.81 years.

To get a first glance of the atmospheric circulation dur-
ing drought conditions, we analyze the mean circulation con-
ditions during all short (1-year and 2-year duration) and
long (more than 3-year duration) Mediterranean droughts to-
gether. Figure 8 shows the anomalies of geopotential height
at 850 hPa and surface temperature during Mediterranean
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Figure 7. Superposed epoch analysis between the yearly drought indices in CESM (summer scPDSI, annual scPDSI, and SOIL) and years of
eruptions for (a–c) the 16 largest eruptions and (d–f) the 16 smallest eruptions. The upward-pointing bars indicate the positive changes and
downward-pointing bars show the negative changes before and after the eruptions. Continuous lines indicate the 99 % confidence interval
and dashed lines the 95 % confidence interval from the bootstrap resampling of the time series. The list of the eruptions used for the analysis
is in Table A2.

Figure 8. (a) Mean geopotential height anomaly at 850 hPa and (b) mean surface temperature anomaly for the control (left) and transient
(right) simulations during Mediterranean droughts in 850–1849 CE. Black dots on the composites of the transient simulation indicate the
regions where the distributions between the control and transient simulations are statistically different from each other at the 5 % confidence
level according to the Mann–Whitney U tests.
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droughts for each simulation. The structures of geopoten-
tial height and temperature anomalies during Mediterranean
droughts are similar, with a high-pressure system centered
over central Europe accompanied by a positive temperature
anomaly. This high-pressure anomaly, which from now on
is called the drought high, is found in all heights from 850
to 300 hPa (figures not shown), indicating a barotropic na-
ture of this atmospheric circulation system. Additionally, a
low-pressure anomaly is situated over the area of Scandi-
navia to Russia. Thus, the atmospheric circulation shows a
northeasterly shift of the westerlies over Europe, and thus
moist air masses from the North Atlantic are passed around
the Mediterranean.

Outside the European continent, a negative temperature
anomaly over the tropical equatorial Pacific and a positive
anomaly over the North Pacific are prominent in both simu-
lations. These temperature patterns resemble the cold phase
of the ENSO and the positive phase of the Pacific Decadal
Oscillation (PDO), respectively. Besides, a positive geopo-
tential height anomaly at the midlatitudes and a negative
anomaly at the high latitudes over the North Atlantic region
is another pattern that both simulations share in common dur-
ing droughts. This pattern is similar to the positive phase of
the NAO; however, the southerly center of action is shifted to
central Europe, which also partially resembles the East At-
lantic Pattern (EA). The distributions of these common pat-
terns are also statistically similar between both simulations,
indicating that they are derived from the same statistical pop-
ulation. Thus, the simulations share common mechanisms
associated with droughts, mainly driven by the internal vari-
ability of the climate system in the model. This reaffirms the
result in the previous section.

Some statistically significant dissimilarities between the
control and transient simulations are noticeable mostly in
the temperature anomalies. Over the regions where the tem-
perature anomalies are statistically different, the anomalies
are rather weak, except the warming in Siberia. However,
this positive temperature anomaly in Siberia is not associ-
ated with a geopotential height pattern, showing statistically
indistinguishable geopotential height anomalies in the re-
gion between the control and transient simulations (Fig. 8).
This indicates that there is no change in the circulation pat-
tern over this region that can possibly be connected to the
Mediterranean drought condition.

The drought high is a clear feature that appears during
all droughts over the region. This pattern over central Eu-
rope and the western Mediterranean is similar to the pat-
tern of the first mode of canonical correlation described by
Xoplaki et al. (2003). In Xoplaki et al. (2003), this pattern
is associated with the variability of temperature during the
summertime in the Mediterranean region. In this study, the
high-pressure system is present during all seasons of years
with droughts, showing a relatively stronger intensity in win-
ter and spring than in summer (Fig. 9). This is expected, as
the variability of the geopotential height fields over Europe

and the North Atlantic is reduced in summer compared to
the other seasons because the meridional temperature gradi-
ent on the Northern Hemisphere is also reduced. Therefore,
the main forcing of the atmospheric circulation is weakened.
The findings show that the atmospheric conditions in wet sea-
sons, i.e., winter and spring, are determinant in controlling
the annual mean hydroclimate, indicating the importance of
precipitation and dynamics during the wet season in annual-
scale Mediterranean droughts (Lionello et al., 2006; Xoplaki
et al., 2004; Zveryaev, 2004).

As expected, a decrease in precipitation occurs in all sea-
sons during droughts: the winter and spring precipitation de-
creases by 13 % and the summer and autumn precipitation
decreases by 11 % compared to non-drought periods. These
changes in precipitation are comparable to the rates of the
expected decrease in annual precipitation over the Mediter-
ranean region in the future scenario. In the future, the re-
gional precipitation is expected to reduce by 5 %–30 % from
its present-day value (Dubrovský et al., 2014; Mariotti et al.,
2008). The temperature shows a positive anomaly over the
region in all seasons, with the strongest signals during sum-
mer and autumn, a finding which is in line with Xoplaki
et al. (2003). The positive temperature anomaly indicates that
Mediterranean droughts are more associated with anoma-
lously warmer atmospheric conditions.

3.4 Dynamics of multi-year droughts

For the analysis on multi-year Mediterranean droughts, we
focus on droughts with a minimum duration of 3 years. As
shown in the previous section in Fig. 8, the drought high is
a prominent atmospheric circulation pattern during Mediter-
ranean droughts. The pattern resembles the positive NAO-
like pattern, albeit with a shift to the northeast. At the same
time, colder than normal conditions over the tropical equato-
rial Pacific are detected that are similar to La Niña-like con-
ditions. Here, we investigate the origin and the evolution of
Mediterranean long droughts associated with NAO, ENSO-
like conditions, and drought highs using the transient simu-
lation up to 1849 CE.

The phases of NAO and ENSO are defined with respect
to the non-drought period: the values below the 25th (above
75th) percentile of NAO and ENSO during the non-droughts
period are considered negative (positive) phases of NAO and
ENSO, respectively (Fig. 10). The extreme NAO and ENSO
are also defined in a similar way by taking the values below
the 5th percentile for negative extremes and above the 5th
percentile for positive extremes. Defining thresholds relative
to the non-drought period facilitates the comparison between
the two periods, showing whether (and how) these modes of
variability during droughts differ from those during the op-
posite hydroclimate conditions. For simplicity, we call these
relative negative and positive phases simply positive and neg-
ative NAO and ENSO without referring constantly to the fact
that they are defined relative to the non-drought period.
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Figure 9. Mean geopotential height anomaly at 850 hPa (color shaded) and surface temperature anomaly (contours every 0.2 ◦C; positive in
red and negative in blue) during Mediterranean droughts for each season in the transient simulation.

Considering all short and long droughts, the simulation
shows that droughts occur more frequently during the pos-
itive phase of annual and winter NAO than during the non-
drought period: 38 % of the drought years show the positive
phase of annual NAO and 32 % for the winter, while the nega-
tive annual NAO occupies 16 % and 23 % in the winter. How-
ever, the positive NAO condition does not persist throughout
the entire years of droughts. Rather, it fluctuates from the
positive to negative phases during multi-year droughts. For
the co-occurrence between droughts and phases of ENSO,
we find that La Niña-like conditions are present in 37 % of to-
tal drought periods and El Niño-like conditions are present in
22 % of total drought periods. Similar to NAO, La Niña-like
conditions do not persist throughout entire drought years.

The extreme positive NAO occurs slightly more frequently
during droughts. In addition, the distributions of extreme
positive NAO during droughts is statistically different from
the distribution during the non-drought period at 5 % confi-
dence level for both annual and winter NAO (p values from
MW U test of 0.02 for annual and 0.002 for winter). How-
ever, for ENSO there is no statistically significant change in
the distribution and frequency of extreme La Niña-like con-
ditions during droughts.

To examine the behavior of the atmosphere during multi-
year Mediterranean droughts, the frequency of modes of vari-
ability and mean composites of circulation during droughts
are split into three stages: initiation, transition, and termina-
tion years (Sect. 2.3). The frequencies of occurrence of NAO
and ENSO in each stage are presented in Fig. 10. The positive
NAO occurs more frequently in the initiation years than in

the transition and termination years of droughts. The positive
NAO occupies 49 % of the initiation years. This shows that
the occurrence of positive NAO almost doubles in the initi-
ation years of droughts compared to the non-drought period
(25 % of the occurrence of positive NAO). In the transition
years, positive NAO decreases and finally falls to 29 % in the
termination years. The frequency of extreme positive NAO
also decreases over time. In the case of ENSO, the frequency
of La Niña-like conditions is 40 % in the initiation years rel-
ative to the non-drought period. The occurrence of La Niña-
like conditions increases slightly in the transition years, al-
though this increase is not statistically significant with re-
spect to the previous stage. Following this, it decreases to
20 % in the termination years. After the initiation years, there
are increases in negative NAO and El Niño-like states. These
changes in the frequencies of NAO and ENSO in each stage
of droughts indicate a weakening role of large-scale circu-
lation patterns at sustaining the persistence of droughts over
time. As the intensities of droughts become more severe with
their duration, some other factors need to be involved in sus-
taining the longevity of multi-year Mediterranean droughts
from the transition to termination years.

The mean circulation and atmospheric conditions during
the development of multi-year Mediterranean droughts are
shown in Fig. 11 and are depicted by the specific humid-
ity, temperature, and winds at 925 hPa level. In the initiation
years, the southerly winds prevail over the southern Mediter-
ranean region. These southerlies block the intrusion of the
westerly systems from the North Atlantic, and together with
the cyclonic winds in the East Atlantic distribute dry and
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Figure 10. (a) Box plots of NAO and ENSO during multi-year
Mediterranean droughts. Dashed red lines indicate the 25th and 75th
percentiles of distributions of NAO and ENSO during non-drought
periods that are taken as thresholds to discern relative negative or
positive phases of NAO and ENSO. Dashed brown lines indicate
the 5th and 95th percentiles of distributions that are taken as thresh-
olds for extreme negative or positive NAO and ENSO. Black crosses
represent the means of extreme positive NAO (values above the 95th
percentile), and the means of extreme negative ENSO (values below
the 5th percentile). (b) Frequencies of occurrence of positive and
negative phases of NAO (left) and ENSO (right) in annual, winter,
and each stage of droughts. Black crosses indicate the frequencies of
occurrence of extreme positive NAO and extreme negative ENSO.

warm air masses from the East Atlantic, southern Mediter-
ranean, and West Africa to the continent. In the transition
years, a complete anticyclonic circulation associated with the
high over central Europe and the Mediterranean region is
developed. This anticyclonic system distributes the dry and
warm air to the north and west of the continent and sustains
dry and warm conditions over the region. During these years,
the westerlies from the North Atlantic are clearly weakened.
In the termination years, the anticyclonic circulation over Eu-
rope is not observed anymore, indicating a break-up of the
high.

The mean circulation in each stage shows that the develop-
ment of the high-pressure system, namely the drought high in
Fig. 8, takes place in the transition years. This indicates that
some mechanisms associated with this circulation are possi-
bly important in determining the longevity of droughts after
the initiation years. A possible candidate for an important
process for the transition stage of Mediterranean droughts
is the interaction among regional atmospheric and soil vari-

ables initiated by the anticyclonic circulation system over the
region.

The presence of the atmosphere–soil interaction during the
transition years is supported by the increases in frequencies
of positive surface temperature (TS) and sensible heat flux
(SH) and negative soil moisture (SOIL), evapotranspiration
(EV), and latent heat flux (LH) anomalies during this period
(Fig. 12). The mechanism associated with these regional at-
mospheric and soil variables is explained as follows: a de-
crease in precipitation supported by the positive NAO and/or
La Niña-like conditions induce initial regional dryness and a
stable atmospheric condition associated with the increase in
geopotential high anomaly (GP) over the region. A positive
GP induces an initial increase in the regional TS. This posi-
tive TS decreases SOIL and EV. The latter increases SH and
decreases LH during the initiation year. During the transition
years, the positive TS is even magnified due to the stable at-
mospheric condition that still persists (positive GP) and the
increase in SH and loss of LH in the previous stage. TS in
turn again increases SH, decreases EV and LH, and thus de-
creases SOIL. Over time, the complete high is developed and
persists, again fueling this positive temperature–soil moisture
feedback (Seneviratne et al., 2010; Yin et al., 2014). Thus,
during the transition years, the means and occurrence of these
variables associated with the feedback (positive TS, nega-
tive SOIL, negative EV, positive SH, negative LH) are clearly
larger than their values during the initiation years (Fig. 12).
This mechanism continues until the termination years. Dur-
ing the termination years, the positive GP and TS still prevail
over the region, albeit with reduced anomalies. In addition,
the magnitudes of other variables are reduced compared to
the previous stage.

This result indicates that once the drought high is devel-
oped, the temperature–soil moisture feedback is a more im-
portant mechanism than the connection to NAO and La Niña-
like patterns in order to sustain the continuous depletion of
soil moisture. This means that although the large-scale cir-
culation patterns help to support the regional dry conditions,
after the initiation years their roles in sustaining droughts are
diminished.

3.5 Historical and future condition on droughts: 1850 to
2099 CE

Here, the behavior of Mediterranean droughts and the associ-
ated mechanisms for the period 1850–2099 CE are presented.
For an overview, the time series of the soil and precipitation
anomalies (with respect to 1000–1849 CE) over the Mediter-
ranean region for the period 1850–2099 CE are shown in
Fig. 13. The simulation indicates that the region becomes
drier in this period than in the past, showing pronounced de-
creases in soil moisture and precipitation. The reduction in
these two variables is already apparent from the beginning
of 1850 CE, concomitant with the anthropogenic increase in
GHG. By the end of the 21st century, the region experiences
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Figure 11. Evolution of atmospheric conditions in each stage of drought. Anomalies of (above) specific humidity and (below) temperature,
both at 925 hPa during the initiation, transition, and termination years of droughts. Arrows indicate winds at 925 hPa.

Figure 12. The same boxplot as Fig. 10 but for standardized re-
gional atmospheric and soil variables over the region of study dur-
ing Mediterranean droughts: anomalies of geopotential height at
850 hPa (GP), surface temperature (TS), soil moisture (SOIL), sen-
sible heat flux (SH), latent heat flux (LH), and evapotranspira-
tion (EV). (b) Frequencies of occurrences of positive and negative
anomalies in each stage of droughts in order: initiation, transition,
and termination years.

a continuous drought without any wet anomaly with respect
to the 1000–1849 CE conditions. This indicates a shift of the
mean climate of the region to a drier climate, and this tran-
sition has been initiated since the pre-industrial period and
intensified under the RCP 8.5 scenario.

Figure 13. Time series of annual soil moisture (SOIL) and precip-
itation anomalies from 1850 to 2099 CE with respect to the 1000–
1849 CE means. Brown lines indicate a 10-year running means, and
dashed lines indicate the detrended time series. The values of the
removed trends are presented in Fig. A1.

We examine whether the mechanisms associated with
Mediterranean droughts described in the previous section
are affected by the anthropogenic influences on climate and
whether these changes contribute to the intensification of
droughts and eventual aridification in the region occurring
in this period. For this, the detrending method is applied to
the simulation following the steps mentioned in the Sect. 2.2.
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Figure 14. (a) Standardized regional variables: anomalies of
geopotential height at 850 hPa (GP), surface temperature (TS), and
soil moisture (SOIL) over the region of study. (b) Indices of large-
scale circulation patterns: NAO and ENSO during Mediterranean
droughts for the period of 850–1849 CE (green), non-detrended
1850–2099 CE (red), and detrended 1850–2099 CE (yellow). The
GP, TS, and SOIL between the detrended 1850–2099 CE and the
850–1849 CE periods present p values from the Mann–Whitney
U tests of 0.09, 0.02, and 0.29, respectively. For NAO and ENSO,
the p values between these two periods are 0.19 and 0.29, respec-
tively.

First, we analyze the non-detrended drought-related vari-
ables with the anthropogenic influences on them and then an-
alyze the detrended variables to see the background climate
during droughts when excluding the linear trends.

As for the period 850–1849 CE, droughts during the pe-
riod 1850–2099 CE are associated with the intense posi-
tive geopotential height and temperature anomalies over cen-
tral Europe and the Mediterranean. However, these features
show more intense amplitudes in geopotential height (GP)
and temperature (TS) anomalies than during the period 850–
1849 CE (Fig. 14a). The variances of GP, TS, and SOIL are
also enlarged compared to the past; therefore, their medians
and extreme tails are also magnified, which implies that the
dryness and its associated atmospheric conditions becomes
more frequent and severe in 1850–2099 CE. The increases
in GP and TS clearly intensify the above-mentioned interac-
tion among regional atmospheric and soil variables, i.e., the
positive temperature–soil moisture feedback. This intensifi-
cation aids the longevity and intensity of droughts, which is
reflected by a reduction in the surface soil moisture anomaly
(Fig. 13). Additionally, the precipitation–soil moisture feed-
back is also involved: a continuous reduction in precipitation
decreases the available soil moisture, inducing less evapo-
transpiration, which again leads to a reduction in precipita-
tion (Seneviratne et al., 2010).

Related to the modes of variability, the frequencies of pos-
itive NAO and La Niña-like conditions during droughts also
seem to be affected by the overall change in global tem-
perature (Fig. 14b). Compared to 850–1849 CE, the non-
detrended 1850–2099 CE period shows reduced frequencies
of both positive NAO and La Niña-like conditions during
droughts. This result is in line with the previously mentioned
intensification of land–atmosphere feedbacks: in this situa-
tion where the GP and TS become intense, the regional at-
mospheric variables play a more dominant role in Mediter-
ranean droughts and the importance of modes of variability
is reduced, even during the initial stages of droughts. Hence,
the role of positive NAO and La Niña-like conditions in dif-
ferent stages of droughts is diminished. However, the model
biases in representing large-scale modes of variability, in par-
ticular ENSO, might be relevant. Many CMIP5 models have
problems with realistically reproducing the cold SST in the
eastern tropical Pacific. Therefore, these models would show
fewer La Niña events in future warmer conditions (Seager
et al., 2019). An overall increase in El Niño-like conditions
here (Fig. 14b) can also be partially related to this bias. Nev-
ertheless, considering this bias does not affect the result that
the interaction among the regional variables is changed by
the increase in temperature, causing more intensified regional
land–atmosphere feedbacks during this period.

For the detrended variables, the GP anomalies and SOIL
during droughts of the period 1850–2099 CE are statisti-
cally similar to the ones in the period 850–1849 CE (p-
value of 0.09 for GP and 0.44 for SOIL). The same is also
true for the NAO and ENSO during droughts (p values of
0.19 and 0.29 for each). The detrended TS over the region
is statistically similar to the 850–1849 CE value but only
at the 2 % confidence level (p value of 0.02). This indi-
cates that the detrending method is not able to fully remove
the strong effects of anthropogenic changes on temperature
in future droughts. Nevertheless, the mean spatial compos-
ites of the detrended surface temperature and geopotential
height at 850 hPa during Mediterranean droughts in the pe-
riod 1850–2099 (Fig. 15) statistically agree with the ones
in 850–1849 CE period (Fig. 7) over a large portion of the
Mediterranean region.

Hence, when the anthropogenic effect is removed (i.e.,
the variables are detrended), the mechanisms involved in
droughts remain unchanged during 1850–2099 CE. The com-
parison of non-detrended variables with detrended variables
thus indicates that no factor other than the anthropogenic
influence in temperature is the cause of the severe dry-
ness in this period. In the future scenario, the intensities of
both land–atmosphere feedbacks are magnified due to the in-
creases in GP and TS caused by the increases in GHG, and
these feedbacks become dominant in controlling the desicca-
tion over the region.
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Figure 15. Detrended mean geopotential height anomaly at 850 hPa and surface temperature anomaly during Mediterranean droughts for
the 1850–2099 CE. Black dots indicate the regions where the distributions between the detrended 1850–2099 CE and 850–1849 CE are
statistically different at the 5 % confidence level (Fig. 8) from the Mann–Whitney U tests.

4 Conclusions

We have investigated the variability and mechanisms of
multi-year droughts over the western and central Mediter-
ranean region with pan-regional characteristics for the pe-
riod of 850–1849 CE and whether these mechanisms asso-
ciated with Mediterranean droughts have changed after the
pre-industrial period from 1850 to 2099 CE with the anthro-
pogenic increase in GHG. For this we used simulations from
CESM (Lehner et al., 2015).

Firstly, the quantification of droughts is sensitive to the
choice of drought index even in the paleoclimate context. For
example, the scPDSI exhibits drought events with longer du-
ration than other indices, such as SPEI, SPI, and soil mois-
ture anomalies. Although the major mechanisms that induce
multi-year droughts over the region remain similar due to the
same overlapping periods and statistically significant corre-
lations among indices, this discrepancy among indices can
lead to different conclusions, mostly in the number and du-
ration of past drought events. This shows that using just one
unique index is still complicated, even in the paleoclimate
context. Hence, the uncertainty associated with different in-
dices must be taken into account when comparing indices
in drought studies (Dai, 2011; Raible et al., 2017; Mukherjee
et al., 2018), particularly in cases where only a single drought
index is used and the focus is on the assessment of the dura-
tion of extreme hydrological events in past periods.

Secondly, we found that past Mediterranean droughts were
mainly induced by the internal dynamics of climate system,
supporting the finding of Xoplaki et al. (2018). The duration
of droughts and the patterns of surface temperature and circu-
lation over the Mediterranean during droughts in the control
simulation are statistically similar to those in the transient
simulation with external forcing. Moreover, a causal con-
nection between volcanic eruptions and Mediterranean dry
conditions is not identified. However, our result indicates a
connection between large volcanic eruptions and wet periods
over the region, supporting the findings of previous studies
(McConnell et al., 2020; Rao et al., 2017). A distinct atmo-
spheric pattern occurring during Mediterranean droughts is a

barotropic high-pressure system accompanied by a positive
temperature anomaly over central Europe and the Mediter-
ranean region. This warm high persists during all seasons
when droughts occur in the region, showing stronger inten-
sity during winter and spring. This result emphasizes the im-
portance of the wet cold seasons, i.e., winter and spring cli-
mate and circulation in annual Mediterranean droughts. Ad-
ditionally, the positive NAO and La Niña are other patterns
that occur more frequently during Mediterranean droughts.

Thirdly, the mechanisms associated with sustaining multi-
year droughts change through the stages of droughts. We
found that the large-scale circulation patterns, such as the
positive NAO and negative ENSO, play a more important
role during the early stage of droughts by providing dry
conditions over the western and central Mediterranean re-
gion that are required to initiate such events. Therefore, the
longevity of droughts is determined by the interaction of
regional circulation variables, which involve stable atmo-
spheric conditions, an increase in temperature, and changes
in evapotranspiration and surface heat fluxes. Namely, this
is the temperature–soil moisture feedback, which continues
until the termination of droughts. During these transition
years of droughts, the role played by the large-scale patterns
is reduced. Hence, the persistence and duration of multi-
year droughts should not be fully attributed to the states of
large-scale circulation patterns, such as NAO and ENSO,
as the roles of regional feedback and circulations regarding
droughts become as important as (or more important than)
large-scale modes of variability after the initial development
of droughts.

It is important to note that the inherent model biases in
representing ENSO and NAO (Bellenger et al., 2014; Fa-
sullo et al., 2020) can have some implications in our results
on the frequencies of ENSO and NAO at different stages of
droughts. The model may produce too frequent and strong
La Niña conditions and positive NAO during droughts due to
its amplified variability (decadal for ENSO and seasonal for
NAO). Moreover, due to the uncertainty associated with the
changes in these modes in the future scenario, caution is re-
quired when interpreting the connection between droughts
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and modes of variability in the future warming scenario.
Many CMIP5 models show an overall warming of the tropi-
cal equatorial Pacific reducing the west–east gradient of SST,
which is different from what is observed in the present pe-
riod (Seager et al., 2019). This model bias to the observation
implicates reduced La Niña conditions in CMIP5 models in
a warmer world. Nonetheless, this problem does not affect
our conclusion: the roles of ENSO and NAO become weaker
with the longevity of droughts, while the regional circulation
and feedback become more dominant at maintaining the per-
sistence of droughts, which is also found in the future warm-
ing scenario.

Fourthly, the decreases in soil moisture and precipitation
anomalies have already been detected since the pre-industrial
period concomitantly with the anthropogenic increase in
GHG. This means that the intensification of droughts and the
shift of the mean climate over the region to a drier climate al-
ready started during the pre-industrial era. This regional des-
iccation is principally caused by the anthropogenic increase
in GHG, which induces the intensification of interactions be-
tween the regional atmospheric and soil variables, associ-
ated with the temperature–soil moisture and precipitation–
soil moisture feedbacks. If the increase in temperature and
decrease in precipitation continue, the region will suffer from
a continuous aridification instead of droughts, as droughts are
the deviation from the mean hydrological condition.

Fifthly, it is important to mention that our analysis is based
on a single-model output and that this raises questions related
to single-model studies, such as boundary condition prob-
lems and model-dependent biases and physics (PAGES Hy-
dro2k Consortium, 2017). Nevertheless, for a small confined
area that surrounds a large body of water (the Mediterranean
Sea) and where the land coverage is limited, a finer hori-
zontal resolution is needed to represent the regional climate
and the mesoscale processes that are involved more realisti-
cally. In the end, our study provides a useful understanding of
the long-term variability and mechanisms of Mediterranean
droughts by analyzing the entire last millennium. We ad-
dressed the influences of external and internal variability on
Mediterranean droughts and the different roles of the large-
scale modes of variability and regional circulation during the
different stages of multi-year droughts.

Lastly, we emphasize again the importance of assessing
different drought indices in the paleoclimate context and also
in the present and future warming scenario. The reason is that
most of the commonly used offline drought indices, such as
scPDSI, are based on a water balance that only considers the
atmospheric moisture supply and demand, and these indices
tend to overestimate drought risks in the future warming sce-
nario (Berg et al., 2017; Mukherjee et al., 2018; Swann et al.,
2016). Moreover, Berg et al. (2017) found that the upper-
level soil moisture indicates droughts, whereas the mean 3 m
soil moisture shows wet or relatively weak dry conditions
compared to the surface level. In our study, we used the up-
per 10 cm soil moisture anomaly that partially reflects the

water stress on plants. However, the upper 10 cm of the soil
is not enough to fully assess the complex atmosphere–soil–
vegetation interaction and the variability in the deeper levels
of the soil. In addition, the upper 10 cm soil moisture used
here also magnifies drought risks to some extent, in a simi-
lar manner to other offline drought indices. Nevertheless, the
Mediterranean is one of the regions where the depletion of
soil moisture still occurs both at the surface and in the mean
3 m soil level, though the amplitude of the rate of decrease is
reduced in the 3 m soil moisture compared to the rate in the
surface soil moisture (Berg et al., 2017).

As a next step, more studies on drought metrics need to
be conducted in order to assess the future drought risk in
the region properly. In addition, as vegetation is known to
have more complex responses to the changing climate and
droughts (Swann, 2018; Swann et al., 2016), the role of
vegetation in extreme hydrological events should be inves-
tigated to get a more comprehensive view of drought mecha-
nisms and their changes in the future. The Mediterranean re-
gion is considered one of the most vulnerable regions under
future warming scenarios (e.g., Giorgi and Lionello, 2008;
Lehner et al., 2017), and human impacts can modify the
natural mechanisms and propagation of droughts, increas-
ing droughts risks and water shortage issues over the region
(Van Loon et al., 2016). Hence, more studies on the topics
related to droughts and permanent future aridification in the
Mediterranean region, including the role of vegetation during
this period, are necessary to develop a better preparedness for
upcoming changes.
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Appendix A

Table A1. P values from the Mann–Whitney U tests between the
drought indices in the control and transient simulations.

Control (400-year) vs.
Transient (850–1849 CE)

simulations

scPDSI-summer 0.31
scPDSI-annual 0.35
SPEI 0.5
SPI 0.1
SOIL 0.43

Table A2. Years and total stratospheric sulfate aerosol injection of
the 16 largest and 16 smallest volcanic eruptions in 850–1849 CE
from Gao et al. (2008).

Largest eruptions Smallest eruptions

Year Total stratospheric Year Total stratospheric
sulfate aerosol sulfate aerosol

loading (Tg) loading (Tg)

1258 257.91 1050 2.79
1452 137.5 1045 2.77
1815 109.72 1060 2.57
1783 92.96 1150 2.12
1227 67.52 1132 2.03
1275 63.72 987 1.92
1600 56.59 1794 1.88
1284 54.69 1316 1.83
1809 53.74 1503 1.72
1167 52.12 1158 1.56
1641 51.60 1213 1.56
1176 45.76 939 1.30
1835 40.16 1307 1.18
933 31.83 1358 1.09
1719 31.48 1142 0.82
1341 31.14 945 0.58

Figure A1. Time series of annual soil moisture (SOIL) and pre-
cipitation anomalies from 1850 to 2099 CE with respect to the
1000–1849 CE means for the detrending method. The least-squares
method is applied to two separate time periods: 1850–2000 CE and
2001–2099 CE. The trends and their values for each period are also
shown.
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Code availability. Two R packages were used to calculate the
drought indices: the scPDSI (https://CRAN.R-project.org/package=
scPDSI, Zhong et al., 2018) and the SPEI (Vicente-Serrano
et al., 2009). The biwavelet (https://github.com/tgouhier/biwavelet,
Gouhier et al., 2018) was used for the wavelength coherence anal-
ysis, and burnr (https://CRAN.R-project.org/package=burnr, Male-
vich, 2018) was used for the superposed epoch analysis.

Data availability. The summer scPDSI from the Old
World Drought Atlas are available at https://www.ncdc.
noaa.gov/paleo-search/study/19419 (Cook et al., 2015)
and the sea surface temperature ERSST v5 (Huang et al.,
2017a) are available at https://doi.org/10.7289/V5T72FNM
(Huang et al., 2017ba). The 20th Century Reanalysis V2
(https://psl.noaa.gov/data/gridded/data.20thC_ReanV2.html;
Compo et al., 2011) and UDel_AirT_Precip data (https:
//psl.noaa.gov/data/gridded/data.UDel_AirT_Precip.html; Willmott
and Matsuura, 2001) are provided by the NOAA/OAR/ESRL PSL,
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2015) are available on request from the University of Bern.
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4.1 Abstract

In this study, we analyze extreme daily precipitation during the pre-industrial period from

1501 BCE to 1849 CE in simulations from the Community Earth System Model version 1.2.2.

A peak-over-threshold (POT) extreme value analysis is employed to examine characteristics

of extreme precipitation and to identify connections of extreme precipitation with the

external forcing and with modes of internal variability. The POT analysis shows that extreme

precipitation with similar statistical characteristics, i.e., the probability density distributions,

tends to cluster spatially. There are differences in the distribution of extreme precipitation

between the Pacific and Atlantic sectors and between the northern-high and southern-low

latitudes.

Extreme precipitation during the pre-industrial period is largely influenced by modes of

internal variability, such as El Niño-Southern Oscillation (ENSO), the Pacific North American,

and Pacific South American patterns among others, and regional surface temperatures. In

general, the modes of variability exhibit a statistically significant connection to extreme
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precipitation in the vicinity to their regions of action.The exception is ENSO, which shows

more widespread influence on extreme precipitation across the Earth. In addition, the regions

where extreme precipitation is more associated either by a mode of variability or by the

regional surface temperature are distinguished. Regional surface temperatures are associated

with extreme precipitation over lands at the extratropical latitudes and over the tropical

oceans. In other regions, the influences of modes of variability are still dominant.

Effects of the changes in the orbital parameters on extreme precipitation are rather weak

compared to those of the modes of internal variability and of the regional surface temperatures.

Still, some regions in central Africa, southern Asia, and the tropical Atlantic ocean show

statistically significant connections between extreme precipitation and orbital forcing, implying

that in these regions, extreme precipitation has increased linearly during the 3351-year

pre-industrial period.

Tropical volcanic eruptions affect extreme precipitation more clearly in the short term up to

a few years, altering both the intensity and frequency of extreme precipitation. However, more

apparent changes are found in the frequency than the intensity of extreme precipitation. After

eruptions, the return periods of extreme precipitation increase over the extratropical regions

and the tropical Pacific, while a decrease is found in other regions. The post-eruption changes

in the frequency of extreme precipitation are associated with ENSO, which itself is influenced

by tropical eruptions.

Overall, the results show that climate simulations are useful to complement the information

on pre-industrial extreme precipitation, as they elucidate statistical characteristics and

long-term connections of extreme events with natural variability.

4.2 Introduction

Extreme daily precipitation, which often causes devastating flood events, is a difficult phe-

nomenon to study due to its rare occurrence and short-lived nature. At regional scale, extreme

precipitation events are caused by meso- and synoptic-scale processes (Pfahl and Wernli, 2012;

Pfahl, 2014) and at global scale, they are influenced by large-scale modes of variability, such

as El Niño-Southern Oscillation (ENSO) or the North Atlantic Oscillation (NAO) among

others (Kenyon and Hegerl, 2010; Sun et al., 2015). In recent years, the topic has attracted

more and more attention as the behavior of extreme precipitation is expected to change

differently to that of mean precipitation in a warmer world (Allen and Ingram, 2002; Trenberth

et al., 2003; Pall et al., 2007). While mean precipitation is expected to follow largely the “wet

gets wetter, and dry gets drier” rule (Trenberth et al., 2003; Chou and Neelin, 2004; Chou

et al., 2009), extreme precipitation is projected to increase over the entire globe (Trenberth

et al., 2003; Donat et al., 2016; Fischer and Knutti, 2016). The “wet gets wetter, and dry gets

drier” pattern denotes the intensification of the global hydrological cycle, which is controlled

by a tropospheric energy budget (Boer, 1993; Allen and Ingram, 2002; Yang et al., 2003).

Nevertheless, it is also noted that this pattern for the future mean precipitation is more
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heterogeneous over land areas in observations and climate models (Roderick et al., 2014; Byrne

and O’Gorman, 2015) and breaks in the tropics in CMIP5 models (Chadwick et al., 2013).

Unlike changes in mean precipitation which are largely regulated by the available energy

budget, changes in extreme precipitation are constrained by the available maximum low-

level atmospheric moisture at a given temperature following the Clausius–Clapeyron (C-C)

relationship (Allen and Ingram, 2002; Pall et al., 2007). The reasoning is as follows: the

low-level atmosphere can hold more moisture with increasing temperatures, which in turn

leads to an increase in extreme precipitation (Trenberth et al., 2003; Pall et al., 2007; Fischer

and Knutti, 2016). The rate of increase of extreme precipitation given by C-C is 6-7% per 1

degree of warming. This relationship holds mostly true over higher latitudes where the air is

usually closer to saturation and relative humidity is roughly constant (Allen and Ingram,

2002). Mean increases in extreme precipitation are projected for many terrestrial regions

by climate models in the Coupled Model Intercomparison Project (CMIP5) under different

climate change scenarios (Kharin et al., 2013; Scoccimarro et al., 2013; Wang et al., 2017;

Donat et al., 2019). However, at regional scale, the changes are uncertain and vary from region

to region (O’Gorman, 2012; Kharin et al., 2013; Pfahl et al., 2017).

Observations indicate that the frequency and intensity of extreme daily precipitation events

have already increased over large parts of the continents during the 20th century (Asadieh

and Krakauer, 2015; Donat et al., 2016, 2019; Myhre et al., 2019; Papalexiou and Montanari,

2019). These changes are coherently captured by many CMIP5 models (Donat et al., 2016,

2019), though overall, significant inter-model spread is found in the historical period and

even more in climate projections (Scoccimarro et al., 2013; Donat et al., 2016; Wang et al.,

2017; Donat et al., 2019). Additionally, the models show some bias in the magnitude of

extreme daily precipitation (Stephens et al., 2010; Kopparla et al., 2013). The discrepancies

between observations and climate models are potentially associated with the model-dependent

sensitivity of extreme precipitation to the increase in temperature (Donat et al., 2016) and the

model parameterization of subgrid scale physical processes which are relevant for extreme

precipitation (e.g., Champion et al., 2011; Van Haren et al., 2015; Scher et al., 2017).

Many studies focus on the understanding of the nature of extreme daily precipitation in the

historic period covering the last 50 to 100 years and their changes until the end of the 21st

century under climate change scenarios (e.g., Asadieh and Krakauer, 2015; Donat et al., 2016,

2019; Wang et al., 2017; Myhre et al., 2019). Studying extreme events in the historical period

is a reasonable approach as the analysis of such events with short duration requires continuous

records of daily precipitation and such records are only provided by the modern instrumental

observations and model simulations. Nevertheless, to understand the entire nature of these

complex and rare events, it would be ideal to investigate their characteristics and long-term

variability in the past when the anthropogenic influences on the climate were not present yet.

Reconstructions of past climate events based on natural proxies and historical documents

can provide a glimpse of the nature of extreme precipitation and floods in the past (e.g.,

Brázdil et al., 2012; Kjeldsen et al., 2014; Machado et al., 2015; Steinschneider et al., 2016;
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Zheng et al., 2018). For instance, lake sediment records indicate that the frequency of floods

has increased during the Little Ice Age in the Mediterranean French Alpine region (Wilhelm

et al., 2012). This period is also coherent with increased flood occurrences in central Europe

described in the 500-year documentary records on river catchments (Glaser et al., 2010).

Frequent floods in this period seem to be associated with large-scale atmospheric circulation

patterns such as the Atlantic low and Russian high (Jacobeit et al., 2003). In the semi-arid

regions in the western United States, the frequency of extreme precipitation is inferred from

tree ring-based reconstructions of the summer Palmer Drought Severity Index for the last 500

years (Steinschneider et al., 2016). The reconstruction indicates that the regions present a

low-frequency variability of extreme precipitation that ranges over ample frequency bands,

showing a variability from 2 to 30 years. Natural proxies and historical reconstructions are

undoubtedly invaluable sources of information on extreme events for periods prior to the

start of the modern instrumental era. However, they also pose some limitations: they are not

continuous in time and scarcely distributed across the globe, therefore, providing more local

aspects of such events.

Nowadays, earth system models that describe the physical processes within the climate

system provide abundant and continuous data of global atmospheric variables, not only

for the historical and future periods but also for the past (Schurer et al., 2013; Jungclaus

et al., 2017; PAGES Hydro2k Consortium, 2017). As these state-of-the-art climate models are

already utilized to understand the present mechanisms and future changes of extreme daily

precipitation, they can also help to explore the past natural variability of extreme precipitation,

assuming that the corresponding transient external forcing is properly adapted in simulations

for the past (Schmidt et al., 2011; Jungclaus et al., 2017).

The purpose of this study is to analyze and characterize extreme daily precipitation for the

period 1501 BCE to 1849 CE (before the industrial revolution) using the Community Earth

System Model version 1.2.2. We base our analysis on simulations, which are either driven by

orbital forcing alone or by all external forcing functions, including the new continuous volcanic

record (Sigl et al., 2021). These simulations allow to distinguish between signals of orbital and

volcanic forcing and internal variability. For the analysis, we employ the peak-over-threshold

extreme value analysis (Coles et al., 2001) to characterize the 3351 year pre-industrial extreme

daily precipitation on a global scale, to assess its long-term connection to externally forced

variability, such as the changes in radiation driven by the orbital parameters and volcanic

eruptions, to internal variability associated with large-scale circulation patterns, and to surface

air temperature. The peak-over-threshold analysis is an amply used method to understand

the characteristics of extreme events. For instance, the method has been used to study the

characteristics and recurrence periods of wind storm related variables (Della-Marta et al., 2009;

Blender et al., 2017) and extreme precipitation (Sugahara et al., 2009; Thiombiano et al.,

2017) in different locations, and the association of extreme events with large-scale modes of

variability (Silva et al., 2016; Blender et al., 2017; Thiombiano et al., 2017).

This paper is organized as follows: in Sect. 4.3, we introduce the Community Earth System
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Model, the set-up of the model simulations, and the observational data sets used to evaluate

the model’s ability to represent daily precipitation. Section 4.4 outlines the theoretical basis of

the peak-over-threshold extreme value analysis and the methods employed for our analysis. The

results are presented in Sect. 4.5 where we first evaluate the climate model against reanalysis

data, then show the distribution of extreme daily precipitation globally, and finally, assess how

the extreme daily precipitation is statistically related to orbital forcing changes, internal modes

of variability, and volcanic forcing. Lastly, conclusive remarks are presented in Sect. 4.6.

4.3 Data

4.3.1 Description of the model, simulations, and observational data

The Community Earth System Model (CESM; Hurrell et al., 2013) version 1.2.2 is a fully coupled

general circulation model that is composed of several component models: the Community

Atmosphere Model version 5 (CAM5; Neale et al., 2010) for the atmosphere, the Community

Land Model version 4 (CLM4; Lawrence et al., 2011) for the land which includes a prognostic

carbon-nitrogen cycle, the Parallel Ocean Program version 2 (POP2; Smith et al., 2010) for

the ocean, and the Community Ice Code version 4 (CICE4; Hunke et al., 2010) for the sea ice.

The spatial resolutions of the simulations are 1.9◦ × 2.5◦ for the atmosphere and land, and 1◦

× 1◦ for the ocean and sea ice. The atmosphere is resolved at 30 and the land at 15 vertical

levels. The ocean has 60 vertical levels. The time resolutions of the simulations are 6-hourly

and monthly, and the 6-hourly precipitation is aggregated to a daily time resolution.

Table 4.1: Forcing values for the simulations. The time-varying forcing in the last column is presented in Fig.
4.1.

spin-up simulation orbital-only simulation full-forcing simulation
time [years] 1405 3351 3351

(1501 BCE – 2008 CE) (1501 BCE – 2008 CE)

GHG

CO2 [ppm] 274.21 274.21
Bereiter et al. (2015) and
Meinshausen et al. (2017)

CH4 [ppb] 572.88 572.88
Joos and Spahni (2008) and
Meinshausen et al. (2017)

N2O [ppb] 262.79 262.79
Joos and Spahni (2008) and
Meinshausen et al. (2017)

VOL [Tg] no forcing no forcing
Carn et al. (2016) and

Sigl et al. (2021)

TSI [Wm−2] 1360.38 1360.38
Vieira et al. (2011) and

Usoskin et al. (2014)

LULUC 850 CE conditions 850 CE conditions Pongratz et al. (2008)

Using CESM, we perform two simulations covering the period 1501 BCE – 2008 CE (Table

4.1). The two simulations are branched off from the last year of a spin-up simulation with

perpetual forcings. The spin-up simulation is performed with the orbital parameters and

forcings set constant at 1501 BCE conditions, with a CO2 level of 274.21 ppm (Bereiter et al.,
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2015), a CH4 level of 572.88 ppb, a N2O level of 262.79 ppb (Joos and Spahni, 2008), and a

total solar irradiance (TSI) of 1360.38 Wm−2 (Vieira et al., 2011; Usoskin et al., 2014). The

land use and land-use changes (LULUC) are set to conditions reconstructed for the year

850 CE (Pongratz et al., 2008). The spin-up simulation is run for 1405 years until it reaches an

equilibrium state.

The first simulation that branches off the spin-up simulation includes orbital parameters

that vary in time from 1501 BCE to 2008 CE. All other forcings are kept the same as in the

spin-up period (Table 4.1). Hence, this simulation includes only the effect of the changes in the

orbital parameters and internal climate variability. Hereinafter, this simulation is called the

orbital-only simulation.
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Figure 4.1: Time series of the external forcing included in the transient full-forcing simulation for 1501 BCE –
2008 CE.

The second simulation is run with all time-varying external forcings from 1501 BCE to

2008 CE (Fig. 4.1). The variables for the external forcings are the total solar irradiance

(TSI), greenhouse gas concentrations (GHG), volcanic sulfate aerosols (VOL), and LULUC.
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The TSI is reconstructed from ∆14C (Usoskin et al., 2014, 2016; Vieira et al., 2011) and

obtained from the Paleoclimate Modelling Intercomparison Project Phase 4 (PMIP4) database

(https://pmip4.lsce.ipsl.fr/). For GHG up to 1849 CE, the annual records of CO2 is obtained

from Bereiter et al. (2015), and of CH4 and N2O from Joos and Spahni (2008). These annual

time series are smoothed by cubic spline interpolation. After 1850 CE, the annual GHG is

extended using the records from Meinshausen et al. (2017). LULUC up to 1500 CE is based on

the reconstructions from Pongratz et al. (2008) and after this year, it is merged with the

reconstruction from Hurtt et al. (2011). Prior to 850 CE, the LULUC is set constant to 850 CE

values and it varies afterwards. This second simulation is denoted as the full-forcing simulation

(see Table 4.1).

The record of volcanic sulfate aerosols from 1501 BCE to 1979 CE is obtained from Sigl et al.

(2021), and afterward until 2008 CE from Carn et al. (2016). To incorporate this record into the

transient simulation, we use the Easy Volcanic Aerosol Model version 1.2 (EVA; Toohey et al.,

2016) to generate the temporal and latitudinal distribution of the volcanic aerosols. Then,

two modifications are applied to this volcanic aerosol distribution to attain an atmospheric

response for the 1991 Pinatubo eruption, which is similar to the respective response in Gao

et al. (2008), the volcanic forcing used in Paleoclimate Modelling Intercomparison Project

(PMIP) Last Millennium experiments (Schmidt et al., 2011; Lehner et al., 2015; Otto-Bliesner

et al., 2016): First, the total volcanic aerosols are scaled by a factor of 1.49. By applying the

scaling, more similar responses of atmospheric temperatures and incoming solar radiation to

the eruptions in the here presented simulation and Gao et al. (2008) is ensured. A similar

scaling approach was used by Zhong et al. (2018), but with a slightly higher scaling factor of

1.79, as they used the 1815 Tambora eruption as reference. Second, the timing of the maximum

peaks of the eruptions is shifted by four months in time after the respective eruption following

the approach in Gao et al. (2008). After this peak, the volcanic aerosols decay smoothly as

estimated by the EVA model.

To evaluate the daily precipitation obtained by CESM, the precipitation of CESM is

compared to that of ERA5, the latest reanalysis product of ECMWF, during the period

1979–2008 CE (Hersbach et al., 2020). ERA5 uses the 2016 version of the ECMWF numerical

weather prediction model and the integrated forecasting system Cy41r2 data assimilation

(Hersbach et al., 2020). From ERA, we use the total precipitation at a temporal resolution of

an hour and at a spatial resolution of 0.75◦× 0.75◦. To be compared against CESM, the hourly

precipitation of ERA5 is accumulated to daily precipitation sums and the spatial resolution is

interpolated to the coarser grid resolution of 1.9◦× 2.5◦to be consistent with the resolution of

CESM.

4.4 Methods

We apply the peak-over-threshold (POT) analysis to four datasets of daily precipitation

anomalies: the CESM orbital-only and full-forcing simulations for the past period 1501 BCE–
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1849 CE, the CESM full-forcing and the ERA5 reanalysis for the present period 1979–2008 CE.

The daily precipitation anomalies are calculated by subtracting the multi-year daily means,

i.e., the means of the entire 1501 BCE–1849 CE period for the CESM past simulations and

1979–2008 CE for the present period in CESM and ERA5, from each daily precipitation value.

For the 1501 BCE–1849 CE simulations, the 99th percentiles relative to their distributions of

the entire period are taken as a threshold to define extreme precipitation. For evaluation in

the period 1979–2008 CE, the 95th percentiles are selected as a threshold in order to obtain

enough extreme events during this rather short period.

4.4.1 Peak-over-threshold extreme value analysis

The POT approach (Coles et al., 2001) states that the values y of a sequence of an independent

random variable x, in our case, the precipitation anomalies, that exceed a certain threshold u,

i.e., the 99th or 95th percentiles, are asymptotically distributed following a generalized Pareto

distribution (GPD) with the density distribution function given as:

H(y) =

1− (1 + ξy
σ )−1/ξ for ξ 6= 0

1− exp(− y
σ ) for ξ = 0

(4.1)

where y = x− u are the positive exceedances of daily precipitation anomalies, σ is the scale

parameter that characterizes the spread of the distribution and the scaling of the exceedances

y, and ξ is the shape parameter that represents the upper-bound and tail behavior of the

distribution (Sugahara et al., 2009; Blender et al., 2017). When ξ ¿ 0, the upper-bound is

infinite and the distribution has a heavy tail. For ξ = 0, the upper-bound is also infinite, but

the tail shape is lighter as the distribution decays exponentially. When ξ ¡ 0, the distribution

has a finite upper-bound y ≤ −σ/ξ (above this upper-bound the probability vanishes) and a

thin tail (Coles et al., 2001). When the number of exceedances is small and the estimated ξ is

negative, there is a bias in the estimation of ξ towards a larger standard error (Blender et al.,

2017). This occurs because since any sample has a finite maximum, there is a bias towards

estimated distributions with an upper limit, hence the negative estimated shape parameter

(Giles et al., 2016). The behaviors of the density distribution with different values of scale and

shape are illustrated in Fig. 4.2.

Equation (4.1) describes the stationary GPD model, in which the scale and shape parameters

remain constant. From the stationary GPD model, the T -year return level yT associated with

the return period T (Coles et al., 2001; Khaliq et al., 2006) can be estimated as:

yT = σ[ζuT
ξ − 1]/ξ (4.2)

where ζu = P (X > u) is the ratio of exceedances in the sample, for the 95th percentile this
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(a) I− High scale, positive shape 
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(b) II− High scale, negative shape 
 Scale = 7,  Shape = −0.2
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(c) III− Low scale, positive shape 
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(d) IV− Low scale, negative shape 
 Scale = 2,  Shape = −0.2
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Figure 4.2: (a)-(d) Probability density distributions of extremes of a variable with different scale and shape
parameters. (e) All distribution functions together.

is ζu = 0.05 and for the 99th percentile ζu = 0.01.

The POT analysis requires independent values among exceedances (Coles et al., 2001). Hence,

the record of extremes needs to be de-clustered to reduce the persistence among the clustered

extremes. For this, we de-cluster the extreme precipitation at each grid point by taking the

maximum value within each cluster. Each cluster is composed of consecutive days of extremes

and the extremes separated by a maximum of one day to other extremes. In other words, the

minimum temporal distance allowed between the extremes within a cluster is one day, and

between the clusters is two days (Coles et al., 2001). The result of the de-clustering can be

quantified through an extremal index, which is the ratio between the number of extremes after

being de-clustered and the initial number of extremes. These de-clustered exceedances are the

values used for the analysis.
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Then, a GPD is fit to the de-clustered extreme daily precipitation anomalies to generate a

stationary GPD model with a specific scale and shape parameter at each grid point. The

estimation of scale and shape parameters is performed using the maximum likelihood method

(Coles et al., 2001; Sugahara et al., 2009).

The parameter estimation for a stationary GPD model through a maximum likelihood

is given as follows: under the assumption that the exceedances z1, . . . , zk are independent

variables where k is the number of exceedances, the log-likelihood function l for the parameters

σ and ξ is:

l(σ, ξ) = −k log(σ)− (1 + 1
ξ )

∑k
i=1 log(1 + ξzi

σ ) for (1 + σ−1ξzi) > 0 , i = 1, ..., k

l(σ) = −k log(σ)− σ−1
∑k

i=1 zi for ξ = 0

(4.3)

Having the parameter vector β with β = [σ,ξ], the maximization of the pair of log-likelihood

l(σ, ξ) with respect to the β is performed. This maximization leads to the maximum likelihood

estimate of the scale σ and shape ξ. The maximization is done numerically, as no analytical

solution is possible (Coles et al., 2001).

In the case of non-stationary GPD models (Coles et al., 2001; Blender et al., 2017), the

scale and/or shape parameters vary linearly with time t, or with other external variables

(covariates). In our analysis, we only allow scale parameters to change but shape parameters

remain constant, similar to the approach used by Sugahara et al. (2009) and Blender et al.

(2017). In our non-stationary GPD models, the scale parameter in Eq. (4.1) becomes

σ(t) = σ0 + σ1t or σ(t) = σ0 + σ1C(t) (4.4)

with C(t) being the time series of a covariate. Again GPDs are fit to the de-clustered extreme

daily precipitation anomalies to generate non-stationary time- and covariate-GPD models.

Time dependent scale and shape parameters for the non-stationary model are also estimated

using the maximum likelihood method following Eq. (4.3), assuming σ(t) = σ0 + σ1C(t) or

σ(t) = σ0 + σ1t (Coles et al., 2001; Sugahara et al., 2009). The parameter vector β in this

case is β = [σ0,σ1,ξ] (El Adlouni et al., 2007).

The performance of the non-stationary GPD model is measured relative to the stationary

GPD model using the deviance statistics (Coles et al., 2001; Blender et al., 2017):

D = 2(L1 − L0) (4.5)

where L1 and L0 are the log-likelihoods of the non-stationary and the stationary GPD model,

respectively. The deviance statistics follows the χ2
m distribution, and with m = 1 and a

99% confidence interval, a threshold for D is 6.634. Hence, the relative performance of the

non-stationary GPD model is statistically significant at a 99% confidence interval when D is
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larger than 6.634. This indicates that the non-stationary GPD model is significantly better

than the stationary GPD model at 99% confidence interval, and the non-stationary GPD

explains the variability of extreme precipitation at a grid point better than the stationary GPD.

If this is the case, we assume that there is an association between the corresponding covariate,

or the time variable, with extreme precipitation at that grid point or region.

4.4.2 Non-stationary GPD models with external forcings, modes of inter-

nal variability and surface air temperature

We use several external forcings, modes of internal variability, and surface air temperature

anomalies (TS) as covariates of the GPD models for the 1501 BCE–1849 CE simulations. For

the external forcings, we consider five variables in total: three orbital parameters combined in

one variable (ORB; eccentricity (ECC), longitude of perihelion (PER) and obliquity (OBL);

Berger, 1978), TSI, insolation (INS), clear sky net surface short wave radiation (FSN) and VOL

(Fig. 4.3). ORB and TSI are annually resolved one-dimensional time series. INS and FSN are

the output variables from the model simulations and resolved monthly and spatially at each

grid point. The VOL forcing is monthly and latitudinally resolved and is already described in

Sect. 4.3.1. INS, FSN, and VOL are annually-averaged to obtain a yearly resolution. This

procedure is applied to have consistent time resolutions among all external forcing variables

and to exclude the effects of seasonality. Finally, all variables are normalized with respect to

their 3351 year means and interpolated to a daily time resolution.

INS and FSN can be interpreted as the variables that reflect the combined effects of ORB

and TSI on regional and global scales. Additionally, FSN also includes the effects of volcanic

eruptions by exhibiting negative peaks on its time series after some strong eruptions, but only

in the transient simulation (Fig. 4.3).

Each of these variables is included in the scale parameters of each individual GPD model in

Eq. (4.1) using Eq. (4.4), except for ORB. For ORB, all three parameters are incorporated

together in the scale parameter of one GPD model as:

σ(t) = σ0 + σ1ECC(t) + σ2OBL(t) + σ3PER(t) (4.6)

The resulting combined effect is that σ increases approximately linear with time t.

For the volcanic forcing, in addition to the analysis of the entire period, we also assess

the short-term influence of volcanic eruptions on extreme precipitation. For this, we select a

three-year period before (pre-eruption period) and a three-year period after (post-eruption

period) all eruptions from the 1501 BCE – 1849 CE transient full-forcing simulation. Only the

eruptions that fulfill the following conditions are included in the analysis: tropical eruptions

that occur in January and exceed 2.66 Tg of volcanic stratospheric sulfur injection (VSSI).

This reference VSSI is based on the El Chichon eruption in 1982 CE, whose effects on the

radiation and climate were clearly detectable (Hofmann, 1987). We also assure that no other

eruption has occurred 5 years before and after each of the selected eruptions. After applying
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Figure 4.3: Time series of externally forced variability included as covariates in the non-stationary GPD
models for the orbital-only and full-forcing simulations. Note that the VOL-covariate GPD model is only
generated for the full-forcing simulation.

these criteria, the total number of eruptions included in the analysis is 57. These eruptions

occur in the same month (January) and at similar latitudinal locations (tropical). Therefore,

the asymmetric cooling due to extratropical eruptions (Oman et al., 2005; Schneider et al.,

2009) and season-dependent climatic responses to tropical eruptions (Stevenson et al., 2017)

are not considered for the analysis.

It is important to mention that all reconstructed external forcings such as TSI and volcanic

eruptions contain inherent uncertainties derived from reconstruction models or methods and

from the dating of events (Sigl et al., 2015; Jungclaus et al., 2017; Matthes et al., 2017). An

attempt to reduce such uncertainties is an active research topic (e.g., Sigl et al., 2015; Matthes
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et al., 2017) that is beyond the scope of this study. A possible implication of uncertainties from

the external forcings in our analysis is briefly discussed in the result section (Sect. 4.5.3).

A stationary GPD fit (Eq. (4.1)) is applied to the pre-eruption and post-eruption periods

separately to estimate the return periods of extreme precipitation, then to assess the post-

eruption changes in extreme precipitation. Additionally, the numbers of days and the intensities

of extremes for these two periods are calculated. As strong volcanic eruptions influence the

evolution of ENSO states (McGregor and Timmermann, 2011; Ohba et al., 2013; Wang et al.,

2018; McGregor et al., 2020), we also identify imprints of ENSO on post-eruption extreme

precipitation by splitting the years of eruptions (year 0) into three ENSO states, based on

the Niño3.4 index: El Niño (> 0.5 K), La Niña (< -0.5 K) and neutral state (≥ -0.5 K and

≤ 0.5 K). Then, the numbers of extremes in each ENSO state are counted and compared to

the numbers in the same states during the year before the tropical eruptions.

To generate the non-stationary GPD models with the internal modes of variability as

covariates, we use eight modes of variability: Eastern Atlantic–West Russian Pattern (EA-WR),

North Atlantic Oscillation (NAO), Northern Annular Mode (NAM), Pacific Decadal Oscillation

(PDO), Pacific North American (PNA) pattern, ENSO, Southern Annular Mode (SAM) and

Pacific South American (PSA) mode. The procedures to calculate the modes of variability are

explained in Sect. 4.7. These modes of variability are both captured by CESM and ERA5,

as the patterns are comparably similar among the data sets (Figs. 4.14, 4.15, and 4.16).

Then, we constrain the regions of action of some of these modes to only one hemisphere:

EA-WR, NAO, NAM, PDO, and PNA are only associated with extreme precipitation in

the Northern Hemisphere, while SAM and PSA only influence extreme precipitation in the

Southern Hemisphere. There is no spatial restriction for ENSO; therefore, ENSO can be

associated with extreme precipitation in both hemispheres. All of these modes have a monthly

time resolution and each of them is inserted in a GDP model without an interpolation to the

daily time resolution. For the internal variability, we assume that what influences the extreme

daily precipitation is not the daily fluctuations of these modes but their monthly mean values.

TS is obtained by subtracting the 1501 BCE–1849 CE monthly means of surface air

temperature from each monthly value in the simulations. Two kinds of TSs are considered for

the non-stationary analysis: one is the globally-averaged means of TS (TS-G) and another is

the spatially (latitude and longitude) gridded TS (TS-R). The former is to assess the influence

of global temperature and the latter is to assess the influence of regional temperature on

daily extreme precipitation. Both TSs are resolved monthly and similar to the modes of

internal variability, they are not interpolated to daily time resolution. The influences of TSs

are compared against to those of the modes of variability.

4.4.3 Statistical tests used for the model evaluation against ERA5

We compare the daily precipitation in CESM and ERA5 for the present period 1979–2008 CE

in order to evaluate the model’s ability to depict the daily precipitation. For this, we analyze

the 30-year global and land averaged trends of the annual mean daily precipitation and
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the spatial means of the entire and extreme (the values above the 95th percentiles) daily

precipitation. The signs of the monotonic trends of the global and land averaged total daily

precipitation are compared to each other and their statistical significance is calculated using

the non-parametric Mann–Kendall trend (M-K) test (Mann, 1945; Wilks, 2011; e.g., Westra

et al., 2013). Under the null hypothesis, the M-K test assumes no trend in the time series. The

means of the total and extreme daily precipitation between CESM and ERA5 are compared

using the non-parametric Mann–Whitney (M-W) U-test (Mann and Whitney, 1947; Wilks,

2011; e.g., Kim and Raible, 2021) at each grid point. The null hypothesis of the M-W test

states an equal distribution of the two data sets. To assess the similarity of the spatial patterns,

the Pearson r correlation coefficients are calculated using the spatial mean values of total and

extreme precipitation between CESM and ERA5. The null hypothesis of the test assumes no

correlation between two data sets. Hence, if the null hypothesis is accepted, no significantly

similar spatial precipitation pattern between both datasets is observed.

4.5 Results

4.5.1 Comparison between ERA5 and CESM in the present period 1979–

2008 CE

In this section, we compare the daily precipitation in ERA5 and CESM for the period

1979–2008 CE to evaluate the model’s ability to represent the mean and extreme daily

precipitation. For this comparison, we use the full-forcing simulation.

The 30-year global and land-only averaged annual means of the daily precipitation anomalies

in ERA5 and CESM are shown in Fig. 4.4. During 1979–2008 CE, both ERA5 and CESM

show a small but statistically significant positive trend for the global daily precipitation at a

99% confidence interval (Fig. 4.4a). However, when only the daily precipitation anomalies

over land are considered, significant positive trends are absent in both data sets (Fig. 4.4b).

ERA5 shows no statistically significant trend of the daily precipitation over land, while CESM

indicates a slight negative but significant trend during this 30-year period. This difference in

trends between the global and land averaged daily precipitation suggests that the changes in

the mean daily precipitation over land during the last few decades are more heterogeneous

than the global changes of daily precipitation resembling findings of Contractor et al. (2021).

Regarding the spatial distribution, some differences between ERA5 and CESM are evident,

particularly in terms of the magnitudes of the mean daily precipitation (Fig. 4.5a). Compared

to ERA5, CESM largely underestimates the daily precipitation over the tropical and North

Pacific Oceans, India, central Asia, Australia, southern South America, almost all of Africa,

and western North America. The model overestimates the daily precipitation over the tropical

Atlantic, northern and central South America, and large parts of Europe among others.

The differences in the magnitudes are also present in the extreme daily precipitation (daily

precipitation above the 95 th percentiles relative to their 1979–2008 CE distributions) (Fig.
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Figure 4.4: Time series of annually-averaged mean daily precipitation over the (a) entire globe and (b)
land-only in ERA5 (black) and CESM (red). The values on the figures indicate the trends and ** denote that the
trends are statistically different to zero at the 99% confidence interval based on the Mann–Kendall trend tests.
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Figure 4.5: Mean values of ERA5 and CESM, and the percentages of difference between both datasets
calculated as (ERA5 - CESM)/ERA5 for (a) the total daily precipitation and (b) the extreme daily precipitation
(daily precipitation above the 95th percentiles relative to 1979–2008CE distributions). The brown line indicates
the 80th percentile level to discern wet regions (above the 80th percentile) from others. Dotted regions in the
difference plots indicate where the distributions of total or extreme precipitation are statistically similar at the
99% confidence interval based on the M-W U-tests. Pearson r coefficients between the spatial mean values of
ERA5 and CESM are denoted in bold on the difference plots accompanied with ** when the r are statistically
significant at the 99% confidence interval.

4.5b). However, CESM overestimates extreme daily precipitation in regions where the mean

daily precipitation is underestimated and vice versa. The discrepancy between the reanalysis or
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the observation and the model simulation in the magnitudes of the mean and extreme daily

precipitation is a known problem in many climate models (Stephens et al., 2010; Flato et al.,

2014). This discrepancy demonstrates again the difficulties of models to realistically represent

physical processes related to precipitation, mainly associated with short-lived and spatially

small scale events (e.g., Champion et al., 2011; Van Haren et al., 2015; Scher et al., 2017).

Regardless of these differences in the magnitudes of the mean and extreme daily precipitation,

CESM represents relatively well the spatial patterns of mean daily precipitation. CESM

distinguishes properly the drier from wetter regions, which are identified as the regions with

precipitation values below and above the spatial 80th percentile of the total mean precipitation,

respectively (brown contour line in Fig. 4.5). The spatial Pearson correlation coefficients

of the mean total and extreme precipitation between ERA5 and CESM are 0.88 and 0.92,

respectively, and both values are statistically significant at the 99% confidence interval. These

values demonstrate that the model is able to realistically represent the mean total and extreme

spatial pattern of daily precipitation.

The POT analysis is applied to the extremes in ERA5 and CESM, and estimated parameters

of the stationary GPD models from the analysis are presented in Fig. 4.6. The extremal indices,

which are the ratios between the numbers of de-clustered extremes and initial extremes, show

reduced numbers of extremes over the tropical oceans after de-clustering. In some regions

in the tropics, the de-clustering method leaves only around 40% of the initial numbers of

extremes, indicating that the reduction of extreme events is particularly strong over this

latitudinal belt, a known region of convective organization with temporal clustering. Over

the extratropics, the extremal indices range from 0.8 to 1, meaning that de-clustering does

not strongly affect the number of extremes in these regions. The extremal indices illustrate

that over the tropics, mainly over the oceans, clustered precipitation events that last for

several days are common, while short-lived extreme precipitation events are prevalent over the

extratropics. Hence, de-clustering causes a strong reduction in the number of extremes in the

tropics, which is more pronounced in the CESM simulation.

The scale parameters in ERA5 and CESM, which indicate the spread of extreme precipitation,

largely follow the spatial pattern of the mean extreme daily precipitation in Fig. 4.5b. The

parameters show higher values over wetter regions and comparably lower values over other

regions. This behavior of the scale parameters is expected as the parameter is related to the

scaling of the exceedances in the density distribution, which is associated with the mean values

of the extremes in Fig. 4.5b (see also Fig. 4.2). Hence, the difference in the scale parameters

between ERA5 and CESM is expected, as both data sets present different mean extreme

precipitation.

For the shape parameter, CESM shows more regions with negative shape parameters

than ERA5 and more standard errors from the parameter estimation over these regions. As

mentioned in Sect. 4.4.1, this occurs due to the small sample size for the parameter estimation

over the regions where the shape parameters are negative (Blender et al., 2017). Excluding

these regions, ERA5 and CESM share some positive values over the same regions and some
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Figure 4.6: Extremal indices, parameters of the stationary GPD models, and return periods of the extreme
thresholds in Fig. 4.5 for (a) ERA5 and (b) CESM. Striped regions indicate where the standard errors from the
parameter estimation are higher than the estimated values. The dark blue line on the composite of the scale
parameters denotes wet regions in Fig. 4.5. The regions where the annual total precipitation is less than 250 mm
are excluded from the analysis and marked as white.

coherent regions with relatively high shape parameters in the Indian Ocean, the southern

Atlantic, and Pacific Oceans.

The return periods of extreme precipitation in both CESM and ERA5 largely follow the

pattern of the extremal indices. It exhibits long return periods over the tropics where the

extremal indices are lower and short return periods over the extratropics where the extremal

indices are higher. This behavior of the return periods is expected, as a low number of extremes

indicates a low occurrence of events, therefore, an increased return period of the events. Note

that the return period over the tropics should be interpreted as a return period of a clustered

event instead of a return period of a single or a short-lived precipitation event.

In summary, some differences between ERA5 and CESM exist in the parameters of the

GPD models due to differences in the mean extreme daily precipitation. Still, the spatial

patterns of the GPD parameters and return periods of simulated extreme daily precipitation

anomalies resemble the patterns of the reanalysis, presenting coherent regions with maximum

and minimum parameter values. Wet and dry regions and the regions with maximum and

minimum GPD parameters are in general coherent between ERA5 and CESM. This indicates

that the model represents the large-scale spatial patterns of the mean and extreme precipitation

relatively well. The focus of this study is on the long-term changes and characteristics of

extreme daily precipitation on a global scale rather than on the characteristics or impacts of a

handful single events. Therefore, we use the daily precipitation from CESM as it is in the next

section, i.e., without applying any further corrections, such as bias correction (e.g., Chen

et al., 2020) or downscaling methods (e.g., Yang et al., 2012). Still, we take into account

the differences between ERA5 and CESM in the magnitudes of extreme precipitation when

interpreting our results and discussing possible implications in the conclusions.
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4.5.2 Distribution of extreme daily precipitation for the period 1501 BCE–

1849 CE in CESM

Here, the POT analysis is applied to the time series of extreme daily precipitation in the

3351 year orbital-only and full-forcing transient simulations to generate the stationary GPD

models at each grid point and to illustrate the characteristics of the distribution of extreme

precipitation. The thresholds for the extremes (the 99th percentiles of daily precipitation

relative to their distributions of the entire period), the means of all precipitation above the

extreme percentile limit, and extremal indices are presented in Fig. 4.7. The parameters of the

stationary GPD models from the full-forcing simulation are shown in Fig. 4.8. The POT

analysis of the orbital-only simulation exhibits similar results; thus, the corresponding figures

are not shown here.

99th Threshold 
(80th: 20.56 mm/day)

99th Threshold Mean 
(80th: 28.12 mm/day) Extremal Index

0 10 20 30 40 50
mm/day

0.5 0.6 0.7 0.8 0.9 1.0

Figure 4.7: The thresholds for extreme precipitation (defined as the 99th percentiles of daily precipitation
relative to the 3351-year distributions), means of the values above these thresholds, and extremal indices in the
1501 BCE–1849 CE full-forcing simulation. Brown line indicates the spatial 80th percentile level to discern wet
regions (above the 80th percentile) from others.

The spatial patterns of the mean extreme precipitation and extreme indices (Fig. 4.7) are

similar to those during the present period in Fig. 4.5b, discerning the wetter and drier regions.

Similar to results found in Fig. 4.6, the scale parameters (Fig. 4.8a), which describe the spread

of the distribution or scaling of the extremes, largely follow the spatial pattern of the mean

extreme precipitation with higher values over the wetter regions in the Pacific and Indian

Oceans, south and east Asia, east and west coasts of North America among others. Relatively

lower values of the scale parameter are found in Europe, Africa, and northern South America.

For the shape parameters (Fig. 4.8b), the regions with higher estimation errors (striped

area) are reduced compared to Fig. 4.6. This is expected because the numbers of extreme

precipitation events increase so that the parameter estimation is more reliable. Positive shape

parameters dominate over the tropical and west Pacific and Indian Oceans. Over land, the

wetter regions in Asia, the southeast coast of South America, and the east and west coasts of

North America dominate more negative values. Similar to Fig. 4.5, the spatial pattern of the

return periods (Fig. 4.8c) exhibit high return periods located over the tropics and relatively

lower values over the extratropics.

The scale and shape parameters together (Fig. 4.8d) describe the generalized Pareto

distributions that characterize the density distributions of extreme precipitation at each grid
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Figure 4.8: (a) Scale, (b) shape parameters of the stationary GPD models, (c) return periods of extreme
thresholds (see Fig. 4.7), and (d) the combination of the scale and shape parameters with: above (High) and
below (Low) the median of the scales, and positive and negative shape parameters. On the composite of scale
parameters in (a), the wet region in Fig. 4.7 is denoted as dashed dark blue line, and the median of scale
parameters is overlaid as dashed light blue line. Again, the regions where the annual total precipitation is less
than 250 mm are marked as white.

point. The density distribution of extreme precipitation is separated into four types given in Fig.

4.2: I) high scale - positive shape characterized by a higher spread, heavy tail and no-upper

bound of extremes (Fig. 4.2a); II) high scale - negative shape characterized by a high spread,

thin tail and an upper-bound (Fig. 4.2b); III) low scale - positive shape characterized by a low

spread, heavy tail and no upper-bound (Fig. 4.2c); and finally, IV) a low scale - negative shape

is characterized by a low spread, thin tail and an upper-bound of extremes (Fig. 4.2d). High

and low values of scale parameters are defined as the values above and below the median of all

scale parameters in Fig. 4.8a. In Fig. 4.8d, clustering of the same types of distribution is

noticeable. For instance, the type I (high scale - positive shape) dominate over the west and the

tropical Pacific Ocean; the type II (high scale - negative shape) are located over the south and

north Pacific and Atlantic Oceans, south and east Asia, and eastern North America; the type

III (low scale - positive shape) are found over some regions in the Southern Ocean, northern

Asia, Amazon, and Africa; lastly, the type IV (low scale - negative shape) distributions occur

over some regions in the Southern Ocean and in the northernmost Atlantic Ocean. In general,

over the ocean, the types of distribution seem to be more homogeneous than those over land.

In addition, there are clear differences in the types of distribution between the Pacific and

Atlantic sectors and between the northern high and southern low latitudes. To conclude, the

results show that the POT analysis is able to identify the large-scale characteristics of extreme

precipitation by separating distinct and coherent regions for similar types of distributions.
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4.5.3 Association of extreme precipitation with external forcings includ-

ing the tropical volcanic eruptions

To assess the long-term influence of externally forced variability on extreme precipitation, the

time series of the variables mentioned in Sect. 4.4.2 (Figs. 4.3, 4.14, and 4.15) are included as

covariates in the non-stationary GPD models (Eq. (4.4)). Then, the deviance statistics D

(Eq. (4.5)) are calculated to quantify the performance of the covariate GPD models in the

orbital-only and full-forcing simulations relative to the stationary GPD models in Fig. 4.8.

Figure 4.9: The external-forcing-GPD models that explains the variability of extreme precipitation better
than the stationary GPD model in Fig. 4.11 at the 99% confidence interval in the full-forcing simulation.

Figure 4.10: Same as Fig. 4.9 but for the orbital-only simulation.

The regions, where each covariate, the time and external forcing GPD models, outperform

the stationary GPD models with the statistically significant D values (with D more than 6.634

at 99% confidence interval) is shown in Figs. 4.9 and 4.10 for each of the simulations. The

regions where both orbital-only and full-forcing simulations share a common significant D

are presented in Fig. 4.11. We assume that these regions with coherent D between the two
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simulations are where the extreme precipitation is truly influenced by the covariates.

Time ORB TSI

INS FSN VOL

External forcing

Time ORB INS

Figure 4.11: The external-forcing-GPD models that outperform the stationary GPD models at the 99%
confidence interval based on the D statistics and explain better the variability of extreme precipitation. Orange
shades indicate the regions where the D statistics in the full-forcing simulation are statistically significant and
red shades where both full-forcing and orbital-only simulations present significant D statistics. Note that the
VOL-covariate model is not generated for the orbital-only simulation.

The time, ORB, and INS share some common regions over the tropical Atlantic, the Indian

Ocean, central Asia, and central Africa. These variables present a time series with a monotonic

linear trend. Thus, over these regions, there is a linear increase in extreme precipitation during

1501 BCE–1849 CE. The influence of TSI is spread randomly across the globe, implying no

robust association of this variable with the variability of extreme precipitation. FSN, which

considers the overall changes in the net surface shortwave radiation, exhibits similar regions of

association with extreme precipitation to those in ORB and INS, mostly over the tropics.

Still, the regions of association of FSN with extreme precipitation are larger, as additional

internal effects involved in the surface radiation balance and not only the external forcing

are included in this covariate. For example, the regional temperature variability affected by

internal variability has an impact on FSN. Overall, the roles of the external forcing in the

variability of extreme precipitation during 1501 BCE–1849 CE are constrained to certain small

regions shown in Fig. 4.11.

The VOL shows a random spread similar to TSI. This relatively limited influence of volcanic

aerosols on extreme precipitation can be related to the time scale of the influence of volcanic

eruptions on the climate. It is known that the effect of volcanic eruptions on precipitation is

only in the short-term, in the range of a few years (Robock, 2000; Iles et al., 2013; Iles and
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Hegerl, 2014). Hence, volcanic eruptions may not alter the long-term variability of extreme

precipitation analyzed here. Considering the time scale of the effects of volcanic eruptions

on precipitation, short-term influences of volcanic eruptions on extreme precipitation are

specifically analyzed by taking the periods of three years before and three years after the

eruptions (Sect. 4.4.2).

(a)  % Change in extreme intensity (b)  After - Before Return period (c)  % Change in Number of extremes

(d) Difference in Number of extremes 
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Figure 4.12: (a) Rates of change in the mean extreme precipitation, (b) differences in return periods, and (c)
rates of change in the number of extreme precipitation during the period of three years after the tropical
volcanic eruptions relative to three years before the tropical eruptions. The dotted regions in (a) indicate where
the distributions of extreme precipitation between the pre- and post-eruption periods are statistically similar at
the 99% confidence interval based on the M-W U-test. (d) Rates of change in the number of extremes in
different ENSO states during the years of tropical eruptions (year 0) relative to the same ENSO states during
the year before the tropical eruption.

The differences in mean, return period, and number of extreme precipitation between the

post- and pre-eruption periods are shown in Fig. 4.12. In terms of the intensity of extreme

precipitation (Fig. 4.12a), the tropical equatorial Pacific region presents a statistically significant

increase after eruptions. Other regions with significant increases or decreases are spread across

the globe. It is noted that the post-eruption changes in the intensity of extreme precipitation

are not as evident as the changes in the number of extreme precipitation (Fig. 4.12b and c).

The return periods of extremes in Fig. 4.12b indicate a decrease after eruptions in the tropics,

west Indian Ocean, and lands in the mid-latitudes, including the southern US, central South

America, and central and southern Europe. An increase is found in Asia, Australia, Africa,

northern Europe, northern South America, and northern North America. These changes in the

return periods reflect the changes in the number of extreme precipitation (Fig. 4.12c): where

the return periods decrease, the number of extreme daily precipitation increases, and vice

versa. Moreover, the percentages of changes in the number of extremes are clearly higher than

those in the intensity of extremes. This result indicates that except for the tropical ocean and

some small isolated regions, tropical eruptions influence more clearly the frequency than the

intensity of extreme precipitation.
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The patterns of the return period and the number of extremes in Fig. 4.12b and c resemble

the precipitation anomaly pattern induced by El Niño events (Dai and Wigley, 2000), which

is mainly characterized by an increase in precipitation over the tropical equatorial Pacific

Ocean and the tropical regions from America to Africa, and a decrease over the eastern Pacific

sector including Australia and Indonesia. Although, there is a lack of consistency among

natural climate proxies in the responses of ENSO to tropical volcanic eruptions during the last

millennium (Dee et al., 2020), model-based studies largely demonstrated that tropical volcanic

eruptions alter the states of ENSO and can lead to El Niño-like conditions after the peaks of

eruptions (McGregor and Timmermann, 2011; Wang et al., 2018; McGregor et al., 2020).

Moreover, precipitation responses to volcanic eruptions are magnified during El Niño state

after eruptions (Stevenson et al., 2016).

Fig. 4.12d exhibits the differences in the number of extreme precipitation during each of the

ENSO states between the year of eruption (year 0) and the year before the eruption. Increases

in the number of extremes are noticeable over a large part of the globe during El Niño phases in

year 0, also over regions where the number of extremes increases in Fig. 4.12c. During La Niña,

the anomalies are opposite to those during El Niño, presenting negative values over the tropical

Equatorial Pacific, central South America, and southern Africa. During the neutral state, an

increase in the frequency is evident over the tropical equatorial Pacific region, same as during

El Niño phases, while in other regions, decreases in the frequency are found. All ENSO states

show a reduction in the number of extremes over the Asian monsoon region in year 0. The

result indicates that the increases and decreases in the frequency of extremes over large parts

of the globe in Fig. 4.12a and b are explained by different ENSO states, mostly by El Niño and

the neutral condition, influenced by tropical eruptions. Besides, the decreases in extremes in

the high-latitudes are also connected with the cooling caused by the volcanic eruptions, as

extreme precipitation depends on the change of the atmospheric moisture availability, which is

modulated by the atmospheric temperature (Pall et al., 2007; Myhre et al., 2019).

4.5.4 Association of extreme precipitation with large-scale circulation

patterns and surface air temperature

The same procedure as in the previous section (Sect. 4.5.3) is repeated to find the association

between the extreme precipitation and the modes of internal variability. At each grid point, the

D statistics which are higher than 6.634 (Eq. (4.5)) of all modes of variability are compared

among each other, and the one with the maximum D statistics is selected. Hence, the mode of

variability with the maximum D statistics is the variable that explains best the occurrence of

extreme precipitation compared to other modes of variability and stationary conditions.

Fig. 4.13a shows the regions where the orbital-only and the full-forcing simulations coherently

influence extreme precipitation through the same mode of variability. In general, the modes of

internal variability GPD models outperform the stationary models across the globe. This result

indicates that modes of variability play a more important role in explaining the long-term

variability of extreme precipitation in the pre-industrial period than the natural external
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Figure 4.13: The non-stationary GPD models with (a) the modes of variability, (b) the modes of variability
and TS-G, and (c) the modes of variability and TS-R as covariates that outperform all other GPD models (the
modes-of-variability, TS-G or TS-R, and stationary GPD models) at 99% confidence interval, hence, explain best
the variability of extreme precipitation. The regions where both orbital-only and full-forcing simulations share
the same statistically significant D statistics are shown.

forcings do. In general, the modes of variability exhibit a significant connection to extreme

precipitation in the vicinity to their regions of action. For instance, SAM is dominant in the

Southern Ocean, and NAO and NAM in the North Atlantic region. The influence of ENSO

is broader. Over land, ENSO dominates most of the Southern Hemisphere, eastern North

America, southern Asia, and the eastern Mediterranean region. Although the connection

between ENSO and extreme precipitation is strong and important (Kenyon and Hegerl, 2010),

we also assume that this dominance of ENSO is partially related to the bias in CESM towards

an overestimation of ENSO amplitudes (Stevenson et al., 2018). In Europe, the roles of

EA-WR and PNA dominate over the western regions and NAM and NAO in the northern

regions. In North America, PDO is the leading mode in the western regions and ENSO in

the southeastern and central regions. Small areas are influenced by NAM and PNA. In the

Southern Hemisphere, PSA and ENSO are dominant over land, while a slight influence of SAM

is found over north-western Australia.

The result does not vary much when TS-G is included as covariate (Fig. 4.13b). Only

a few sporadic points that denotes the influence of TS-G on extreme precipitation appear

over the Southern Hemisphere, indicating that the changes in the global mean temperature

affect little the long-term variability of extreme precipitation compared to the modes of

variability. However, the influence of the surface temperature in Fig.4.13b changes when the

regional temperature anomalies TS-R instead of TS-G are included as covariates (Fig. 4.13c).

The dominance of TS-R over the modes of variability is highlighted in many land areas and

the tropical oceans. The land areas where TS-R is more important are found largely at the

extratropical latitudes in the Northern and Southern Hemispheres, covering a large part of

northern Asia and North America, southern South America and Africa, Australia, the African

transition zone, and the Arabian Peninsula. It is clear that over northern Asia, the influences

of PNA and NAM that appeared previously in Fig. 4.13a and b are masked by those of TS-R.

TS-R also prevails over the tropical Pacific, where ENSO takes place. In this region, the

values of TS-R overlap with the NIÑO index, which is calculated as an average of the surface

temperature anomalies of the same area. Hence, it is reasonable to interpret the predominance
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of TS-R in the tropical Pacific to be similar to the influence of ENSO. However, this pattern of

TS-R simply indicates that the regional temperatures are statistically more associated with the

regional extreme precipitation than the averaged temperature condition, thus the NIÑO index,

over the area.

The here found associations of TS-R with extreme precipitation over land are in line with

the preceding studies (Pendergrass et al., 2015; Sillmann et al., 2017; Sun et al., 2021), which

have demonstrated that the present-day and future extreme precipitation are regulated by

surface temperature. Here, it is also shown that TS-R does not outperform all the modes of

variability over the entire land areas. There are regions, including some in the extratropics,

where the modes of variability still play more important roles in regional extreme precipitation.

Some of these regions are North America, northern South America, west- and southern Europe,

and southern Asia, where ENSO, PDO, EA-WR, and PSA exhibit statistically significant

associations.

Overall, the result indicates that both the modes of variability and regional temperature are

more important than external forcings in the long-term variability of extreme precipitation

during the pre-industrial 3351 years. Although the linear increase in extreme precipitation due

to the externally forced variability is present in some regions, this influence is masked when

internal variability and regional surface temperature are included. Moreover, this limited

influence of external forcings on extreme precipitation signifies that the inherent uncertainties

of external forcings have a minimal effect on the characterization of pre-industrial extreme

precipitation.

4.6 Conclusions

We have examined the characteristics of pre-industrial extreme daily precipitation and its

long-term changes and association to externally forced and internal variability during 1501 BCE–

1849 CE. The period is of particular interest as the orbital parameters have progressively

changed during the late Holocene (Wanner et al., 2008) and many civilizations had flourished

and vanished during this period. Thereby, the role of changes in climate on these societal

changes is also highly debated (e.g., Hodell et al., 1995; DeMenocal, 2001; Büntgen et al.,

2011; McConnell et al., 2020). Our study is based on climate simulations from CESM1.2.2,

which cover the period 1501 BCE–2008 CE, and the peak-over-threshold (POT) extreme value

analysis is used to analyze extreme daily precipitation. The main findings of this study are the

following:

First, regions with similar statistical distributions of extreme precipitation are identified

using the POT analysis. We have distinguished the regions in four different density distributions

of extreme precipitation, and these regions tend to cluster spatially. Clear differences in the

distributions of extreme precipitation are observable between the Pacific and Atlantic sectors

and between the northern-high and southern-low latitudes.
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Second, past variability of extreme precipitation is strongly associated with large-scale

modes of variability such as ENSO, NAM, PNA, EA-WR, and PSA, among others and regional

surface temperature. Largely, the modes of variability present significant association with

extreme precipitation in the vicinity to their regions of action. In this study, the regions where

extreme precipitation is more associated either by a mode of variability or by the regional

surface temperature are distinguished. Regional surface temperature is linked with extreme

precipitation in general over lands at the extratropical latitudes and in the tropical oceans. In

other regions, the influences of modes of variability are still dominant. Some limited regions

show an association of extreme precipitation with changes in the insolation caused by changes

in the orbital parameters during this period. This association is reflected by a linear increase in

extreme precipitation. The POT analysis specifies geographical regions where the association

with the climate variability is statistically significant, though it does not elucidate in which

way the climate variability influences extreme precipitation. Understanding how each forcing

and mode influences extreme precipitation is beyond the scope of this study, as additional

dedicated sensitivity simulations and analysis would be required.

Lastly, changes in the frequency of extreme precipitation are remarkable after strong tropical

eruptions. Significant changes after tropical eruptions occur in the return period. Hence, the

frequency of extreme precipitation increases over the extratropical regions and the tropical

Pacific and decreases in others. These post-eruption changes in the frequency of extreme

precipitation are associated with the ENSO states, which are also influenced by the volcanic

eruptions and agree with Stevenson et al. (2016). The influence of volcanic eruptions on

extreme precipitation is only noticeable in the short term up to a few years (Iles et al., 2013;

Iles and Hegerl, 2014; Stevenson et al., 2016). Statistically significant changes in the intensity

of extreme precipitation are noted but are more heterogeneously distributed across the globe.

It is important to mention that some caveats need to be clarified in this study. There is a

clear discrepancy between ERA5 reanalysis and CESM in representing the intensity of extreme

precipitation. This is a problem that still many earth system models suffer from (Flato et al.,

2014; Wang et al., 2017), and active research to reduce this difference is currently undertaken

(Kopparla et al., 2013; Shields et al., 2016; Kawai et al., 2019). The fact that some regions

over- or underestimate extreme daily precipitation may have implications for our results. For

instance, the parameters of the generated statistical models are higher or lower than the values

from the reanalysis. These differences in the parameter values can affect the estimation of

return periods of extreme precipitation. However, we noted that the mean spatial patterns are

rather similar between the two data sets. Therefore, the general conclusion on the global-scale

spatial distributions of extreme precipitation should not be affected. Another point is that this

analysis is based on a single climate model, CESM; therefore, the result is strongly influenced

by the model-dependent internal variability (Fasullo et al., 2020). For instance, strong ENSO

amplitudes in CESM may overrate the influences of this mode of variability on the global and

regional extreme precipitation.

Nevertheless, this study provides a new approach to examine the nature of extreme daily
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precipitation in the past: we showed that continuous long climate model simulations help to

partially understand the variability of extreme daily precipitation in the pre-industrial period.

More volcanic eruptions are included from the newly available long record (Sigl et al., 2021;

Dallmeyer et al., 2021), which can increase the robustness of the analysis of post-eruption

extreme daily precipitation. Moreover, it is noted that the POT analysis is useful to discern

regions where extreme precipitation is influenced by different climate factors.

Nowadays, understanding the variability of extreme precipitation is important to illustrate

the entire natural mechanism of these rare events and to predict their future changes better.

In the current context where the information on these events in the pre-industrial past is

limited, studies based on available long climate simulations, such as the one employed here,

can be a valuable contribution to complement the information on extreme precipitation. More

modeling studies on extreme events in the past are needed to certify the results presented.

This approach would clearly help us to understand the nature of these capricious, rare, and

intense events in more detail, to improve the model-dependent representation of such events,

and to distinguish the roles of the external and internal variability on them.

4.7 Supplement: calculation of modes of variability

Empirical Orthogonal Function analysis (EOF) (Hannachi et al., 2007) is used to derive the

spatial patterns and the time series associated with the modes of internal variability in ERA5,

CESM in 1979 – 2008 CE, and CESM during 1501 CE – 1849 CE. The EOF is applied to

the sea surface temperature (SST) to infer the Pacific Decadal Oscillation (PDO) and the

geopotential height at 500 hPa for other modes. The observational SST dataset is the ERSST

v5 (Huang et al., 2017). The modes that are also detected as well by (Fasullo et al., 2020)

which used the CMIP models including the CESM family models, and by (Lim, 2015) which

used the reanalysis are considered.

For the Northern Annular Mode (NAM; Thompson and Wallace, 2000) and Pacific North

American (PNA) pattern (Wallace and Gutzler, 1981), the EOF is applied over the region

confined to 180◦W – 180◦E and 20◦ – 90◦N; for the Southern Annular Mode (SAM; Marshall,

2003) and the Pacific South American (PSA) pattern (Mo and Paegle, 2001), the region over

180◦W – 180◦E and 20◦ – 90◦S; for the North Atlantic Oscillation (NAO; Wallace and Gutzler,

1981) and Eastern Atlantic-West Russian pattern (EA-WR; Barnston and Livezey, 1987;

Washington et al., 2000), the region over 70◦W – 70◦E and 20◦ – 85◦N; and for the Pacific

Decadal Oscillation (PDO; Trenberth and Hurrell, 1994), the region over 120◦E – 75◦E and

20◦ – 70◦N. For NAM and SAM, the conventional EOF analysis is used, while for other, the

rotated EOF (REOF) is applied. Among the resulting EOF patterns, those patterns whose

root-mean-square-errors (RMSE) against the observational/reanalysis patterns are relatively

low are chosen.



116

(a) NAM EOF1 (17%) SAM EOF1 (28%) PNA REOF2 (7%) PSA1 REOF2 (7%)

(b) EOF1 (20%) EOF1 (33%) REOF3 (7%) REOF2 (9%)

(c) EOF1 (19%) EOF1 (30%) REOF3 (7%) REOF2 (8%)
0.024

0.012

0.000

0.012

0.024

Figure 4.14: Modes of internal variability from (a) ERA5, (b) CESM 1979 – 2008 CE, and (c) CESM
1501 BCE – 1849 CE.

(a) NAO  REOF1 (18%) EA-WR  REOF2 (12%) PDO REOF1 (24%)

(b) REOF1 (22%) REOF3 (9%) REOF1 (30%)

(c) REOF1 (19%) REOF3 (10%)
REOF1 (28%) 0.024

0.012

0.000

0.012

0.024

Figure 4.15: Continuation of Fig. 4.14

The RMSE is calculated as:

RMSE =

√∑N
1 (Xi − Yi)2

N
(4.7)
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Where N is the total number of data, Xi is the time series of a variable from the observation,

and Yi is the time series of the same variable from the model simulation.

Unlike other indices, El Niño Southern Oscillation (ENSO) is computed as the mean SST

over the Niño3.4 region in 170◦W – 120◦W and 5◦S – 5◦N (Trenberth and Stepaniak, 2001).
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Figure 4.16: RMSE between the spatial patterns of the modes of variability of ERA5 and CESM for
1979–2008 CE (Fig. 4.14 and 4.15a and b.)
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The assassination of Julius Caesar in 44 BCE triggered a power
struggle that ultimately ended the Roman Republic and, eventu-
ally, the Ptolemaic Kingdom, leading to the rise of the Roman
Empire. Climate proxies and written documents indicate that this
struggle occurred during a period of unusually inclement weather,
famine, and disease in the Mediterranean region; historians have
previously speculated that a large volcanic eruption of unknown
origin was the most likely cause. Here we show using well-dated
volcanic fallout records in six Arctic ice cores that one of the largest
volcanic eruptions of the past 2,500 y occurred in early 43 BCE, with
distinct geochemistry of tephra deposited during the event identify-
ing the Okmok volcano in Alaska as the source. Climate proxy records
show that 43 and 42 BCE were among the coldest years of recent
millennia in the Northern Hemisphere at the start of one of the
coldest decades. Earth system modeling suggests that radiative forc-
ing from this massive, high-latitude eruption led to pronounced
changes in hydroclimate, including seasonal temperatures in specific
Mediterranean regions as much as 7 °C below normal during the 2 y
period following the eruption and unusually wet conditions. While it
is difficult to establish direct causal linkages to thinly documented
historical events, the wet and very cold conditions from this massive
eruption on the opposite side of Earth probably resulted in crop
failures, famine, and disease, exacerbating social unrest and contrib-
uting to political realignments throughout the Mediterranean region
at this critical juncture of Western civilization.

ice core | volcano | Okmok | Rome | climate forcing

The assassination of Julius Caesar on the Ides of March in 44
BCE marked the beginning of a 17 y struggle for the future of

the greater Mediterranean region— including the Roman Re-
public and Egyptian Ptolemaic Kingdom—that culminated in the
rise of the Roman Empire. Although it is sometimes difficult to
separate fact from myth associated with these transformative
events, the thin surviving historical accounts credibly describe
unusual atmospheric phenomena in the Mediterranean region
from 44 BCE and China from 43 BCE (1), as well as anoma-
lously inclement weather (2) and widespread famine (3) that
provide a notable environmental background important to un-
derstanding the period’s reorganization of political power that ul-
timately changed the course of history (4). Northern Hemisphere
(NH) climate proxies show that 43 and 42 BCE were among the

coldest of the past 2,500 y, coincident with the start of one of the
coldest decades (5, 6), although no annually resolved climate proxy
records exist for the Mediterranean region specifically. Moreover,
ice core records of lead pollution in northcentral Greenland—a
proxy of European lead/silver mining and smelting during antiquity
and already low during the Crisis of the Roman Republic (7, 8)—
declined during this decade, suggesting further deterioration of the
Roman economy. Historians and scientists who study these ancient
times have speculated that a large volcanic eruption most likely was
the cause of these unusual atmospheric and climate events, al-
though uncertain chronologies and low resolution in the available
ice core and other records have to date limited understanding of the
magnitude and extent of the climate anomaly and therefore its

Significance

The first century BCE fall of the Roman Republic and Ptolemaic
Kingdom and subsequent rise of the Roman Empire were
among the most important political transitions in the history of
Western civilization. Volcanic fallout in well-dated Arctic ice
core records, climate proxies, and Earth system modeling show
that this transition occurred during an extreme cold period
resulting from a massive eruption of Alaska’s Okmok volcano
early in 43 BCE. Written sources describe unusual climate, crop
failures, famine, disease, and unrest in the Mediterranean imme-
diately following the eruption—suggesting significant vulnerability
to hydroclimatic shocks in otherwise sophisticated and powerful
ancient states. Such shocks must be seen as having played a role in
the historical developments for which the period is famed.
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potential effects on ancient societies. Speculation based primarily
on the approximate timing and magnitude of known NH eruptions
during this period suggested the most likely source volcano was
Mount Etna (2) in Sicily or Shiveluch (9) in Kamchatka, with more
recent speculation focused on Nicaragua’s Apoyeque (5, 10).

Ice Core Evidence of a Massive Eruption in Early 43 BCE
We used records of volcanic fallout in six Arctic ice cores (Fig. 1
and SI Appendix, Fig. S1)—all synchronized to the same
annual-layer-counted and verified timescale (7)—as well as cli-
mate proxies and Earth system modeling to develop a more
complete understanding of the timing and magnitude of volca-
nism during this period and its effects on climate and history. We
focused our interpretation on high-resolution measurements of
volcanic fallout (Materials and Methods) in the North Greenland
Ice Core Project 2 (NGRIP2) core on the recently developed
and verified Desert Research Institute (DRI) NGRIP2 age scale
that provides the most detailed and well-dated records of vol-
canic fallout for this period (Fig. 2) (7). Age uncertainties for this
age scale previously were shown to be less than ±2 y during
antiquity (7), although the exact coincidence between the mas-
sive fallout of radiatively important non-sea-salt sulfur (nssS)
measured in NGRIP2 and the pronounced temperature anomaly
in absolutely dated tree ring records (5) implies no dating un-
certainty in the ice chronology at 43 BCE (Fig. 2). Throughout
this study, 43 BCE corresponds to the period between 1,991 and
1,992 y before 1950 (ybp) (SI Appendix, Table S1).
The NGRIP2 measurements clearly delineate volcanic fallout

from two distinct eruptions: the first starting in early (i.e., Jan-
uary or February) 45 BCE and the second in early 43 BCE. The
nssS fallout from the first eruption suggests it was a powerful but
short-lived event, with fallout returning to background levels by
late 45 BCE. Comparisons to the array of four other Greenland

Fig. 1. Location map. Shown are drilling sites for the six Arctic ice core re-
cords evaluated in this study (pluses), the Okmok and Mount Etna volcanoes,
tree (6, 11) and Shihua Cave (12) speleothem-based climate proxy records, and
the extent of the Roman provinces and Ptolemaic Kingdom in 44 BCE.

Fig. 2. Ice core, tree ring, and speleothem evidence for the 45 and 43 BCE
eruptions and climate effects. (A) Selected historical and other events (see
text). (B) Model-simulated (gray) and observed (black) summer temperature
anomalies from European tree ring records with original 2σ uncertainties (6).
(C) Model-simulated (gray) and observed (black) summer temperature
anomalies from the Chinese Shihua Cave speleothem record with original
maximum temperature uncertainties (12). Shading in B and C shows annual
CESM ensemble SEs. (D) Continuous NGRIP2 and discrete (2 y) GISP2 nssS (9)
concentrations. (E) NGRIP2 mass-equivalent insoluble particle concentrations
for medium (2.5 to 5 μm) and large (5 to 10 μm) particles. (F) GISP2 LLS
measurements (13). (G) Simulated 43 and 42 BCE average air -temperature
anomalies (hashing shows anomalies that are not significant [2σ]). Annual
and seasonal simulations for each year are shown in SI Appendix, Figs. S6
and S7. All records were aligned at the start of the 43 BCE volcanic event to
be consistent with the DRI_NGRIP2 chronology. The vertical shaded bar
shows the extent of the insoluble particle (i.e., tephra) spike at the start of
volcanic fallout in the NGRIP2 record.

15444 | www.pnas.org/cgi/doi/10.1073/pnas.2002722117 McConnell et al.

D
ow

nl
oa

de
d 

at
 U

ni
ve

rs
ita

et
sb

ib
lio

th
ek

 B
er

n 
on

 M
ay

 2
6,

 2
02

1 

130



ice core records (SI Appendix, Fig. S1) show that fallout from the
45 BCE event was confined largely to northern Greenland,
suggesting a nearby high-latitude source volcano (e.g., Iceland).
In addition, proxy records (6) indicate no large-scale climate
effects, so it is unlikely that this eruption had a significant in-
fluence on the midlatitude regions. The nssS fallout from the
second event suggests that it was a massive eruption that started
in early 43 BCE, with elevated volcanic fallout lasting more
than 2 y. Increased nssS concentrations started in the NGRIP2
record in early winter and reached a temporary peak in spring
and an overall maximum in late autumn of 43 BCE, before
returning to background concentrations by spring 41 BCE
(Fig. 2). Sulfur isotope ratios measured in fallout from the
beginning of the 43 BCE event in Greenland Ice Sheet Project
2 (GISP2) ice (Materials and Methods) showed nonzero Δ33S
values (SI Appendix, Fig. S3) that result from oxidation in a
high-ultraviolet environment consistent with plume ejection
above the ozone layer in the lower stratosphere (14). Injection
into the stratosphere is consistent with persistent, widespread
climate effects.
Comparisons of volcanic acid deposition recorded in the five

Greenland cores indicate moderately greater fallout in central
Greenland during the 43 BCE event, contrasting with the 45
BCE event. Fallout deposition during the 2 y period was ∼123
and ∼110 kg/km2 as sulfuric acid in the northern NGRIP2 and
North Greenland Eemian Ice Drilling (NEEM) cores and ∼131,
∼135, and ∼128 kg/km2 in the GISP2 (15), GRIP (16), and Dye3
(16) cores to the south, respectively (Materials and Methods). In
all six Arctic ice core records (Fig. 1), the 43 BCE event ranked
among the largest observed during the past 2,500 y for acid-
equivalent deposition. For example, it ranked second in
NEEM (5), third in GRIP (16), second in GISP2 (15), fourth in
Dye3 (16), and first in the combined NGRIP (17) and NGRIP2
(this study) nssS record for the past 2,500 y. Similarly, average
nssS for the 2 y period of 43 and 42 BCE ranked fourth highest in
the Russian Arctic (Akademii Nauk) ice core record (this study)
from 500 BCE up to the Industrial Revolution and the start of
widespread industrial sulfur pollution.

Volcanic Provenance
A sharp spike in 2.5 to 10 μm insoluble particle concentrations in
NGRIP2 and in laser light-scattering measurements in GISP2
(13) coincided with the early stages of the 43 BCE volcanic nssS
peak, suggesting deposition of volcanic tephra (18, 19) near the
start of the eruption (Fig. 2 and SI Appendix, Fig. S1). Micro-
probe analyses (Materials and Methods) of 35 volcanic shards (SI
Appendix, Fig. S4) filtered from corresponding GISP2 ice
revealed geochemical characteristics (Fig. 3 and SI Appendix,
Fig. S5) matching reference tephra from the andesite fall and
pyroclastic density current units from the caldera-forming, vol-
canic explosivity index (VEI) 6, Okmok II (53.4 °N, 168.1 °W)
eruption in Alaska (Fig. 1). The 43 BCE eruption date from
Greenland ice cores is consistent with the 190 BCE to 50 CE (2σ,
updated to international working group on radicarbon calibra-
tion curves IntCal13) (20) calibrated age range indicated by ra-
diocarbon dates for organic material in the layers just below the
initial proximal deposits of Okmok II. The geochemistry of the
GISP2 shards and Okmok II reference tephra clearly is distinct
from reference tephra from other potential volcanic eruptions in
the first century BCE (Fig. 3 and SI Appendix, Fig. S5), providing
nearly unambiguous evidence that the Okmok II eruption was
the source of the 43 BCE event. The precise identification of the
source location now provides a key input in efforts to better
model and understand the event’s effects on climate.

Northern Hemisphere Climate Effects
The 2 y cooling associated with the Okmok II eruption (Fig. 2)
was among the most significant recorded in NH summer

temperature proxies for the past 2,500 y. For example, 43 and 42
BCE ranked as the second and eighth coldest years in a recent
tree ring–based assessment (5), respectively, while the decade
from 43 to 34 BCE was the fourth coldest. Central and northern
European climate reconstructions based on measurements in
temperature-sensitive trees from Scandinavia and Austria (6)
indicate marked regional summertime cooling of >3 °C and >2.5 °C
in 43 and 42 BCE (Fig. 2), respectively. Similarly, an annually
dated speleothem record of summer temperatures from Shihua
Cave in northeastern China shows a pronounced 3 y reduction in
summertime temperature of >2.0 °C starting in 45 BCE, coeval
with 43 BCE within the 5 y dating uncertainty of the speleothem
record (Fig. 2). A rare frost ring recorded in bristlecone pine
trees from California’s White Mountains indicates anomalous,
below-freezing temperatures in early September 43 BCE (Fig. 2)
during the late NH summer growing season (11).
Using the exact location and the estimated eruption timing

and sulfur yield of the Okmok II eruption, we used the Com-
munity Earth System Model (CESM, version 1.2.2) (28) to
simulate the severity, extent, and persistence of the climate re-
sponse (Fig. 2 and Materials and Methods). The simulations in-
dicate pronounced, widespread NH cooling in 43 and 42 BCE,
with simulated summer air temperature anomalies similar in
magnitude and duration to the European tree ring (29) and
Chinese (Shihua Cave) speleothem (12) climate proxy records
that show 2 to 3 °C declines in summer air temperatures (Fig. 2).
Chinese written records also document unusually cold weather in
43 and 42 BCE, including late spring and early autumn frosts
(30). The CESM simulations suggest that cooling may have
persisted into the early 30s BCE, as well as significant changes in
global precipitation from the Okmok II eruption, including in-
creases over the Mediterranean region and strong decreases over
Asia and the high NH latitudes (SI Appendix, Figs. S6 and S7).

Climate Effects and Historical Linkages in the Mediterranean
Region
Agreement between the few available annually resolved NH proxy
records of summertime temperatures and the CESM-simulated

Fig. 3. Total alkali (Na2O + K2O) and silica compositions of tephra from
GISP2 ice during the 43 BCE event compared with tephra from Okmok II and
other potential source volcanoes. Filled circles show measurements (this
study) of GISP2 and Okmok reference tephra. Shaded regions show tephra
measurements from other potential first century BCE source volcanoes: Etna,
Italy (21, 22); Chiltepe from Apoyeque, Nicaragua (23, 24); Masaya Triple
Tuff (MTL), Nicaragua (23); A-2000, Askja, Iceland (25); White River Ash
northern lobe (WRAn), Churchill, Canada (26); Furnas, Azores (27). Inset
shows a tephra shard from the GISP2 sample. See SI Appendix, Fig. S5 for
additional comparisons and analytical precision.
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temperature anomalies suggest that the model largely captures
the temperature effects of radiative forcing associated with the
early 43 BCE Okmok II eruption. Therefore, we used the sim-
ulated temperature and precipitation anomalies in the Roman
provinces and Ptolemaic Kingdom (Fig. 4 and SI Appendix, Figs.
S8 and S9), where no annually resolved climate proxies are
available to investigate possible effects on ancient societies,
though recognizing that accurately modeling precipitation is of-
ten particularly challenging. The effect of climate shocks on
ancient societies most usually and directly occurred through di-
minished agricultural yields, with crop failures occurring because
of insufficient or excessive rainfall at critical periods for plant
growth (31) or because of unusual growing season temperatures.
The environmental perception of anomalous weather and other
volcanically induced phenomena (e.g., visually spectacular dim-
ming or discoloration of the solar disk) as portents also endowed
these events with a significance that made their appearance
politically influential in ancient societies.
The ice core and climate proxy record evidence, as well as the

Earth system model simulations, suggests that the atmospheric
and climate phenomena described by ancient Mediterranean
sources and recently evaluated by historians (1–3) can be sepa-
rated into two groups. The first clusters around March and April
44 BCE and consists of atmospheric phenomena (solar dimming,
halos, and parhelia) interpreted by ancient writers as signs and
portents. Virgil, in his poem Georgics (1.466–73), said that the
sun was darkened after Caesar’s assassination, and the ancient
commentator Servius added that “it is said, after Caesar had
been killed in the Senate on the day before, the sun’s light failed
from the sixth hour until nightfall.” Plutarch (Life of Julius
Caesar 69.3–4) said not only that the sun was veiled and pale but
also that it gave forth so little heat that fruits shriveled rather
than ripened. Several authors mentioned seeing three suns in the

sky (Dio Cassius, 45.17.5; Julius Obsequens, 68; Eusebius,
Chronicle, Olympiad 184), a well-known phenomenon called
“sun dogs” or parhelia caused by refraction of sunlight through
ice crystals in the upper atmosphere in particularly cold weather.
Dio and Obsequens added that there was a radiant colored halo
around the sun, probably a “bishop’s ring,” a diffuse bluish-
brown halo around the sun caused by sulfur-based aerosols
from large volcanic eruptions. Other writers mentioned a solar
halo that marked Octavian’s arrival in Rome in early April 44
BCE (e.g., Seneca, NQ 1.2.1; Suetonius, Augustus 95; Velleius
Paterculus, 2.59.6; Pliny, NH 2.98; Dio Cassius, 45.4.4; Obse-
quens, 68; Orosius, 6.20.5) and which was seized upon by
Octavian and his supporters to suggest divine favor for his cause
(1, 3). All these phenomena are consistent with the atmospheric
effects of volcanic eruptions. However, given that they are
reported as occurring before the probable date of the Okmok II
eruption in 43 BCE, that all of the sources referring to them
originate in Italy or the central Mediterranean, and that NH
proxies show no large-scale climate effects, the comparatively
minor, historically well documented eruption of Etna in 44 BCE
is a plausible candidate for their cause.
The second group of ancient sources relates more directly to

unusually cold weather and famine (3). These sources group
from early 43 BCE to late 42 BCE and are consistent with the
extreme climate effects (Fig. 4) of the massive, early 43 BCE
Okmok II eruption indicated by volcanic fallout in the Arctic ice
cores (Fig. 2). Although some sources suggest harsh winter
weather in late 44 BCE, it is uncertain whether these passages
reflect especially unusual winters in the southern Balkans or are
more simply a commentary on the conditions that traditionally
led armies to avoid movements in winter. Whether they also
reflect the continuing aftereffects of the relatively minor erup-
tion of Etna in 44 BCE 7 or 8 mo earlier is therefore similarly

Fig. 4. Volcanically forced temperature and precipitation anomalies in the Mediterranean region from 60 to 30 BCE. (A) CESM-simulated average annual
temperature and (B) precipitation anomalies for 43 and 42 BCE, with outlines of Roman provinces north (red) and south (orange) of the Mediterranean. Dots
show areas where annual anomalies are not significant (2σ) relative to the 60 to 46 BCE background variability with no volcanic forcing. Also shown are time
series of simulated annual and seasonal temperature and precipitation anomalies for northern and southern Roman provinces. Years with symbols are
significant (2σ) relative to the background variability. Gray bars show dates of ice core–based volcanic sulfur injections (32) in the simulations, including the
early 43 BCE Okmok II eruption.

15446 | www.pnas.org/cgi/doi/10.1073/pnas.2002722117 McConnell et al.
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uncertain. Plutarch’s Life of Brutus (25.2–4) mentioned that on
his way to Epidamnus (modern Durrës, Albania), Brutus
marched in late 44 BCE through snowstorms and that he and his
army suffered from boulimia, a disease brought on by fatigue,
damp, and cold weather. Cicero, writing to Atticus in November
44 BCE, referred to stormy weather (Att. 16.11). Two additional
letters of Cicero in February 43 BCE (Ad Fam. 9.24.3 and 12.5.2)
refer to winter and cold (after the early 43 BCE Okmok II
eruption indicated in the ice core records), and in a less precisely
dated passage, Josephus (Jewish Antiquities 14.310) wrote of
Antonius in the winter of 43/42 BCE, telling Hyrcanus about the
severely cold climate of Macedonia (3).
More significant in registering the onset of major societal

stress is a group of sources referring to famine in northern Italy
in April 43 BCE and northern Greece in October 42 BCE, as
well as additional reports of famine, food shortages, endemic
disease, and civil unrest in Rome and other parts of Italy starting
in 43 BCE and extending through 36 BCE (31). Plutarch in his
Life of Antony (17.3) wrote that the greatest of the various
hardships faced by Antony and his army in flight after their de-
feat at Mutina in April 43 BCE was famine, the army being re-
duced to eating wild fruit, roots, bark, and animals “never tasted
before by men.” Julius Obsequens (69) said that in 43 BCE a
voice was heard at the oracle of Apollo (in Delphi, presumably),
crying “madness of wolves in the winter; in the summer the grain
is not harvested.” The historian Appian said that there was also
famine around the time of the Battle of Philippi, in October 42
BCE, as “Thessaly was no longer able to furnish enough sup-
plies” (Bellum Civile 4.122), and later he said that Rome was
“devastated by famine” (Bellum Civile 5.25) (3). While such
hardships probably spring in part from conflict and political turmoil,
our evidence now suggests an additional strong environmental
context.
The CESM simulations suggest that the Okmok II eruption in

early 43 BCE resulted in 0.7 to 7.4 °C seasonal cooling in specific
regions of southern Europe and northern Africa, with cooling
especially pronounced during summer and autumn (SI Ap-
pendix, Figs. S8 and S9). Although precipitation is often diffi-
cult to simulate accurately, model results also suggest that
summer precipitation was 50 to 120% above normal
throughout southern Europe and autumn precipitation was up to
400% percent of normal for specific regions, where normal is the
average precipitation during the 60 to 46 BCE period with no
volcanic forcing.
Other evidence for famine during this period comes from

Egypt (3). Linkages between the agriculturally critical annual
Nile River floods and political instability are well established
(33–35), and particularly severe shocks to the Nile flood in the
late 40s BCE are documented. The Okmok II eruption probably
compounded the natural interannual variability of the Nile flood.
Concomitant food shocks and the outbreak of disease are sug-
gested in historical sources for the same years. Modern author-
ities agree that there were two famines in Egypt during the reign
of Cleopatra, one of them occurring ca. 43 to 42 BCE. Seneca
(NQ 4A.2.16) wrote that for two successive years, the 10th and
11th of Cleopatra’s reign (43 and 42 BCE), the Nile did not
flood. Appian seemed to confirm this, saying that in 43 BCE,
Cleopatra declined to provide aid to Cassius on the grounds that
Egypt was wracked by famine and pestilence (Bellum Civile 4.61),
again (4.63) that Egypt was devastated by famine, and that
around the time of the Battle of Philippi in October 42 BCE,
Octavian and Antony could not obtain grain supplies from Egypt
because “the country was exhausted by famine” (4.108). Al-
though Seneca and Appian were writing one and two centuries
after the events, respectively, their testimony is corroborated by a
contemporary inscription from Thebes in southern Egypt (OGIS
194; TM 6325). This honors the local governor Kallimachos for
his assistance in a time of dearth that clearly lasted more than a

year. The text probably dates to 39 BCE (year 13 of Cleopatra’s
reign) but referred to the continuing famine and social distress of
the late 40s BCE.
The CESM simulations suggest sharp cooling from the Okmok

II eruption in the lower reaches of the Nile River basin in spring,
summer, and autumn, with little or no temperature change in the
upper reaches (SI Appendix, Figs. S8 and S9). The headwaters of
the Blue Nile (and Atbara River) in the Ethiopian Highlands are
the source of over 85% (36) of the annual Nile River floodwater,
and connections are well described between explosive volcanism
and the East African monsoon (33, 37) that is responsible for
much of the summer precipitation in the Highlands. The CESM
simulations presented here suggest generally wetter winter con-
ditions in the lower reaches of the Nile and substantially drier
winter, spring, and especially autumn conditions in the upper
reaches, including the Blue Nile headwaters. Simulated summer
precipitation in the Blue Nile headwaters, however, is unchanged
or slightly higher as a result of the eruption.
The unusual atmospheric phenomena reported in Roman

historical accounts in 44 BCE provide reasonable evidence for
the presence of an aerosol veil in that year. We suggest that this
probably was the result of the comparatively minor but local
Mediterranean VEI 3 eruption of Mount Etna that year (2).
Well-dated Arctic ice core records of volcanic fallout provide
clear evidence suggesting a massive eruption of Alaska’s Okmok
volcano in early 43 BCE, thereby disassociating this eruption
with the preceding aerosol veil based upon the best available
documentary and ice core chronologies. This fallout coincided
with a pronounced 2 y or longer period of much colder NH
temperatures documented by climate proxy records and sup-
ported by Earth system climate modeling, with simulations also
suggesting substantial changes in precipitation. In the Mediter-
ranean region, these wet and extremely cold conditions during
the agriculturally important spring through autumn seasons
probably reduced crop yields starting in early 43 BCE and
extending at least to early 41 BCE, compounding supply prob-
lems wrought by the ongoing political upheavals of the period.
That this, indeed, occurred is known from reporting of wide-
spread food shortages and famine in the Roman provinces and
Ptolemaic Kingdom.
Natural disasters are known historically to create a “state of

exception” in which business as usual becomes unfeasible and
political and cultural norms are suspended, thereby providing
room for rapid social and political change (38). While it is dif-
ficult to establish direct causal linkages, we thus postulate that
this extreme climate shock—among the most severe of the past
2,500 y—contributed to reported social unrest and facilitated
political change at this important juncture of Western civiliza-
tion. For example, Sextus Pompeius’s naval blockade of Italy
from late 43 to 36 BCE cutting off grain supplies from important
grain-growing regions in Sicily, Africa, and elsewhere (Appian,
Bellum Civile 5.15, 18; Dio Cassius, 48.7.4) undoubtedly con-
tributed to reported food shortages in Rome and throughout
Roman Italy. Critical local food supplies (39), however, probably
were already severely restricted by the extreme weather, and
Sextus Pompeius can be seen as opportunistically using these
circumstances to enhance political leverage arising from his
blockade with constriction of much needed relief supplies. It is
similarly challenging to establish direct links between Okmok II
and the demise of the long-lasting Ptolemaic dynasty in Egypt,
nominally accredited to the death of Cleopatra in 30 BC, fol-
lowing her naval defeat to Rome at the Battle of Actium in 31
BC. There can be little doubt, however, that Rome’s interest in
Egypt as its famed “breadbasket” was further magnified by the
trials of the 40s BCE and that Egypt’s own capacity to defend
against Rome was diminished by the famine, disease, land aban-
donment, and reduced state income that followed the Okmok II
eruption.
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Materials and Methods
Measurements of Volcanic Fallout in Arctic Ice Cores. Detailed elemental,
chemical, and other (e.g., dielectric profiling [DEP] and electrical conductivity
[ECM] reflecting acidity, laser light scattering [LLS] reflecting volcanic tephra)
ice core records reflecting volcanic fallout were evaluated for this study, with
particular focus on the period from 50 to 30 BCE. Included were five
Greenland ice cores [NGRIP2 (7): 75.1 °N, 42.3 °W; NEEM (40): 77.5 °N,
51.1 °W; GISP2 (9): 72.6 °N, 38.5 °W; GRIP (41): 72.6 °N, 37.6 °W; Dye3 (16):
65.18 °N, 43.49 °W] and one Russian Arctic [Akademii Nauk (AN) (42): 80.5
°N, 94.8 °E] core. Note that because of uncertainties in ice core chronologies
between polar regions, an ∼47 (±5) BCE volcanic fallout (nssS) event in
Antarctica (5) cannot be attributed conclusively to Okmok II.

Ice core records of volcanic fallout included high depth resolution mea-
surements of nssS and liquid conductivity in NGRIP2 (this study), NEEM (5, 40),
and AN (this study), as well as size-resolved insoluble particle counts in
NGRIP2 (this study) (SI Appendix, Fig. S1). Measurements were made with
the unique continuous ice core analytical system at DRI using methods de-
scribed elsewhere (19, 43). Additional ice core records included previously
published, high depth resolution measurements of 1) DEP in NGRIP2 (44),
NEEM (44), and GRIP (41); 2) ECM in GISP2 (45) and Dye3 (16); and 3) LLS in
GISP2 (13). Note that the independently measured DEP records in NGRIP2
and NEEM were consistent with the continuous nssS and liquid conductivity
measurements at DRI (SI Appendix, Fig. S1). We also evaluated discrete, 2 y
sulfate concentration measurements in GISP2 (9). Measurement techniques
used to develop these previously published records were described else-
where (13, 16, 41, 44, 45).

DRI_NGRIP2 Ice Core Chronology. To enable comparisons between ice core
volcanic fallout records, climate proxy information, and historical events, we
used the precise DRI_NGRIP2 ice core chronology and synchronized all of the
ice core records to that chronology. Development of the NGRIP2 chronology
was described previously (7). Briefly, we used high depth resolution DRI
measurements on the NGRIP2 core for multiparameter annual layer count-
ing (SI Appendix, Fig. S2). Because the continuous DRI measurements began
at 159.56 m, corresponding to ∼1270 CE, annual layer counting started at
unambiguous nssS fallout from the eruption of Samalas in 1257 CE (7).
Evaluation of this independent chronology against well-established tree
ring–based chronologies using multiannual (46) variations in cosmogenic
nuclides (10Be in ice, 14C in wood) suggested uncertainty of less than ±2 y
during antiquity. In addition, pronounced, short-lived cosmogenic nuclide
increases in 994 CE and 775 CE recorded in both tree and ice core records (5)
showed no offsets, indicating exact synchronization with the tree-based
climate proxies at these specific dates (7). Moreover, recent evaluation of
the DRI_NGRIP2 chronology using a newly discovered, short-lived cosmo-
genic nuclide event in the first millennium BCE (47) also showed no offset at
661 BCE (2,610 ybp). Comparisons to the published NS1-2011 chronology (5)
based largely on similar continuous DRI measurements in the 411 m NEEM-
2011-S1 intermediate core and 390.5 to 573.65 m in the NEEM bedrock core
showed only minor differences (typically, ±2 y), well within the uncertainties
of the published NS1-2011 chronology. For example, fallout from the mas-
sive 43 BCE eruption using the DRI_NGRIP2 chronology occurred 1 y earlier in
44 BCE using the NS1-2011 chronology.

Fallout measurements in all six Arctic ice cores (Fig. 1 and SI Appendix, Fig.
S1) were synchronized at 43 BCE to allow comparisons. For NEEM, mea-
surements on the NS1-2011 chronology were shifted by 1 y to align the 43
BCE event and an annual layer between 44 and 46 BCE on the original NS1-
2011 deleted to align the 45 BCE event. Note that because of missing
measurements, this annual layer was interpolated during development of
the NS1-2011 chronology. For AN, pervasive surface melting and high ma-
rine biogenic inputs from the surrounding ocean made identification of
volcanic sulfur spikes difficult. Acidity and nssS measurements were mapped
to an existing chronology based primarily on tie points between heavy-
metal concentrations in AN and the well-dated NGRIP2 record as pre-
viously described (8) and then shifted by ∼2 y in this study to align the re-
cords at the start of the 43 BCE volcanic event. For GISP2, GRIP, and Dye3,
measurements were mapped to the GICC05 timescale (48) and then com-
pared to the NGRIP2 fallout record. Consistent with previous studies (5, 46),
records on the GICC05 timescale (48) required a shift of ∼10 y to align with
the DRI_NGRIP2 chronology at the start of the 43 BCE event.

The speleothem-based summer temperature reconstruction from Shihua
Cave (12), China, was shifted by 2.5 y to synchronize at 43 BCE to be con-
sistent with NH tree ring–based climate proxies and the ice core fallout re-
cords on the DRI_NGRIP2 chronology (Fig. 2). This shift was well within the
5 y maximum counting error for the original speleothem chronology (12).

Tephra Analyses. To determine the provenance of the fallout, we obtained a
sample of archived GISP2 ice (481.06 to 481.16 m) from the National Science
Foundation Ice Core Facility (NSF-ICF) corresponding to the LLS spike at the
start of the 43 BCE event (Fig. 2 and SI Appendix, Fig. S3). The sample (QUB-
1991) was melted and analyzed for tephra at Queen’s University Belfast. The
sample was centrifuged to concentrate particulates and decanted, and the
residue was transferred using plastic pipettes to a preground, labeled glass
slide on a hot plate within a laminar flow bench and, when dry, covered in
Buehler EpoxiCure 2 resin. The sample was scanned on a polarizing light
microscope, and tephra shards were counted and recorded. A total of 35
shards was identified (SI Appendix, Fig. S4), consisting of small (long axis
mean of 23 μm [ranging from 12 to 46 μm]), pale brown to brown, angular
to subrounded glass (Fig. 3 and SI Appendix, Fig. S5), with variable microlite
content. The slide was then ground and polished to expose the surfaces of
the tephra shards for geochemical analyses. Major element geochemistry
was determined using combined electron and wavelength dispersive spec-
trometry on a JEOL FEGSEM 6500F, with secondary glass standards analyzed
in the same sessions to ensure acceptable operating conditions. Eleven major
and minor elements were analyzed, following parameters previously out-
lined (49). Geochemical similarity to glass from the Okmok II caldera-forming
eruption prompted analysis of reference glass from this event (SI Appendix,
Fig. S5). Samples of lapilli (16JFLOK001F) and scoria (16JFLOK006A) from the
eastern flank of Okmok corresponding to the second and third phases of the
Okmok II event were ground, sieved, and prepared as thin sections on a glass
slide for geochemical analysis on the JEOL FEGSEM 6500F under the same
conditions as QUB-1991. All measurements were normalized to 100% to
allow for water content.

Sulfur Isotope Analyses. GISP2 meltwater samples from 481.0 to 481.24 m
were dried down, and the sulfate was isolated by column chemistry following
established procedures (14). Sample sizes were small, with total sulfate
ranging from 5 to 20 nmol. After purification, triple sulfur isotope (32S, 33S,
34S) measurements were made by multicollector inductively coupled plasma
mass spectrometry at the St Andrews Isotope Geochemistry laboratory at
the University of St Andrews (14). Δ33S values were calculated relative to
the standard Vienna-Canyon Diablo Troilite (VCDT) as Δ33S = δ33S + 1 –

(δ34S +1)0.515, where δxS = (xS/32S)sample/(
xS/32S)VCDT − 1, with x being either

33 or 34. Because of the small samples sizes, 1σ uncertainties on Δ33S ranged
from 0.06 to 0.15‰ (SI Appendix, Fig. S3), slightly larger than previously
reported uncertainties of 0.05‰ (14).

Earth System Model Simulations. We used CESM (version 1.2.2) (28) to eval-
uate the impact of the volcanic eruptions on NH climate. The model consists
of coupled components for the atmosphere, ocean, land, and sea ice and is
run in 2° × 2° horizontal resolution in the atmosphere/land and 1° × 1°
horizontal resolution in the ocean/sea ice. The vertical resolution of the at-
mosphere and ocean are 31 and 61 levels, respectively. A transient simula-
tion started in year 1501 BCE was driven by orbital, solar (50), and
greenhouse gas (51) forcing, as well as volcanic forcing. In 60 BCE, the
transient simulation was branched to perform an ensemble of 10 CESM1.2.2
simulations. Small disturbances were introduced in the atmosphere at the
first time step and run until 30 BCE with the prescribed volcanic forcing that
included three NH eruptions in 45 BCE, 43 BCE (Okmok II), and 34 BCE.

Stratospheric volcanic sulfur injection estimates for the three eruptions
between 60 and 30 BCE were taken from the eVolv2k database (32), which is
based on quantification of Antarctic and Greenland sulfate depositional
fluxes using bipolar ice core arrays. The eruption years were shifted by 1 y to
align with the DRI_NGRIP2 chronology, and the default source locations
from the eVolv2k database were adjusted to 64 °N (i.e., Iceland) for the 45
BCE eruption and to 54.4 °N for the Okmok eruption in 43 BCE. We also used
an eruption date of January 1 based on a short time lag between the Okmok
eruption and initial volcanic fallout in Greenland that started in early 43
BCE. Using the Easy Volcanic Aerosol (EVA) forcing generator (52) and vol-
canic sulfur injection from eVolv2k, we generated global aerosol distribu-
tions and the evolution of extratropical stratospheric aerosol optical depth
at 550 nm. The space–time distribution of sulfate generated by EVA was
converted to volcanic aerosol mass to be readable by CESM. Modifications to
the prescribed aerosol distribution included 1) shifting peak sulfate injection
in the stratosphere following (52) so that the atmospheric sulfate burden
increased linearly until the fourth month after the eruption and then de-
creased exponentially according to the EVA model and 2) increasing the
volcanic aerosol mass by 45% to reconcile CESM and EVA optical depths
following (53) but using the 1991 Pinatubo eruption as a reference.

The model output consisted of monthly means that were combined to
form a 10-ensemble average for evaluation of the volcanic climate effects.

15448 | www.pnas.org/cgi/doi/10.1073/pnas.2002722117 McConnell et al.
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We calculated annual and seasonal (December to February [DJF], March to
May [MAM], June to August [JJA], and September to November [SON])
anomalies from the monthly ensemble means after removing the seasonal
variability, with the anomalies relative to the 60 through 46 BCE background
period with no volcanic forcing. We used a Student’s t test (5% significance
level or 2σ) to determine the significance of the anomalies relative to
background variability during the reference period.

Data Availability. All high-resolution ice core measurements presented in this
study are provided in Dataset S1. Tephra geochemistry measurements are
provided in Dataset S2.
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Chapter 6

Outlook and General Conclusion

This thesis offers insights into the variability and drivers of droughts in the Mediterranean

region and extreme precipitation on the globe for the period 1501 BCE–2099 CE. In addition,

the impacts of a large volcanic eruption on the climate and ancient Mediterranean society

have been examined. The thesis is mainly based on the simulations performed with the

Community Earth System Model (CESM). Additional sources, such as tree-ring-based drought

reconstructions and observational records are also used complementing the model simulations.

In addition, various statistical methods have been employed for the analysis of droughts and

extreme precipitation.

Throughout the thesis, two research questions proposed in the introduction (Chapter 1) are

answered:

(i) How do extreme hydrological events (droughts and extreme precipitation)

vary over time, and how are they influenced by external and internal processes

of the climate system?

The studies based on the CESM simulations indicate that before the Industrial Era, extreme

hydrological events, either droughts in the Mediterranean or global extreme precipitation, are

influenced by the internal variability of the climate system. Thereby, modes of variability are

the principal drivers of past hydrological changes. For persistent Mediterranean droughts,

ENSO, NAO, and the soil-atmosphere feedbacks are associated with anomalously dry conditions

in the region. The roles of each of these drivers vary with the stages of evolution of droughts,

and the soil-atmosphere feedbacks contribute more to the duration of droughts. For extreme

precipitation, different modes of variability are associated with the long-term variability of

extreme precipitation. The associated modes depend on the region. However, ENSO shows

a widespread influence on extreme precipitation across the globe. Besides ENSO, regional

temperatures play an important role in the variability of past extreme precipitation.

Among the external forcings, volcanic forcing is the most influential on the variability

of extreme hydrological events in the past. Volcanic eruptions exert short-term influences

on extreme hydrological events up to a few years. After some large volcanic eruptions, the
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Mediterranean region experiences wet conditions. Large volcanic eruptions induce an El

Niño-like response in the global pattern of extreme precipitation. It is also noted that the

frequency of extreme precipitation is more affected than the intensity of the events.

For Mediterranean droughts, changes in their drivers in the future until 2099 CE are also

analyzed under the business-as-usual mitigation scenario (RCP 8.5). Since the Industrial Era,

a notable increase in the duration of droughts is detected, and this increase will be exacerbated

by the end of the 21th century. The cause of this change is attributed to the strengthened

soil-atmosphere feedbacks due to the increase in atmospheric temperatures. The influences of

internal variability on droughts are rather diminished in the future scenario.

(ii) How does an external process influence the climate, and what was the impli-

cation of this influence on an ancient civilization in Europe?

To answer this research question, the influence of a specific external forcing is considered:

the volcanic forcing, particularly the influence of the Okmok eruption in 43 BCE on the

climate and ancient Roman society.

The finding of this thesis implies that the 43 BCE Okmok eruption may have contributed

to the societal disruptions in the Mediterranean region during the ancient Roman period.

Documentary and proxy reconstructions indicate very cold and wet conditions that prevailed

over the region after this large eruption. The massive cooling and wetness are also supported

by the CESM simulations. This change in the climate possibly caused crop failures and famines

that implicated societal unrest.

This investigation highlights the importance of an interdisciplinary approach in climate

research. Data from different sources are combined to give a possible explanation of societal

changes in the past. Moreover, this finding serves as an example that illustrates the impacts of

such an abrupt change in the climate and associated extreme climate conditions on society.

The result provides an understanding of societal responses to changes in the climate, a topic

which is necessary to be assessed better with the current ongoing anthropogenic warming.

The studies on this thesis are based on various simulations performed with CESM. Hence, it

is important to mention that model-dependent internal variability is a known problem for this

kind of single-model-based approach. For instance, CESM largely overestimates the severity

and frequency of ENSO than the observed values. The implications of this drawback are

discussed in the conclusions of each chapter (Chapters 3 and 4). Nevertheless, this model’s

inherent problem does not affect the overall conclusion of this research about the influences of

internal variability and external forcing on extreme hydrological events for the last three

millennia and future 100 years.

Our studies provide a new approach to conduct investigations on past extreme climate

events using a statistical method based on the extreme value theory and 3500-year-long

transient climate simulations. More investigations on temporal and spatial variability of past



OUTLOOK AND GENERAL CONCLUSION 139

extreme hydrological events and associated drivers are necessary to improve our understanding

of these events. More knowledge on this topic will eventually lead to an improved projection of

these events, hence, better preparedness for future changes.

Potential follow-up research can focus on assessing more specific changes in extreme

precipitation during the climate periods in the Common Era such as the MCA and LIA. For

droughts, spatio-temporal characteristics of the events in other regions still need to be assessed.

One important aspect to address is how megadroughts in different regions that occurred during

the same period (for instance, the North American and north European MCA megadroughts)

were connected and what role the large-scale circulation played during these events. In addition,

more multi-model, multi-proxy, and multidisciplinary approaches will be ideal to get a more

complete description of past extreme hydrological events.
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Systematic Identification of the

Drivers of Regional Hydroclimate

Variability in Southern

Hemispheric Wet Seasons using a

Causal Discovery Method

Woon Mi Kim, Christian L. E. Franzke, and Christoph C. Raible

In preparation

A.1 abstract

We analyze the drivers of hydroclimate variability in northeast Brazil and southeast Australia

using a causal discovery algorithm (CDA). The CDA-based regression models are also generated

to assess the predictive skills of this approach. Hydroclimate variability is quantified using the

standardized precipitation index and standardized precipitation evapotranspiration index with

different time-scales. The CDA highlights the influences of the tropical Atlantic and tropical

Pacific on droughts in northeast Brazil. Droughts in southeast Australia are connected to the

tropical Pacific and Southern Annual mode. For drought indices with long time-scales, the

indices themselves are involved as drivers of hydroclimate conditions reflecting the persistence

of long-lasting wet or dry events. The performance of the CDA-based prediction models

increases with the time-scales of drought indices and decreases with the lead times of prediction.

Overall, our analysis shows the usefulness of CDA to identify causal links in the regional

hydroclimate in the southern Hemisphere.
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A.2 Introduction

Drought is an extreme climate event characterized by a progressive depletion of the atmospheric

and surface water balance (Dai, 2011). Since the mid 20th century, northeast Brazil and southeast

Australia have experienced increases in the frequency and duration of droughts (Gallant

et al., 2013; Brito et al., 2018), some with record-breaking multi-year lasting characteristics

that caused severe socio-economic impacts (Kiem et al., 2016; Martins et al., 2018; Franzke

and Torelló i Sentelles, 2020). Some of the examples are the 2011–2016 drought in northeast

Brazil (Marengo et al., 2018) and the Millennium Drought (2001–2009) in southeast Australia

(Van Dijk et al., 2013). Although, dry atmospheric conditions and regular occurrence of seasonal

droughts are common climatological features in northeast Brazil (Marengo et al., 2017) and

southeast Australia (Chiew et al., 2011), the causes of these severe droughts are partially

attributed to anthropogenic greenhouse gas emissions (Cai et al., 2014; Field et al., 2014;

Marengo et al., 2017).

The rainfall deficits over these regions are strongly connected to large-scale atmospheric and

oceanic patterns. Droughts in northeast Brazil, including the 2011-2016 drought, are mainly

explained by strong El Niño events (Hastenrath, 2000; Marengo et al., 2017) and a north-south

gradient of the tropical Atlantic sea surface temperatures, with the warming in the north and

cooling in the south (Hastenrath et al., 1984). Both of these factors induce a northward shift of

the Intertropical Convergence Zone (ITCZ), which is an important source of rainfall for the

region during the March-June rainy season (Hastenrath, 2006; Marengo et al., 2018).

Changes in rainfall over southeast Australia are connected to many large-scale circulation

patterns, such as El Niño Southern Oscillation (ENSO), the Indian Ocean Dipole (IOD), the

Southern Annular Mode (SAM) among others. Further, a remote connection to the North

Pacific Ocean plays a role in the rainfall variability in southeast Australia (Risbey et al., 2009;

Kiem et al., 2016; Risbey et al., 2018). Among all, ENSO is the most influential on rainfall

variability in Australia (Risbey et al., 2009; Van Dijk et al., 2013) with El Niño events causing

a decrease in rainfall over southern Australia. Besides, a positive phase of SAM is associated

with a decrease in precipitation in austral winter and spring, whereas the same phase of SAM

leads to an increase in precipitation in the austral summer (Hendon et al., 2007; Risbey et al.,

2009). In addition, a positive PDO is associated to a long-term decline in rainfall (Power et al.,

1999; Van Dijk et al., 2013), and a frequent absence of negative IOD events (Ummenhofer

et al., 2009) or increases in positive IOD (Cai et al., 2009) are noted during the periods with

reduced rainfall over the region.

Droughts strongly influence socio-economic conditions of these regions. Hence, assessing

natural drivers of droughts are necessary to understand and distinguish their natural and

anthropogenically forced mechanisms over these regions. Several statistical methods were

developed to predict droughts over these regions. For northeast Brazil, Liu and Juárez (2001)

predicted the Normalized Difference Vegetation Index by using ENSO indices and the SST over

the tropical Atlantic as predictors in multivariate regression models. Lima and AghaKouchak



A1. DRIVERS OF REGIONAL HYDROCLIMATE VARIABILITY IN SH 143

(2017) applied the canonical correlation analysis between the Palmer Drought Severity Index

and the global SST to detect predictors prior to constructing regression models for the

prediction of droughts in Amazonia. For southeast Australia, machine learning techniques

are employed to predict the Standardized Precipitation Index (SPI) incorporating several

atmospheric circulation patterns as predictors (Deo et al., 2017). Furthermore, a Markov

chain model to predict the SPI (Rahmat et al., 2017), the random forest model to predict

the Standardized Precipitation Evapotranspiration Index (SPEI; Dikshit et al., 2020) and

artificial neural networks to predict the Effective Drought Index (Deo and Şahin, 2015) have

been performed.

Here, we propose multivariate regression models based on a causal discovery algorithm

(Ebert-Uphoff and Deng, 2012; Runge et al., 2014, 2019) in order to understand wet and

dry fluctuations in the Southern Hemisphere. Causal discovery algorithms seek to identify

cause–effect relationships among variables in spatial-temporal multivariate datasets (Ebert-

Uphoff and Deng, 2012). We use the algorithm presented by Runge et al. (2012) and Runge

et al. (2014). This novel approach is used to quantify joint causal links between regional

hydroclimate and large-scale circulation patterns at different time lags, and to generate

multivariate regression models and evaluate the predictions from these models. In the end, we

discuss the usefulness of this method. We focus on the study of the hydroclimate variability

during the rainy seasons using two drought indices, SPI and SPEI, in two regions of the

Southern Hemisphere, where severe droughts have occurred more frequently in recent decades.

These regions are northeast Brazil and southeast Australia.

A.3 Data and Methods

A.3.1 Drought and climate indices

We use two drought indices spanning the period 1957–2016: the SPI (McKee et al., 1993) and

SPEI (Vicente-Serrano et al., 2009). The SPI uses only the monthly total precipitation record

to identify meteorological droughts. The SPEI incorporates the water balance calculated as the

difference between the precipitation and potential evapotranspiration to quantify agricultural

droughts associated with depletion of soil moisture. The potential evapotranspiration for the

SPEI are derived using the Hargreaves method (Hargreaves and Samani, 1985).

The necessary records to calculate drought indices are obtained from the Climatic Research

Unit version 4.04 (CRU; Harris et al., 2020). The indices are calculated taking 1981–2010 as a

reference period and for 1-, 3-, and 6-month time scales to characterize short- and long-term

dry and wet periods. Therefore, we have in total six indices for the analysis: SPI-1, SPI-3,

SPI-6, SPEI-1, SPEI-3, and SPEI-6 (Figs. A.1 and A.2)). The reason of analyzing the two

types of drought indices and at different time scales is to assess separately causal parents

involved in meteorological and agricultural, and short and long droughts. As droughts present

different characteristics depending on their types and duration (Vicente-Serrano et al., 2012;
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Tirivarombo et al., 2018), the causal drivers and the predictive skills may also differ.
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Figure A.1: Monthly SPI (left) and SPEI (right) for northeast Brazil
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Figure A.2: Monthly SPI (left) and SPEI (right) for southeast Australia

The indices are calculated for each grid point of northeast Brazil, (20◦–30◦S/ 35◦–60◦W) and

southeast Australia (30◦–48◦S/ 112◦–152◦E) (Figure A.3.a and b). Then, they are area-weighted

averaged to be transformed to a single time series. When severe droughts occur in these regions,

dry conditions extend over a large percentage of the confined areas (up to 83% of northeast

Brazil and 94% of southeast Australia; Figure A.3.c). The large percentages of coverage

support the use of a single area-weighted time series to illustrate the mean hydroclimate

condition of each region.

As potential predictors, we take the nine climate indices listed in Table A.1 (Figs. A.4). All

the indices are computed relative to 1981–2010 same as the drought indices. The drought and
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Figure A.3: Mean SPEI-3 during the droughts in (a) northeast Brazil in 2015, and (b) southeast Australia in
2006. The regions of study are marked in red rectangles. (b) Time series of coverage of regions with SPEI-3
below -0.5. Black dots indicates moderate droughts when the SPEI-3 is below -0.8.

Table A.1: Modes of climate variability used for the CDA

Mode of variability Acronym Method and region Reference

Niño 1+2 NIÑO1+2
Anomaly of Tropical

Pacific SST averaged over
0◦-10◦S, 90◦-◦80W

Huang et al. (2017)
Trenberth and Stepaniak (2001)

Niño 3 NIÑO3
Anomaly of Tropical

Pacific SST averaged over
5◦N-5◦S, 150◦W-9◦0W

”

Niño 4 NIÑO4
Anomaly of Tropical

Pacific SST averaged over
5◦N-5◦S, 160◦E-150◦W

”

Indian Ocean
Dipole

IOD

Difference between
the averaged Indian Ocean SST over

10◦S-10◦N, 50◦-70◦E and
10◦-0◦S, 90◦-110◦E

Huang et al. (2017)
Saji et al. (1999)

Pacific Decadal
Oscillation

PDO
First principal component
of the EOF in 20◦-90◦N
in the north Pacific SST

Huang et al. (2017)
Trenberth and Hurrell (1994)

Pacific South
American Pattern 1

PSA

Second principal component
of the rotated EOF in

the 500 millibar height in
0◦-90◦S. Data from

the NCEP/NCAR Reanalysis 1

Kalnay et al. (1996)
Mo and Paegle (2001)

Southern Annular
Mode

SAM

First principal component
of the rotated EOF in

the 500 millibar height in
0◦-90◦S. Data from

the NCEP/NCAR Reanalysis 1

Kalnay et al. (1996)
Marshall (2003)

Tropical North
Atlantic

TNA
Anomaly of Tropical Atlantic SST

averaged over
5.5◦-23.5◦N, 15◦-57.5◦W

Enfield et al. (1999)
Huang et al. (2017)

Tropical South
Atlantic

TSA
Anomaly of Tropical Atlantic SST

averaged over
0◦-20◦S, 10◦E-30◦W

”
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climate indices are only used during the wet seasons: for northeast Brazil, the wet season from

November through May, and for southeast Australia, summer-autumn season from December

through June. The CDA is applied to the wet season time series of each region.
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Figure A.4: Monthly standardized climate indices in table A.1 used as predictors in CDA

A.3.2 Causal Discovery Algorithm

The causal discovery algorithm (CDA) involves two main steps (Kretschmer et al., 2016;

Runge et al., 2014): in the first step, we select proper causal parents (predictors X; in our

study, the climate indices and the drought index itself with a certain time lag τ) that are

statistically correlated at the 5% significance level and conditionally independent to the main
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actor (predictant Y ; the drought index at time t). Therefore, a pairwise Pearson correlation (ρ)

is calculated between the drought index at time t, Yt, and an initial candidate predictor Xi
t−τ

(Eq. A.1). This is repeated over all possible pairs of the drought index and initial candidate

predictors. Then, only the predictors in which the correlations with the drought index are

statistically significant at the 5% level are taken as candidate predictors for the next step.

C = ρ(Yt, X
i
t−τ ) ; i = 1, . . . , n (A.1)

where n is the number of initial predictors.

Then, the conditional linear dependence is estimated between the drought index (Yt) at

time t and each of the candidate predictors (Xi
t−τ ) that survived from the previous step via

iterative pairwise partial correlations (Eq. A.2) after excluding the effects of a common third

driver. Next, the linear influence of a potential common driver from the drought index and a

candidate predictor and leaving the residuals of each, and the Pearson correlation is calculated

between both remaining residuals. Again, only the predictors which are significantly (at the 5%

level) correlated with a drought index remain. This procedure is repeated for all possible pairs.

CP = ρ(Yt, X
i
t−τ |Y

j
t−τ ) ; 1 ≤ i, j ≤ n (A.2)

During this first step, the method attempts to eliminate possible spurious correlations

caused by an indirect influence of some common drivers.

In the second step, the m causal parents Xj
t−τ identified in the first step are included in a

multivariate linear regression analysis to generate a linear model for the drought index Yt:

Yt =
∑

AjX
j
t−τ ; 1 ≤ j ≤ m (A.3)

where Aj is the regression coefficient of each Xj
t−τ and quantifies the causal association of

Xj
t−τ and Yt. As we use the normalized variables, the generated regression model does not

present any intercept term. Different to the causal discovery algorithm by Runge et al. (2014),

we fix the time lag of the predictors at a specified τ . For the next part of the analysis, in which

we develop predictive models, we refer to these fixed time lags τ as the lead times of the

prediction.

Initially, we apply the CDA for the entire period of 1957–2016 for each region using ten

predictors (nine climate indices in the table A.1 and the drought index itself), and with the τ ,

the time lag, from 1 to 6 months. Then, we examine the resulting regression coefficients to

assess the performance of the algorithm to detect and quantify the causal association between

drought indices and circulation patterns. Hence in total, we generate 24 regression models.

The predictive skill of the regression models based on CDA are measured using the

leave-one-out cross-validation (e.g., Seppä et al., 2004). In this validation, one year in the

period 1957–2016 is progressively taken out, while other years are used to generate a regression

model to hindcast the drought index of the missing one year. The quality of the validation is
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further assessed by the root-mean-square-errors (RMSE), coefficient of determinants (R2) and

Brier Skill Scores (González-Roj́ı et al., 2019, BSS; e.g., ). The hindcast is comparable to the

observation when RMSE and BSS is close to 0, and with a better parameter fit when R2 is

close to 1.
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Figure A.5: Regression coefficients from the CDA between the drought and climate indices at different time
lags for the period 1957–2016 over a) northeast Brazil and b) southeast Australia. Only the coefficients which
are statistically significant at the 5% confidence level are shown. INDEX indicates the drought index itself.

A.4 Results

The CDA is applied to the drought and climate indices and the resulting regression coefficients

are presented in Figure A.5. There are similarities in causal parents between the drought

indices with the same time scale rather than the indices with the same type of drought. Namely,

the SPI-1 shares similar causal parents to those of the SPEI-1, the SPI-3 with those of the

SPEI-3, and the SPI-6 with those of the SPEI-6. This result indicates that the drivers involved

in dry and wet episodes depend more on the duration than the type of drought. Nevertheless,

there are still some differences in causal parents between the indices with the same time scale,

and more differences are revealed between the SPI-1 and SPEI-1 in northeast Brazil, with the

SPI-1 having a higher number of causal parents at longer time lags than the SPEI-1.

The magnitudes of the regression coefficients of the climate indices range between 0.1 to 0.3,
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while the magnitudes of the regression coefficients of the drought indices included as predictor

range between 0.1 to 0.7. The result indicates that when a dry or wet episode lasts for a longer

period, the past hydroclimate state plays a more important role than the remote influences of

the modes of circulation at determining the current state. This suggests a positive feedback

process which is associated with the persistence of long hydroclimate events that become more

severe with their duration.

For the modes of climate variability, in northeast Brazil (Figure A.5a), TSA, IOD and some

NIÑO indices are involved as causal parents of the drought variability at different time lags.

TSA is positively associated with the drought indices at diverse time lags ranging from 2 to 6

months. An increase or a decrease in TSA reflects changes in the north-south gradient of the

tropical Atlantic that affects the variability of precipitation over the region, a finding which

agrees with previous studies (Hastenrath, 2006; Marengo et al., 2018). In case of NIÑO indices,

NIÑO3 in the central and NIÑO1+2 in the east Pacific are negatively connected with the

drought indices, indicating that the warming over the Tropical Equatorial Pacific causes more

dry situations over northeast Brazil (Curtis and Hastenrath, 1995; Hastenrath, 2000). Both

NIÑO1+2 and NIÑO3 show statistically significant links at relatively long time lags from 3 to

6 months, although the time lags of links vary with the drought indices. Unlike other NIÑOs,

NIÑO4 presents significant connections with the drought indices at shorter time lags from 1 to

4 months and with a positive sign which is also different to the other two. In addition, both

NIÑO4 and NIÑO3 are involved as the drivers of the SPEI-3 and SPEI-6 at 4-month time lag,

and the SPI-6 at 3-month time lag, but with opposite signs. In this case, NIÑO4 may offset

the influence of NIÑO3 on dry-wet variability of the region. However, NIÑO4 also shows the

negative association with the SPI-1 at 5- and 6-month time lags and SPI-3 at 6-month time lag,

same as the other NIÑOs. IOD is connected positively with the drought indices, in general, at

shorter time lags from 1 to 4 months. A positive link between PDO and the drought indices is

also noted for the SPI-3 and SPEI-3, SPI-6 and SPEI-6 at 4- and/or 5-month time lags.

For southern Australia (Figure A.5b), the CDA highlights the dominant roles of the tropical

Pacific as the driver of the dry-wet variability. All NIÑO indices are involved as causal parents

of all drought indices and in general with negative association at different time lags. This

association indicates that the warming over the tropical Pacific increases dry conditions over

the region and vice versa for wet condition, which is coherent with previous studies (Risbey

et al., 2009; Van Dijk et al., 2013). NIÑO1+2 acts as a driver of drought indices at shorter

time lags of 1 and 2 months, while the involvement of NIÑO3 and NIÑO4 are significant from

3 to 6-month time lags. Besides NIÑOs, IOD is negatively connected to the drought indices at

2-month time lags. SAM is positively associated mostly with the drought indices with the time

scales of 3 and 6 month at diverse time lags, a result which indicates that a positive SAM

during summer drives wet condition over the regions and vice versa (Risbey et al., 2009). The

PDO influences inversely the drought indices at the time lags from 2 to 6 months. The PSA

shows a negative association with the SPI-6 and SPEI-6 at 6-month, though with opposite sign

with the SPI-1 at 5-month time lag.



150

Weak associations of some indices, such as PSA in northeast Brazil and TSA in southeast

Australia, with the drought indices suggest limited influence of these modes of variability on

the regional drought conditions of the region, moreover, that these associations might be

merely artefacts of the data-driven regression analysis. Lastly, both in northeast Brazil and

southeast Australia, when the drought indices themselves are included as predictors of dry-wet

fluctuation, the values of their regression coefficients increase with the time scales of drought

indices. The SPI-6 and SPEI-6 present statistically significant association with themselves at

all time scales and with the highest coefficients, reflecting a strong persistent characteristic of

long-lasting dry or wet events.

Overall, the causal links between the climate indices and wet-dry variability of these regions

given by the CDA are coherent with the previous findings, which support the reliability of

the CDA method. The analysis demonstrates that the causal links of climate indices and

dry-wet variability over these regions depend on the duration of droughts and the time lags to

determine drivers.

Next, the CDA-based regression models are generated using the climate and drought indices

with the lead times from 1 to 6 months, and each drought index is hindcasted for 1957 – 2016

via the leave-one-out cross-validation. The performance skills of the CDA models are quantified

through different means (Figure A.6): the RMSE between the climatological means of the

observed and hindcasted drought indices, the RMSE between the observed and hindcasted

drought indices for 1957–2016, R2 of the regression models, and the BSS for negative drought

indices.

The RMSE resulting from comparing the climatological means of the observed and hindcasted

drought indices at different lead times (Figure A.6a) present relatively small values in all 12

months. The reason might be the small magnitudes of multi-year mean drought indices as the

time series are normalized relative to the period 1981–2010. However, this also indicates that

the hindcasted climatological means from the models do not differ much from those of the

observations. Therefore, the models reflect relatively well the mean drought conditions given by

the observation during the period 1957–2016.

For all hincasted drought indices, the RMSE exhibit lower values in northeast Brazil than in

southeast Australia (Figure A.6b). In northeast Brazil, the RMSE of drought indices generally

stays around 0.4, except for the SPI-3 at 1-month lead time and the SPI-1 and SPEI-1 at

5-month lead time which show the RMSE of about 0.5. In southeast Australia, the RMSE

range between 0.4 and 0.9. The lower values of RMSE are at the lead times from 1 to 3 months

for the SPI-3, SPEI-3 and SPEI-6. The RMSE of the SPI-1 and SPEI-1 exhibit no strong

variation with the lead times, with values of 0.7 and 0.8, respectively.

The R2 (Figure A.6c) that reflect the quality of the regression models, indicate that the

CDA-based fits are not appropriate to generate the SPI-1 and SPEI-1 of both regions, exhibiting

negative values in northeast Brazil and almost zero values in southeast Australia at all lead

times. Nevertheless, the R2 are positive for other drought indices and show the highest values,

which indicates a better fit, for the SPI-6 and SPEI-6. For these cases, the values of R2 decrease
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Figure A.6: a) RMSE between the climatological means of the observed and hindcasted drought indices, b)
RMSE between the observed and hincasted drought indices for 1957–2016, c) R2 of the regression models in b),
and d) BSS for negative drought indices.

with the lead times.

BSS for dry episodes shows a similar result as for the RMSE (Figure A.6d). Largely, the BSS

shows reduced values for the drought indices with the longer time scales, first with 6-, then

with 3-month. The BSS also indicates that the performance of the models for dry episodes is

better at short lead times of 1- and 2-month, and occasionally of 3-month.

Considering RMSE, R2 and BSS together, the CDA-based regression models perform well
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for the drought indices with longer time scales and at shorter lead times. Furthermore, the

performance and reliability of the models are good for the SPI-6 and SPEI-6, then for the

SPI-3 and SPEI-3.

A.5 Conclusions

We analyzed causal links between drought indices and large-scale circulation patterns during the

wet seasons in northeast Brazil and southeast Australia using a causal discovery algorithm (CDA)

(Runge et al., 2014, 2019). Using the CDA, time lagged drivers of the regional hydroclimate

variability are found and joint links of these drivers with drought indices are quantified.

We found that the CDA correctly detects the circulation patterns related to the hydroclimate

variability over these regions, resembling previous findings. In northeast Brazil, the CDA

reveals the importance of the tropical Atlantic SST gradient, ENSO, and IOD (Hastenrath,

2006; Marengo et al., 2018). In addition, the PDO is involved in the regional hydroclimate of

this region. Droughts in southeast Australia are influenced by ENSO, IOD and SAM (Risbey

et al., 2009; Van Dijk et al., 2013; Kiem et al., 2016). For the drought indices with longer time

scales, their past information is also involved as drivers of the present hydroclimate conditions.

This result reflects the persistent nature of long-lasting dry events indicating that memory

effects need to be considered. Overall, drivers of drought indices in these regions depend on the

time scale, namely the duration of events, and the considered time lag rather than the type of

drought, either meteorological or agricultural.

Moreover, the regression models based on CDA perform better for drought indices with

longer time scales, for instance the SPI-6 and SPEI-6 and at shorter lead times up to 3 months.

One reason of this performance is related to the delayed responses of the regional hydroclimate

to the large-scale climate circulation and to the memory effects.

A caveat of the CDA-based analysis employed in this study is that the causal links are derived

assuming linear relationships among variables. Hence, if some variables affect non-linearly the

variability of droughts, the CDA is not able to detect this. Nevertheless, the CDA provides

a wide range of flexibility in terms of using the initial input data. Its first step to select

statistically significant causal variables through direct and iterative pairwise partial correlations

allows to detect proper variables which are statistically independent among each other and

significantly correlated with the main target variable. This step reduces spurious associations

among variables, and avoids subjective criteria at selecting the drivers to quantify a joint

association. The method has shown its utility in understanding the causal drivers and their

combined effects on dry and wet fluctuation in two drought-prone regions in the southern

Hemisphere.

As these regions in the Southern Hemisphere are expected to experience an increase in

droughts (Lehner et al., 2017; Naumann et al., 2018), in terms of the frequency and duration,

more studies are needed to test and assess the stability of these flexible data-driven statistical

models under changing climate conditions, such as future global warming.
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Appendix B

Technical setup of CESM 1.2.2 on

the Cray XC40

This appendix provides a brief overview of the technical setup and performance of CESM 1.2.2

on a Cray XC40 Piz Daint (table B.1) at the Swiss National Supercomputer Centre in Lugano.

CESM 1.2.2 was installed on the Cray XC40 in 2017.

Table B.1: Overview of Cray XC40 (Daint)

Processors Multi-core Two Intel R© Xeon E5-2695 v4 @ 2.10GHz
Nodes 2 x 18 cores per node

Memory 64/128 GB
Operating System Cray Linux Environment

CESM was compiled using the intel 19.1.1.217 compiler. In order to choose an optimal

number of nodes to run the simulations, some performance tests were carried out by running

the 1850 control simulation experiment (B1850C5CN) with various configuration of nodes

(table B.2). The total number of nodes depends on the number of tasks allocated to each

component in CESM. The B1850C5CN experiment simulates the climate at the 1850 condition

and it includes a prognostic carbon-nitrogen cycle. The experiment was run with the horizontal

resolutions of 1.9◦ × 2.5◦ in the atmosphere and approximately 1◦ over the ocean. After the

tests, the final configuration of task allocation for each component in the CESM was set as

shown in table B.3.

Table B.2: Speed-up and wall time with the intel compiler for CESM on XC40

Nodes Wall time (s) Real speed-up Ideal speed-up

7 3749 1.00 1.00
11 2182 1.57 1.72
19 1365 2.71 2.75
37 1033 5.29 3.63

The chosen configuration in table B.3 yielded a model throughput of approximately 28 to 30

simulated years per day and a model cost of about 998 CPU hours per simulated year. A
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Table B.3: Distribution of tasks for each component in CESM1.2.2 on the XC40 (Daint)

Tasks Root Threads

Atmosphere 768 0 1
Land 336 0 1

Sea Ice 320 336 1
Ocean 480 768 1

Coupler 64 656 1

Total CPU 1248
Maximum task per node 36

model throughput is a measure of speed and a model cost is a measure of efficiency of runs.

Although, this configuration did not greatly exceed other configurations in terms of the model

cost, it resulted in a slightly better speed-up of simulations and a significant reduction in the

wall time (table B.2).

The speed of performance and the reduction of wall time were important factors that we

considered for a successful completion of long CESM simulations within the project period.

Hence, we concluded that the chosen configuration provided a good compromises between the

model costs, scalability and throughput, with an estimated time to complete one 3600-year

transient simulation of approximately 4 months. Additional technical details on porting CESM

1.2.2 on different machines and initiating simulations can be found in CESM user’s guide

(https://www.cesm.ucar.edu/models/cesm1.2/cesm/doc/usersguide/book1.html).

https://www.cesm.ucar.edu/models/cesm1.2/cesm/doc/usersguide/book1.html
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Thanks to Angélique for helping me with CESM and settle down in the new office during the

first year of my Ph.D.

... Rene Bleisch and Gunnar Jansen for the technical support dealing with CESM and the

never-ending storage issue.
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