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Abstract

Upper-level Rossby wave packets (RWPs) are one of the key drivers of surface weather. RWPs

can lead to extreme surface weather events. However, extreme impacts can also arise from long

spells of persistent weather. Recurrence of synoptic-scale RWPs, termed RRWPs, where RWPs

recur in the same phase over a short period, can also lead to persistent weather. The importance

of RRWPs has only been identified recently. This thesis aims to explore the role of RRWPs in

modulating persistent weather events and discover the atmospheric processes driving RRWPs.

First, the thesis quantifies the significance of RRWPs for dry and wet spells across the globe.

Persistent dry spells can lead to droughts, make heatwaves more extreme, and increase the risk

of forest fires. The thesis finds that RRWPs are significantly associated with longer dry and wet

spells across the globe. The case studies further demonstrate the role of RRWPs during episodes

of dry and wet spells, respectively.

Next, the thesis explores the role of RRWPs for hot spells in the SH. For the hot spells, RRWPs

are significantly associated with longer hot spells over several regions, including south-eastern

Australia (SEA), a region that has seen increasingly extreme heatwaves in recent decades. Mo-

tivated by that, the importance of RRWPs for the set of most persistent and extreme SEA

heatwaves is explored further. The role of RRWPs during SEA heatwaves is demonstrated by

two case studies of 2004 and 2009 SEA heatwaves, where RRWPs help to build recurrent ridges

over SEA. Furthermore, days with RRWP conditions over SEA are associated with an increased

probability of SEA heatwaves.

Given the vital role of RRWPs for SEA heatwaves, the thesis sets out to find the association of

RRWPs with other atmospheric drivers of persistent weather, namely, atmospheric blocks and

quasi-resonance amplification (QRA). QRA conditions were also detected during some episodes

of the most persistent and extreme SEA heatwaves. We find that RRWPs and QRA are closely

associated in the SH, with 40% of QRA days also featuring RRWP conditions. We study their

close association with upper-level composite maps and discuss the similarities and differences in

the algorithm used to identify them. For the link of RRWPs and QRA with blocks in SH, we

find an insignificant increase in the median area of blocks for days with RRWP than without and

a slight decrease for QRA days than non-QRA days. We also find substantial differences in the

spatial distribution of blocks between QRA days and RRWP days.

Motivated by the vital role of the RRWPs, the latter part of this thesis investigates the causal

drivers of RRWPs in the North Atlantic for the winter and summer seasons. RRWP episodes

for summer and winter are used to identify possible causal drivers of RRWPs, whose relevance is

subsequently examined in a causal network (CN) framework. The CNs reveal that local changes

over the Atlantic in atmospheric blocking and low wavenumber background flow primarily drive



ii

RRWPs for both seasons. RRWPs also have feedback on background flow and blocks. In winter,

tropical forcing has an indirect link with RRWPs, which drives background flow changes over

the Pacific, and subsequently modifies background flow over the Atlantic. In summer, a direct

link from background flow over the Pacific to RRWPs exists. CNs also reveal a robust link from

extratropics to tropics in the summer, where background flow over North Atlantic drives changes

in the background flow over the Pacific.
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Chapter 1

Introduction

1.1 Motivation

Severe impacts can not only occur from extreme weather events but also less-than-extreme but

persistent periods of anomalous weather, termed persistent weather (Handmer et al., 2012). Per-

sistent weather can intensify droughts, forest fires, and floods, and have cascading impacts on

increase in mortality, agriculture and food security, increase in electricity demand, and increased

insurance losses. Therefore, understanding atmospheric drivers behind persistent weather is es-

sential to improve their prediction and estimate how these events will change with climate change.

In the past, stationary upper-level anticyclones have been identified as an essential driver of per-

sistent weather (e.g., Barriopedro et al., 2011; Drouard and Woollings, 2018; Kautz et al., 2022).

However, propagating synoptic-scale Rossby wave packets, repeating in the same phase over a

short period, have been observed during several persistent weather events in the Northern Hemi-

sphere (NH) mid-latitudes (Davies, 2015; Hoskins and Sardeshmukh, 1987; Fragkoulidis et al.,

2018; Barton et al., 2016). Röthlisberger et al. (2019) identified such propagating Rossby wave

packets and termed them Recurrent Rossby wave packets (RRWPs).

To study the association of RRWPs with persistent hot spells in the NH, Röthlisberger et al.

(2019) developed a metric R to quantify RRWPs. The metric R quantifies the strength of

RRWPs by extracting the envelope of the synoptic-scale wavenumbers (k=4–15) recurring in a

short period. As shown in Figure 1.1, R attains high values when synoptic-scale Rossby waves

amplify and recur in the same phase on a weekly scale. Subsequently, using R as a measure

of RRWP strength, Röthlisberger et al. (2019) showed that RRWPs significantly increase the

duration of hot spells over several regions in the NH, thus, leading to persistent weather.

Barton et al. (2016) showed that RRWPs were associated with several episodes of temporal

clustering of extreme precipitation events over southern Switzerland. Such events could cause

large-scale flood events. Similarly, long periods of dry spells can lead to droughts and impact

agriculture. They can also increase the risk of forest fires. Therefore, it is crucial to identify

1
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Figure 1.1: The metric R for the 1983 event discussed in Chapter 2. All panels show longitude vs

time Hovmöller diagrams. (a) shows merdional wind at 250 hPa, V250 averaged between 35° and
65° N, (b) the metric R in ms−1. Black contours in the panels show R = 10 ms−1. Dashed arrows

show approximate longitude-time propagation of the respective Rossby wave packets comprising

the RRWP.

whether RRWPs can be an essential atmospheric driver for dry and wet spells.

Given the significance of RRWPs for hot spells in the NH, one may ponder if RRWPs are also ob-

served in the Southern Hemisphere (SH), or is it a feature unique to the NH due to the difference

in orography and stationary forcing between the two hemispheres? If RRWPs are observed in the

SH, then it is vital to investigate if they can be an essential driver of persistent hot spells in the SH.

Furthermore, several studies have reported amplified quasi-stationary patterns in the upper-level

meridional winds during recent NH mid-latitudinal heatwaves (Wolf et al., 2018). These patterns

are diagnosed by taking bi-weekly to monthly mean of meridional winds. Therefore, they can

arise by Rossby waves having low phase speeds or fast propagating Rossby waves recurring in

the same phase, i.e., RRWPs. RRWPs were observed during several episodes of NH heatwaves

displaying a quasi-stationary pattern, e.g., the 2010 Russian heatwave (Fragkoulidis et al., 2018).

Quasi-Resonant Amplification (QRA) has been proposed as another mechanism that can produce

amplified quasi-stationary waves (Petoukhov et al., 2013). QRA conditions arise in the presence

of a meridional waveguide and suitable thermal and orographic forcings. QRA hypothesis sug-

gests that during suitable conditions identified in (Petoukhov et al., 2013) and discussed in detail

in Kornhuber et al. (2017b), synoptic-scale waves are trapped in the waveguide and interact with

stationary waves to produce non-linear wave amplification (Petoukhov et al., 2013; Kornhuber

et al., 2017a,b). QRA conditions have been diagnosed for several recent heatwave events: the
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Russian heatwave of 2010 (Petoukhov et al., 2013), and the heatwaves of summer 2018 in the NH

midlatitudes (Kornhuber et al., 2019). Furthermore, QRA periods during several heatwaves were

composed of RRWPs, such as the European heatwave in 1994 and the Russian heatwave in 2010

(Fragkoulidis et al., 2018; Röthlisberger et al., 2019). The three drivers of persistent weather,

QRA, blocks, and RRWPs, have been studied in isolation so far. Hence, it is of interest to study

the association between the three. The climatological frequency of co-occurrence of QRA and

RRWPs is unknown, as are the potential interactions between the two.

The findings of the association of RRWPs with persistent weather and the numerous case studies

in the thesis establish the importance of the RRWPs for persistent high-impact weather. Hence,

the remainder of the thesis is focused on finding the meteorological drivers of RRWPs. Under-

standing the drivers of RRWPs will also help to better understand how atmospheric flow will

change with climate change.

RRWPs require mechanisms that influence both the formation of the waves and their phases.

Transient Rossby waves may be triggered by mid-latitude diabatic heating (e.g., Grams et al.,

2011; Röthlisberger et al., 2018) or active tropical convection (e.g., Davies, 2015), and subse-

quently amplified by baroclinic instability (Charney, 1947; Pierrehumbert and Swanson, 1995).

Several model and observational studies have shown tropical and mid-latitude teleconnections

whereby active tropical convection can act as a Rossby wave source (e.g., Sardeshmukh and

Hoskins, 1988; Hoskins and Ambrizzi, 1993; Trenberth et al., 1998; Stan et al., 2017). In the

presence of a strong and narrow jet, the resulting Rossby waves are ducted into the jet waveguide

and propagate downstream along the jet. Several studies have suggested this teleconnection to be

a precursor to North Atlantic weather regimes (e.g., Cassou, 2008; Lin et al., 2009; Straus et al.,

2015; Davies, 2015; Stan et al., 2017; Fromang and Rivière, 2020). Active tropical convection can

also influence non-linear Rossby wave dynamics in the Pacific with effects downstream over the

Atlantic. Furthermore, recurving tropical cyclones undergoing an extratropical transition have

been linked to Rossby wave amplification downstream (Quinting and Jones, 2016; Riboldi et al.,

2019) and have shown to initiate Rossby waves in case studies (Barton et al., 2016).

RRWPs may have close associations with atmospheric blocks and background flow. Blocks can

modulate the phase of Rossby waves and may also initiate Rossby waves downstream (Altenhoff

et al., 2008). Feedback may also exist between RRWPs and blocks. RRWPs are composed of

transient eddies, which can sustain blocks (e.g., Shutts, 1983; Hoskins and Sardeshmukh, 1987).

Furthermore, blocking onset can be forced by transient eddies (e.g., Ma and San Liang, 2017).

Background flow may modulate wave propagation, and the meridional displacement of isentropic

Potential Vorticity contours may be larger in a weaker zonal flow (Hoskins and Woollings, 2015).

With the possible drivers of RRWPs motivated above, a combination of theory and recent ad-

vancements in data-driven tools are used to identify the drivers. Graph-based Bayesian networks

are used to test the causality. Such networks output the relevant drivers as a graph-based causal
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network (CN) (Pearl, 2009). Several studies have vouched for the use of causal networks in at-

mospheric sciences as they can help to remove spurious conclusions of association between two

variables based on correlation analysis (Runge et al., 2019a; Barnes et al., 2019; Kretschmer

et al., 2021). Spurious links can arise: when the two variables are highly auto-correlated, when

a common driver is driving the two variables, when the link is indirect and mediated through an

intermediate driver (see Fig. 1 Kretschmer et al., 2016). CNs based on conditional independence

tests offer to address such spurious links (Pearl, 2009). However, in a system driven by physics,

care should be taken while using purely data-driven approaches (Saggioro and Shepherd, 2019).

Therefore, a theory-guided approach is adopted to supplement the CNs as in other works (e.g.,

Di Capua et al., 2020).

1.2 Aims and Outline

Figure 1.2: Figure shows theme of this thesis. The box shows potential drivers of RRWPs inves-

tigated here. The dashed lines show unexplored links.

Figure 1.2 illustrates the theme of this thesis, where the dashed arrows show the unknown links.

The first part of the thesis explores the importance of RRWPs in driving persistent weather on

a climatological scale. The second part of the thesis aims to find out the processes driving RRWPs.

Chapter 2 explores the association of RRWPs with dry and wet spells on a climatological scale.

It demonstrates the significance of RRWPs in increasing the persistence of dry and wet spells

for both NH and SH. The chapter supports the statistical analysis by presenting case studies

demonstrating the key role played by RRWPs for persistent dry and wet spells.

Chapter 3 explores the role of RRWPs for the SH hot spells. Furthermore, it evaluates the im-

portance of RRWPs for the most extreme and persistent heatwaves in south-eastern Australia
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(SEA). It shows two case studies of SEA heatwaves demonstrating the role of RRWPs in building

up recurrent upper-level ridges over SEA.

Chapter 4 studies the association of RRWPs with other atmospheric drivers of persistent weather,

namely, atmospheric blocks and quasi-resonance amplification (QRA). QRA has been suggested

as one of the mechanisms that could drive spatially-concurrent blocking episodes. Furthermore,

QRA conditions were also detected during some episodes of the most persistent and extreme SEA

heatwaves. Therefore, Chapter 4 aims to study the co-occurrence between the three atmospheric

features: RRWPs, blocks, and QRA in the SH.

In the last part of the thesis, I aim to discover the drivers of RRWPs. Chapter 5 finds the causal

drivers of RRWPs over the North Atlantic during winter and summer. A set of top RRWP events

over the Atlantic show the synoptic features before the RRWP events in winter and summer. Fur-

thermore, the chapter discusses the similarities and differences between the winter and summer

RRWP events and the implications of the findings of the CNs.
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Chapter 2

Recurrent Rossby wave packets

modulate the persistence of dry and

wet spells across the globe

The following chapter was published in the journal Geophysical Research letters titled as ”Recur-

rent Rossby wave packets modulate the persistence of dry and wet spells across the globe” (Ali

et al., 2021). The manuscript is co-authored with Olivia Martius and Matthias Röthlisberger.

2.1 Key Points

1. Recurrent Rossby wave packets significantly alter (lengthen or shorten) the persistence of

both wet and dry spells in the extratropics.

2. They lengthen or shorten dry (wet) spells through the recurrent formation of ridges

(troughs) in the same area.

3. Recurrence of transient Rossby waves should be considered as a key dynamical mechanism

for fostering persistent surface weather.

2.2 Abstract

Persistent dry and wet spells can arise from stationary weather situations or recurrent flow pat-

terns and result in significant socio-economic impacts. Here, we study the effects of recurrent

synoptic-scale transient Rossby wave packets (RRWPs) on the persistence of dry and wet spells

using the ERA-Interim reanalysis data.

RRWPs significantly alter (decrease and increase) dry and wet spell persistence across the globe.

Spatial patterns of statistically significant links between RRWPs and spell durations arise from

the superposition of a zonally symmetric component and a wave-like component that is mod-

ulated by local factors such as orography and the position relative to major moisture sources.

7
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The zonally symmetric component is apparent during the Northern Hemisphere winter and dom-

inates the Southern Hemisphere signal in winter and summer. The wave-like component appears

primarily in the Northern Hemisphere, changes its wavenumber with the season and is thus, con-

ceivably related to stationary wave dynamics.

2.3 Introduction

Persistent extreme surface weather events pose a threat to food security, health, livelihood, and

property (Kornhuber et al., 2020; Raymond et al., 2020; Rudd et al., 2020; Sivakumar, 2020).

Persistent dry conditions can lead to droughts and exacerbate wildfires, whereas persistent wet

conditions can lead to flooding. On multi-day to sub-seasonal timescales, persistent conditions

may offer windows of high predictability but remain challenging for numerical weather forecast

models (Ferranti et al., 2015; Matsueda and Palmer, 2018). Therefore, fundamental process un-

derstanding is essential for improving forecasts of such events (Quandt et al., 2017; Webster et al.,

2011), and to reduce uncertainties in the future climate projections.

Persistent dry and wet spells are often related to slow-moving or stationary weather systems.

Quasi-stationary blocking anticyclones (e.g., Rex, 1950; Pelly and Hoskins, 2003), are associated

with subsidence, and thus, they often exhibit clear-sky conditions in their central and downstream

part. Subsidence and increased shortwave radiation at the surface leads to hot and dry surface

anomalies (e.g., Li et al., 2020; Pfahl and Wernli, 2012; Xu et al., 2020; Zschenderlein et al.,

2020; Quinting et al., 2018). The persistence of the blocking anticyclones can then result in long-

lasting heatwaves and persistent dry spells (Fang and Lu, 2020; Röthlisberger and Martius, 2019).

Persistent wet spells can arise as a result of slow-moving and stalling tropical and extratropical

cyclones (e.g., Risser and Wehner, 2017; Rhodes, 2017), persistent monsoon circulation patterns

(e.g., Fang et al., 2012) , stationary cut-off lows (e.g., Lenggenhager et al., 2019), and as a result

of an eastward extension of the jet over the Atlantic (e.g., Blackburn et al., 2008; Schaller et al.,

2016). Quasi-stationary waves, in particular those spanning an entire hemisphere, can also be

associated with both persistent dry and wet spells around the globe (Coumou et al., 2014; Korn-

huber et al., 2017b; Stadtherr et al., 2016; Wolf et al., 2018). However, besides stationary drivers,

a number of studies have identified recurrent (rather than stationary) large-scale circulation as a

cause for persistent surface weather (e.g., Drouard and Woollings, 2018; Michelangeli et al., 1995).

Recurrence of transient weather systems in the same area on sub-seasonal timescales can be as-

sociated with persistent extreme surface temperature conditions. A statistically significant link

exists between recurrent Rossby wave packets (RRWPs) and the persistence of winter-cold and

summer-hot spells over large areas in the Northern Hemisphere midlatitudes (Röthlisberger et al.,

2019). Such RRWP events are characterized by the repeated passage of transient synoptic-scale

Rossby wave packets in the same phase at the same longitude. Both recurrent ridging or trough-

ing due to RRWPs can result in persistent hot and cold spells (Röthlisberger et al., 2019). A
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few notable examples of RRWPs inducing persistent surface weather are the 1994 Central Euro-

pean heat wave (Röthlisberger et al., 2019), the anomalous Northern Hemisphere 2013-14 winter

(Davies, 2015; Wolter et al., 2015), and flooding in the Southern Alpine region in fall 1993 (Bar-

ton et al., 2016).

Röthlisberger et al. (2019) quantified the climatological effect of RRWPs on the duration of tem-

perature spells in the Northern Hemisphere, while the other studies cited above present case

study-based evidence for a link between RRWPs and persistent wet and dry spells. However, a

systematic and global evaluation of the effect of RRWPs on the persistence of dry and wet spells

is so far missing. The purpose of this paper is twofold: Firstly, we aim to identify regions where

the persistence of these spell types is significantly altered by RRWPs. Secondly, we discuss the

physical processes linking the upper-level RRWPs to persistent wet and dry surface conditions

based on example cases.

2.4 Data and Method

This study uses ERA-Interim (ERA-I) reanalysis data (Dee et al., 2011) on a 1° by 1° spatial

resolution for the period 1980–2016. Atmospheric fields are used at 6-hourly temporal resolution.

Atmospheric blocking is identified based on upper-level negative potential vorticity (PV) anoma-

lies as in Schwierz et al. (2004), but with slight modifications (Rohrer et al., 2018).

Daily aggregated precipitation data is used for the identification of dry and wet spells at each

grid point. Days with accumulations below (exceeding) 1 mm are classified as dry (wet) days.

Spells separated by a one-day gap are merged into one continuous spell. From the resulting sets

of dry and wet spells, all spells lasting less than 5 days are discarded, as we motivate our study

from an impacts point of view. This procedure results in a set of ng spells at each grid point g,

each with durations Dg,1, . . . , Dg,ng (Figures A.1 and A.3). We assess the effect of RRWPs on dry

(wet) spell durations in both the hemispheres, separately for extended summer (May-–October,

MJJASO) and extended winter (November-–April, NDJFMA), using a Weibull regression model

following Röthlisberger et al. (2019). The notation used here is consistent with theirs

The metric R is a simple measure of RRWP strength derived from Hovmöller (time-longitude)

diagrams of instantaneous meridionally averaged (35° N and 65° N) meridional wind at 250

hPa (v250). The R-metric is in essence the envelope of a time (two week running mean) and

wavenumber (WN) filtered (WN=4 to WN=15) v250 field (Röthlisberger et al., 2019).

Figure 2.1 illustrates the steps to compute R. To calculate, first the two-dimensional merid-

ional wind fields are averaged between 35° and 65° N at each time step, vma(λ,t). Then, 14.25

day running-mean fields are computed, vtf (λ, t) to smooth out high-frequency transients. Next,

vtf (λ, t) is transformed into the frequency domain using a fast Fourier transform over longitude,

v̂tf (k, t). Finally, an inverse Fourier transform is applied to calculate the envelope of only the
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Figure 2.1: Computation steps for the metric R for the 1983 event. All panels show longitude

vs time Hovmöller diagrams. (a) shows merdional wind at 250 hPa, v250 averaged between 35°
and 65° N, vma(λ,t), (b) vtf (λ, t), (c) vtf,wvnf (λ, t), and (d) R(λ, t). Black contours in the panels

show R = 10 ms−1.

synoptic scale wavenumbers (k = 4–15), vtf,wvnf (λ, t). Thus, R(λ, t) for each longitude λ and

time t is calculated as:

R(l, t) = |2
15∑
k=4

v̂tf (k, t)e
2πikl/N |, (2.1)

We have computed this metric also for the Southern Hemisphere from meridionally averaged (35°
S and 65° S) v250. We used the respective R as a covariate in a Weibull regression model fitted

separately to dry and wet spell durations at each grid point poleward of 20° N and 20° S, respec-
tively. Only grid-points that have at least 40 spells in the respective season during 1980-2016 are

considered.

The Weibull model is more complex compared to the standard Gaussian linear model but, it

allows us to assess changes in all quantiles of the modelled spell duration distribution per unit in-

crease in each covariate (Supplementary Material Röthlisberger et al., 2019). Thus, it is possible

to assess the effect of RRWPs via the covariate on the entire distribution of spell durations. While

the statistical analysis can reveal covariability between and the spell durations, the causality in

our statistical arguments is based on the case studies cited above and shown later here and in

the Supplementary Material.

The Weibull model is fitted at each grid point and is only briefly introduced here for an arbitrary

grid point g. First, a representative value of R R̃lon(λg, i) is assigned to each spell i occurring at

this grid point (with longitude λg), which quantifies how recurrent the synoptic scale waves are in
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the 60° longitudinal sector centred on λg during the lifetime of a spell i (Eq. 1). To calculate the

R̃lon(λg, i), the raw R-metric, which is a function of longitude and time, is longitudinally averaged

within the 60° longitudinal sector centred on λg for each time step. Then, the representative R

value R̃lon(λg, i)) of spell is computed as the median of these longitudinally averaged R values

Rlon(λ, t) during the lifetime of the spell (from tstart till tend):

R̃lon(λg, i) = median{Rlon(λ, t), t = tstartg,i , ..., tendg,i } (2.2)

The Weibull model fitted to the spell durations Dg,1, ..., Dg,ng at each grid point g is given by:

ln
(
D

(g)
i

)
= α0,g + α1,gR̃λg ,i +

6∑
j=2

αj,g mj

(
tstartg,i

)
+ σgεg,i i = 1, . . . , ng, (2.3)

where αj,g, j = 0, . . . , 6, are the regression coefficients, εg,i are the error terms following the

standard extreme minimum value distribution and σg > 0 is a scale parameter. Additionally,

m2, . . . ,m6 are covariates representing dummy variables for each month (DJFMA/JJASO) to ac-

count for seasonal variations in spell durations and R (Röthlisberger et al., 2019). The intercept

α0,g represents the starting month (November/May). Fitting the model to spell durations at each

grid point then results in maps of regression coefficients αj,g, j = 0, . . . , 6 where α1,g represents

the effect of R̃ on the spell durations. The null hypothesis examined here is that RRWPs have

no effect on the duration of dry and wet spells, which is rejected at a grid point g if α1,g is

significantly different from zero. Two-sided significant departures of α1,g from zero are identified

as in Zhang (2016) at a significance level of 0.025 and 0.975.

Hereafter, we present the exponentiated regression coefficient exp(α1) called “acceleration factor”

(AF) in survival analysis applications (e.g., David W. Hosmer, 2008; Zhang, 2016; Röthlisberger

et al., 2019). The AF exp(α1,g) depicts the factor by which all quantiles of the spell duration

Dg at a grid point g changes per unit increase in the covariate R̃lon(λg, i) (David W. Hosmer,

2008). Here, we use the AFs to identify statistically significant links between RRWPs and spell

durations, and therefore focus on regions where AF is significantly larger or smaller than 1, and

not on the AF values themselves. Regions with AF>1 (AF < 1) experience significantly increased

(decreased) spell durations with an increasing R value, i.e., during RRWP conditions. We tested

the sensitivity of our results to changes in the minimum spell duration and the gap duration

parameters. We found consistent AF patterns for the minimum spell durations of 4, 5, 6 days

with the respective gap duration of 0 and 1 day. We also test the goodness-of-fit of our model

with an Anderson-Darling test at significance level 0.01, exactly as in (Röthlisberger et al., 2019).
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2.5 Results

2.5.1 Examples of persistent wet and dry spells during RRWPs

Two case studies serve to introduce key concepts of this study: a persistent wet episode in Spain,

and a persistent dry episode in Brazil. During April-May 1983, persistent wet conditions over

the Iberian Peninsula led to a 35-day long wet spell at a grid-point in western Spain (red cross

in Figure 2.2a). The daily precipitation accumulation exceeded the local 90th percentile for 11

days during this spell. While blocking was present over south Greenland during the first 10 days

of the spell (Figures 2.2b and 2.4a), a series of additional (and clearly distinct) transient wave

packets moved across the Atlantic during the subsequent three weeks, which resulted in contin-

uously high R values between 60° W and 30° E (Figure 2.2b). Recurrent flow conditions over

the eastern Atlantic (Figure 2.2b) resulted in repeated advection of moist air to north-western

Spain. Concurrently, precipitation anomalies were also present upstream over the Atlantic basin

and downstream in the Mediterranean, all of which were associated with a wave pattern over

the Atlantic basin (Figures 2.2 b and 2.4a), and consequently high R values. Note that no cir-

cumglobal wave pattern was present. The negative precipitation anomalies were co-located with

the ridges and the positive precipitation anomalies were located downstream of the trough axes

(Figure 2.4a). Interestingly, during this period, atmospheric blocks were also frequent over the

Gulf of Alaska (Figure 2.4a).

In November 1985, recurrent Rossby waves were associated with persistent dry conditions over

São Paulo, Brazil, and surroundings (Figure 2.3). A series of recurrent and non-stationary Rossby

wave packets moved across the Southern Pacific in quick succession. It resulted in recurrent ridg-

ing over São Paulo (Hovmöller plot in Figure 2.3b). The wave pattern is also evident in the

PV composite for this period (Figure 2.4b). Interestingly, blocking was not present over the

São Paulo region, but two blocks appear over the Indian Ocean (south of Australia), one in the

beginning and one towards the end of this period. There is an indication of anticyclonic wave

breaking happening upstream of Patagonia in the Southern Pacific Ocean (Figure 2.4b).

Two additional case studies are included in the Supplementary material (Figures S5 and S7).

These case studies clearly illustrate that besides blocking, recurrent amplification of troughs and

ridges in the same geographical areas can also foster persistent dry and wet spells on subseasonal

timescales. In the remainder of this study, we, therefore, quantify the effect of RRWPs on the

persistence of dry and wet spells.

2.5.2 Rossby wave recurrence associated with dry spells

Next, we present AF fields and begin with dry spells in the Northern Hemisphere. Recall that

AF > 1 (AF < 1) indicates a significant increase (decrease) of spell durations during RRWPs

(i.e., for large values of R). Figures 2.5a and 2.5b show that RRWPs significantly affect the
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Northern Hemisphere dry spell durations during both the extended summer (MJJASO) and the

winter (NDJFMA) seasons. However, this effect varies in sign depending on the region and the

season. A positive effect of RRWPs on MJJASO dry spell durations is, for example, apparent

in North America, central Europe, and eastern China (Figure 2.5a), while a negative effect is

evident, for example, over eastern Iberia, western Greenland, and numerous subtropical regions.

Moreover, during MJJASO, some indication of a wave-like pattern is evident, in particular be-

tween 120° W and 60° E in the extratropics. During the NDJFMA (Figure 2.5b), significant

Northern Hemisphere AF patterns have clear latitudinal structure, with widespread AF < 1 in

the subtropics and the Arctic. Moreover, the mid-latitudes again feature a rather wave-like AF

pattern (approximately WN 4) in the extratropics, in particular over the US and the Atlantic.

Note that in both seasons widespread AF > 1 regions are present in the mid-latitudes, but only

some parts of the US have AFs > 1 in both seasons (Figures 2.5a and 2.5b).

Moving on to the Southern Hemisphere (SH) dry spells, we find that RRWPs significantly affect

dry spell durations during MJJASO and NDJFMA, albeit more strongly during the latter (Figure

2.5). During NDJFMA, AFs > 1 are found over parts of subtropical South America, south-eastern

Australia, and New Zealand, and AFs < 1 over parts of Patagonia, southern Africa, and northern

and central Australia. Moreover, the majority of the AFs > 1 are present in the mid-latitudes.

During MJJASO, however, the AF field shows a patchy structure, with coherent regions of sta-

tistically significant AFs (<1) primarily in the subtropics and along the Antarctic coast.

2.5.3 Rossby wave recurrence associated with wet spells

Similarly, for wet spell durations, the effect of RRWPs is dependent on the region and the season

(Figure 2.6). In the NH, there are coherent regions with significantly longer wet spells during MJ-

JASO in western Europe (France, Iberia) and western Russia (Figure 2.6a). In contrast to AFs

for dry spells, for wet spells there are only few North American grid points with AFs significantly

different from zero (cf. Figures 2.5a and 2.6a). During NDJFMA, RRWPs are associated with

longer wet spells mainly over eastern Europe and the Mediterranean (Figure 2.6b), whereas large

and reasonably coherent regions of AFs < 1 appear over the eastern North Atlantic (including

Ireland, the UK) as well as over North-western Russia. Furthermore, no latitudinal structure

in the wet-spell AFs is apparent in the Northern Hemisphere. However, note that many high-

latitude and subtropical areas are excluded from this analysis due to too few wet spells.

In contrast, in the SH (Figure 2.6), the AF fields exhibit a clear latitudinal structure that is

evident in both seasons. The AF patterns indicate an increase of wet spell durations associated

with RRWPs between 30° S and 50° S, and a decrease of wet spell durations associated with

RRWPs south of 50° S. In particular, positive AF regions are apparent for both seasons over

subtropical South America and parts of New Zealand.
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Figure 2.2: An example wet spell during 1983-04-16 till 1983-05-21. (a) Anomalous daily precip-

itation (mm) compared to ERA-I daily climatology (1979-2018) aggregated for the spell duration.

Dashed contour shows 2PVU at the 330 K isentrope averaged for the spell duration. (b) Bars

show aggregated daily precipitation at location ‘X’ (43°N, 7°W) in (a), red when precipitation is

in the spell period and above 1 mm threshold, else grey. The Hovmöller diagram in (b) shows

35°N–65°N averaged meridional wind at 250 hPa. Black dotted lines in (b) mark the onset and

end of the spell at ‘x’ in (a). Grey contours show R values of 8, 10, 14 ms−1. Stipplings depicts

longitudes at which at least one grid point in 20°N–70°N featured an atmospheric block while the

dash-dotted lines indicate the approximate longitude–time trajectory of the Rossby wave packets

(i.e., group propagation).
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Figure 2.3: (a) and (b) same as Figure 2.2 but for a dry spell event at 24°S, 48°W (Brazil)

during 1985-11-06 till 1985-11-20. Dashed contour in (a) shows -2PVU at the 345 K isentrope

averaged for the spell duration. The Hovmöller diagram and the R-metric has been computed for

35°S–65°S. Grey contours in (b) show R values of 8, 10, 12 ms−1.
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Figure 2.4: (a) PV at the 335K isentrope averaged over the duration of wet spell shown in Figure

2.2. (b) Same as in (a) but at the 345K isentrope for the dry spell examined in Figure 2.3.

Daily precipitation anomalies are aggregated for the spell duration having precipitation anomalies

greater than 40 mm (less than -40 mm) and are indicated by the corresponding hatches (see

legend). Dashed contours show blocking frequencies in percent. The ‘X’ indicates the grid points

for which the precipitation time series are shown in panels (b) of Figures 2.2 and 2.3.
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Figure 2.5: Statistically significant acceleration factors for (a) MJJASO and (b) NDJFMA dry

spells. Northern Hemisphere (Southern Hemisphere) grid points show AFs from a Weibull model

with the NH (SH) R-metric as a covariate, respectively. AFs between 20°S and 20°N are masked

out to visually sperate AFs for Northern (Southern) Hemisphere R. Lined hatches show areas

excluded from the regression model due to too few spells. Stippling denotes areas where the spell

durations do not fit our Weibull model based on an Anderson-Darling test at significance level

0.01.
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Figure 2.6: Same as Figure 2.5 but for (a) MJJASO and (b) NDJFMA wet spells.
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2.6 Discussion

Our results demonstrate that recurrence of transient Rossby waves significantly affects the per-

sistence of dry and wet spells. However, its effect can take either sign; it can both increase or

decrease wet and dry spells.

Most regions where RRWPs are associated with a decrease in spell durations are regions where

persistence is large climatologically, for example, in the subtropics and the Arctic for dry spells,

and in the storm track regions for wet spells (for median spell durations see Figures S2 and S4).

This implies that the recurrent troughs and ridges can interrupt wet and dry periods in these

regions and reduce persistence.

The AF patterns for wet and dry spells arise from a combination of three components: a zonally

symmetric component, a wave-like component, and a local component. The zonally symmetric

component is most coherent in winter. It is characterized by distinct latitudinal bands in the

AFs: with increased wet spell persistence on the equatorward side of the storm tracks (most

evident in winter for NH Pacific and SH storm tracks), and reduced wet spell persistence in

the central part of the storm tracks (both for NH Pacific and Atlantic, and SH storm tracks in

winter). Furthermore, it features increased dry spell persistence in the parts of North Atlantic

(NDJFMA) and the South Atlantic (MJJASO) storm tracks and reduced dry spell persistence

in the subtropics and Arctic.

The zonally symmetric part can be understood by recalling that RRWPs are highly amplified flow

situations. Hence, they lead to increased moisture transport into the polar regions and frequent

RWB. The increased polar moisture transport can interrupt dry spells (e.g., Ali and Pithan, 2020;

Papritz and Dunn-Sigouin, 2020; Uotila et al., 2013) . Similarly, frequent RWB can foster unusu-

ally persistent wet conditions on the equatorward flank of the storm tracks (e.g., de Vries et al.,

2013; De Vries, 2021) and interrupt dry spells by triggering convection (e.g., Funatsu and Waugh,

2008; McTaggart-Cowan et al., 2008). Recurrent ridging in the central part of the storm tracks

(which are climatologically very wet regions) can shorten wet spells there Wernli and Schwierz

(2006). The zonally symmetric part has also been discussed in (Röthlisberger et al., 2019) (their

Figure 10a), but for persistent cold spells in winter.

The wave-like component in the extratropical AF fields is relevant for dry spells in the NH and

is more evident during boreal winter (Figures 2.5b and 2.6b). A similar wave-like component

has also been reported by (Röthlisberger et al., 2019) (their Figure 10b) for NH hot spells dur-

ing summer, having a wavenumber 6-7. However, there is no clear circumglobal wavenumber

for the AF patterns of dry and wet spells. The presence of such a wave-like component in the

AFs implies that the RRWPs occur in preferred phases, i.e., the formation of troughs/ridges

within RRWPs occurs in preferred geographical regions. In areas where RRWPs increase wet

spell duration, potentially recurrent highly amplified upper-level troughs contribute to frequent
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precipitation along their downstream flank via quasi-geostrophic lifting. For example, the wet

spell case in Spain during April-May 1983 described before, where recurrent troughs were present

just east of the Iberian west coast (e.g; Figures 2.2 and 2.4a). Similarly, in areas where RRWPs

are associated with longer dry spell durations, potentially recurrent upper-level ridges ensure dry

and stable conditions (e.g., Figures 2.3 and 2.4b). Moreover, the lack of such a wave signal in the

SH extratropics and the wavenumber dependence on the season (change from WN4 in winter to

WN6 in summer) suggests that the wave component in the AF fields is related to the stronger

planetary waves in the NH that organise the transient eddies in preferred phases. However, note

that the wave patterns should not be interpreted as occurring concomitantly and hence, as a

circum-hemispheric wave. Although, such Rossby wave packets might exist, but we cannot infer

their presence from the AF patterns. It remains to be investigated to what extent this wave-

like component in the AF field relates to Quasi Resonance Amplification, etc (Kornhuber et al.,

2017b).

Finally, the intricacies of local effects such as orography and moisture availability also affect AF

patterns. For example, the case study shown in Figures 2.2 and 2.3 illustrates a long-lasting

wet spell that is conceivably also affected by local orography. Furthermore, moisture transport

is typically from the ocean towards the land and cannot cross major mountain ranges. This

implies that local geography (coastline, mountain ranges, etc) play a role in determining whether

a particular flow configuration is conducive to more/less persistent dry or wet spells.

2.7 Conclusion

Previously, mainly the stationary flow has been considered as an important driver of persistent

weather conditions. Here, we demonstrate the importance of recurrent transient synoptic-scale

Rossby wave packets (RRWPs) for persistent dry and wet conditions. RRWPs provide a non-

stationary mechanism for modulating persistent surface weather. (Röthlisberger et al., 2019)

showed that RRWPs affect Northern Hemisphere temperature spells. Here, we demonstrate that

RRWPs also significantly affect the duration of dry and wet spells globally by significantly short-

ening or extending the persistent dry/wet conditions. Spatial patterns of statistically significant

regression coefficients feature superimposed components, a zonally symmetric component, and

a wave-like component that are modulated by local effects, presumably arising from the local

geography, such as orography or the position relative to major moisture sources. The zonally

symmetric component is apparent during the Northern Hemisphere winter and dominates the

Southern Hemisphere signal in both the seasons. The wave-like component appears primarily

in the Northern Hemisphere, changes its wavenumber with the season, and is possibly related

to stationary wave dynamics. Despite the regional variations in modulating wet/dry spell per-

sistence, our results demonstrate that RRWPs significantly alter the persistence of potentially

high-impact surface weather; RRWPs should, therefore, be considered as an essential flow feature

for understanding and predicting persistent sub-seasonal weather patterns.
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Chapter 3

Recurrent Rossby waves and

South-eastern Australian heatwaves

The following chapter is part of the manuscript titled as ”Recurrent Rossby waves amd South-

eastern Australian heatwaves” submitted to the Weather and Climate Dynamics Journal and is

under peer-review process at the time of writing the thesis (Ali et al., 2022). The manuscript is

co-authored with Matthias Röthlisberger, Tess Parker, Kai Kornhuber, and Olivia Martius.

3.1 Abstract

In the Northern Hemisphere, recurrence of transient Rossby wave packets over periods of days

to weeks, termed RRWPs, may repeatedly create similar surface weather conditions. This re-

currence can lead to persistent surface anomalies. Here, we first demonstrate the significance of

RRWPs for persistent hot spells in the Southern Hemisphere (SH) using the ERA-I reanalysis

dataset and then examine the role of RRWPs and blocks for heatwaves over south-eastern Aus-

tralia (SEA). A Weibull regression analysis shows that RRWPs are statistically associated with

a significant increase in the duration of hot spells over several regions in the SH, including SEA.

Two case studies of heatwaves in SEA in the summers of 2004 and 2009 illustrate the role of

RRWPs in forming recurrent ridges (anticyclonic potential vorticity, PV anomalies), aiding in

the persistence of the heatwaves. Then, using an observation-based dataset to identify SEA heat-

waves, we find that SEA heatwaves are more frequent than climatology during days with extreme

RRWPs activity. On days with both RRWPs and heatwaves, a circumglobal zonal wavenumber

4 anomaly pattern is present in the upper-level PV field, with an anticyclonic PV anomaly over

SEA. In addition, we find positive blocking frequency anomalies over the Indian and the south

Pacific Oceans, which may help to modulate the phase of RRWPs during SEA heatwaves.

23
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3.2 Introduction

Since 1900, extreme heat has been responsible for more fatalities in Australia than all other

natural hazards combined (Coates et al., 2014). Heatwaves also exacerbate the risk of wildfires,

cause surges in power demand, and increase insurance costs (Hughes et al., 2020). Increasingly

frequent and severe heatwaves in the midlatitudes in the recent years (Coumou et al., 2013;

Perkins-Kirkpatrick and Lewis, 2020; Masson-Delmotte et al., 2021) have spurred fruitful re-

search on the atmospheric drivers of heatwaves. Understanding the dynamical mechanisms is

particularly important for improving sub-seasonal prediction (Quandt et al., 2017) and for quan-

tifying future changes in heatwaves (Shepherd, 2014; Wehrli et al., 2019). Several large-scale

atmospheric mechanisms and phenomena have been identified as potential drivers of heatwaves

in the Northern Hemisphere extra-tropics. They include blocking anticyclones (e.g., Barriopedro

et al., 2011; Drouard and Woollings, 2018; Kautz et al., 2022), amplified quasi-stationary waves

(e.g., Teng et al., 2016; Kornhuber et al., 2017b), amplified Rossby wave patterns (e.g., Fragk-

oulidis et al., 2018; Kornhuber et al., 2020), and recurrent Rossby wave patterns (Röthlisberger

et al., 2019). Fragkoulidis et al. (2018) showed that amplified Rossby waves are correlated with

surface temperature extremes over NH and used process-based understanding to establish fur-

ther association for the 2003 and 2010 NH heatwaves. RRWPs can be considered as a subset

of amplified Rossby waves with a condition that the transient eddies recur spatially in the same

phase on a short time scale of days to weeks. Here, we focus on recurrent Rossby wave patterns

to explore their importance for heatwaves in south-eastern Australia (SEA).

Broadly, heatwaves in SEA (Fig. 3.1), comprising the states of Victoria (VIC), New South Wales

(NSW), South Australia (SA), and Tasmania (TAS), are associated with slow-moving transient

anticyclonic upper-level potential vorticity (PV) anomalies over the Tasman Sea (e.g., Marshall

et al., 2014; Parker et al., 2014a; Quinting and Reeder, 2017; Parker et al., 2020). The anti-

cyclonic PV anomalies and the associated subsidence drive heatwaves over VIC (Parker et al.,

2014b; Quinting and Reeder, 2017). These anticyclonic PV anomalies can form as a part of

synoptic-scale Rossby wave packet (RWP) (King and Reeder, 2021). These RWPs are often ini-

tiated several days before the onset of the heatwaves, but they amplify, and eventually break

over SEA as anticyclonic equatorward (LC1-type) Rossby wave breaking (Parker et al., 2014a;

O’Brien and Reeder, 2017).

Surface temperature anomalies associated with transient RWPs form, amplify, and decay on syn-

optic timescales, but the recurrence of RWPs in the same phase on a sub-seasonal timescale

can result in persistent surface weather conditions by repeatedly re-enforcing the surface tem-

perature anomalies (e.g., Hoskins and Sardeshmukh, 1987; Davies, 2015). Röthlisberger et al.

(2019) termed this phenomenon “Recurrent Rossby wave packets” (RRWPs) and demonstrated

a statistically significant connection between RRWPs and the persistent of surface temperature

anomalies in the Northern Hemisphere (NH). Ali et al. (2021) found that RRWPs are also asso-

ciated with increased persistence of dry and wet spells in several regions across the globe.
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Figure 3.1: Map of Australia showing the states of South-eastern Australia (SEA): South Australia

(SA), Tasmania (TAS), Victoria (VIC), and New South Wales (NSW). Other states shown are

Queensland (QLD), Northern Territory (NT), and Western Australia (WA). Red dots indicate

Australian Bureau of Meteorology’s (BoM) monitoring stations used in this study (see Methods).
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However, at least for some impacts, it is not only the simple occurrence of an extreme, however

one defines an extreme, but also the duration of the extreme event that is important. This study

addresses that aspect for the temperature extremes in the SH. More precisely, we evaluate the

hypothesis whether an increase in R-metric, a measure of RRWPs (Röthlisberger et al., 2019),

is associated with an increase in spell duration of the surface-temperature extremes over SH.

Furthermore, we show how SH RRWPs relate to the persistent and extreme SEA heatwaves and

demonstrate their association with the help of two case studies for the 2004 and 2009 heatwaves.

3.3 Methods

3.3.1 Data

This study uses ERA-Interim (ERA-I) reanalysis data (Dee et al., 2011) provided by the Eu-

ropean Centre for Medium-Range Weather Forecasts (ECMWF) on 1° by 1° spatial grid for

1979–2018. Various fields are used including horizontal velocity, meridional velocity, 2 m tem-

perature, PV, and sea surface temperature (SST). The datasets are freely available to download

from the ECMWF web server. The PV fields in the SH are multiplied by a factor of -1. The

climatological mean is calculated with respect to the period 1980–2010.

3.3.2 Recurrent Rossby waves

The metric R, developed by Röthlisberger et al., is used identify recurrence of synoptic-scale

Rossby wave patterns. For the SH, we use the same metric as in Ali et al. (2021). First, a 14.25

day running mean of 6-hourly meridional velocity fields v250, averaged between 35° S and 65°
S, are calculated to isolate signals with timescales longer than the synoptic timescale for each

longitude λ and time t, vtf(λ, t). The envelope of the synoptic wavenumber contribution to the

time-filtered v is extracted following Zimin et al. (2003). To do this, the time-filtered v fields are

transformed into the frequency domain using a fast Fourier transform over longitude, v̂tf (k, t).

Finally, an inverse Fourier transform is applied to calculate the envelope of the wave while only

considering contributions from a selected band of synoptic wavenumbers k = 4—15. Thus, R(λ, t)

for each longitude λ and time t is calculated as

R(l, t) = |2
15∑
k=4

v̂tf (k, t)e
2πikl/N |, (3.1)

where k is the wavenumber, lλ denotes the longitudinal grid point index for longitude λ and

N = 360 denotes the number of longitudinal grid points. In most cases, large values of R reliably

identify situations in which amplified waves (of distinct wave packets) recur in the same phase.

However, the definition of R does not contain criterion for recurrence of distinct wave packets.

Thus, in a few cases, high values of R over a few days may result from stationary synoptic-
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scale troughs or ridges (see Röthlisberger et al. (2019) for discussion on metric R). Fig. B.1

shows day-of-year climatology of the R-metric in the Southern Hemisphere and compares it to

that of the Northern Hemisphere. The code for calculating R-metric is freely available (Ali and

Röthlisberger, 2021). Phase and amplitude information of a particular wavenumber k can also be

extracted using the same technique as in (1) and presented by Zimin et al. (2003). After applying

the inverse Fourier transform, a complex number of the form a+ib is obtained. For extracting the

wave packet or envelop, the amplitude of the complex number is taken as shown in equation3.1.

Instead of that, plotting the complex number on a complex plain provides information on the

phase and amplitude at a given time step t for a particular wavenumber k. This is used to obtain

a phase-amplitude distribution shown later.

3.3.3 Atmospheric Blocks

Atmospheric blocks are identified from persistent anticyclonic PV anomalies averaged between

500 hPa and 150 hPa vertical levels with the detection scheme described in (Schwierz et al.,

2004) as updated by Rohrer et al. (2020). The detection scheme uses a 1.3 PVU threshold, a

persistence criterion of 5 days, and a minimum overlap of 0.7 between two timesteps. Blocking

fields identified with this algorithm are available at 6 hourly temporal resolution and 1° by 1°
spatial resolution. We tested the sensitivity of the blocking fields with a 1.0 PVU threshold for

the two case studies and did not find blocking directly over SEA.

3.3.4 South-eastern Australian heatwaves

A station-based heatwave dataset is used to focus on extreme and persistent heatwaves in SEA

to study the links between RRWPs, blocks, and QRA conditions. Following the methods devel-

oped in (Parker et al., 2014b) and refined in (Quinting and Reeder, 2017), heatwaves in SEA in

December–February (DJF) are detected from temperatures observed at the Australian Bureau

of Meteorology’s (BoM) monitoring stations (Fig. 3.1). The BoM’s Australian Climate Observa-

tions Reference Network – Surface Air Temperature (ACORN-SAT) is a high-quality temperature

dataset used to monitor long-term temperature trends. The dataset provides a daily maximum

temperature (TMAX) for each station. These TMAXs are extracted for stations in SEA as de-

fined here, for DJF from 1979 to 2019. The 90th percentile TMAX (T90) is then calculated for

each station for each month in DJF. A heatwave is defined as any period of at least four consecu-

tive days for which the TMAXs at three or more of these stations equal or exceed the T90 for that

station and month. From here on, the term “heatwave” refers to heatwave in SEA. This criterion

results in 57 heatwaves, which were on an average 8 days long with the longest heatwave lasting

22 days. Note that the purpose of the heatwave identification scheme is to identify the most

intense and most persistent heatwaves in SEA, and thus serves a different purpose than the hot

spell identification scheme described in the next section. Following Parker et al. (2014b), a day

part of the SEA heatwaves is termed as SEA heat day. For evaluating the co-occurrence of SEA

HD with RRWP conditions, high RSEA days are defined as days exceeding the 90th percentile of
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Figure 3.2: (a) Total number of hot spells in November–April identified at each grid point between

20° S and 70° S. (b) The 95th percentile of hot spell durations.

the daily mean R averaged over SEA (between 130° E and 153° E). The 90th percentile thresh-

old is a subjectively chosen threshold consistent with the threshold for TMAX. Sensitivity test

with a threshold of 85th percentile did not change the conditional probability shown in section 3.3.

3.3.5 Hot spells in the SH

Hot spells are identified for all SH grid points between 20° S and 70° S for 1980–2016 using 2

metre temperatures (T2M) from the ERA-I fields at 6 hourly temporal resolution and 1-degree

spatial resolution. The hot spells definition follows that of Röthlisberger et al. (2019), in which

a hot spell is calculated for each grid point as consecutive values exceeding the 85th percentile

from the linearly detrended T2M fields. Spells separated by less than a day are merged to form

a single uninterrupted spell. Spell durations of less than 36 hours are excluded from further

analysis. Contrary to the SEA heatwave identification scheme, the purpose of the hot spell iden-

tification scheme is to identify many (not necessarily overly extreme) warm periods at each grid

point, which can then be used for statistical analyses of the factors that determine the duration

of these events. This statistical analysis (see next section) will be used to quantify the effect of

RRWPs on the persistence of warm surface weather. To ensure a large sample size for robust

statistical results, we identify hot spells for the period of November to April. Figure 2a shows

the spatial distribution of the number of hot spells at each grid point between 20° S and 70° S.
Higher number of hot spells are seen over land where parts of SEA, South Africa, and South

America show 350 or more spells. The 95th percentile for hot spell duration varies from 6 days

to more than 2 weeks (Fig. 2b). Over SEA, the 95th percentile duration varies from a week to

roughly 2 weeks.
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3.3.6 Weibull regression model to assess the effect of RRWPs in the SH hot

spells

To quantify the effect of RRWPs on the persistence of hot surface weather, we extend an analysis

from Röthlisberger et al. (2019) to the SH, including SEA, using the same statistical model setup,

a Weibull regression model. This model allows us to model the distribution of the duration of

hot spells at each grid point. An advantage of Röthlisberger et al. (2019) model is that we do not

need to subjectively define the duration of a significant spell because the model accounts for the

assessment of changes in all quantiles of the spell duration modelled. The null hypothesis tested

here is that RRWPs have no effect on the duration of hot spells, which is tested at each grid point.

The Weibull model is only briefly introduced here. Please refer to Röthlisberger et al. (2019) for

further details and their Supporting Information for a detailed introduction to the Weibull model.

To fit the Weibull model to the observed spell duration, a representative value of the R-metric

needs to be assigned to each hot spell. This is achieved in the following way: for each hot spell i

at grid point g with a duration D(g, i), the raw R-metric R(λ, t) is longitudinally averaged within

a 60° longitudinal sector centred at the grid point g with longitude λg to yield Rlon(λ, t). Then, a

median of Rlon(λ, t) is calculated for the lifetime of the hot spell to assign a representative value

of R̃lon(λg, i) for each spell i. Thus, our model is given as:

ln
(
D

(g)
i

)
= α0,g + α1,gR̃λg ,i +

6∑
j=2

αj,g mj

(
tstartg,i

)
+ σgεg,i i = 1, . . . , ng, (3.2)

This model is fitted to duration of hot spells at each grid point g and results in a spatial field of

regression coefficients αj,g, j = 0, . . . , 6 together with their p values. Here, α0,g is the intercept

and α1,g represents the effect of R̃ on the hot spell duration. αj,g are regression coefficients for

dummy variables mj(t
start
g,i ) that take the value 1 if spell i starts in month mj , and zero otherwise.

The coefficients αj,g, therefore, account for possible seasonality in the spell duration distribution

at grid point g (e.g., longer hot spells in May compared to, e.g., September), while σg is a scale

parameter and the εg,i are error terms.

The quantity exp(α1) is usually referred to as acceleration factor (AF) and is of particular interest

here, as it quantifies the factor of change in all quantiles of the distribution of spell duration at

grid point g per unit increase in R̃ (David W. Hosmer, 2008; Röthlisberger et al., 2019; Zhang,

2016). An AF >1 implies an increase in all spell duration quantiles with increasing R (i.e., during

RRWPs), and conversely for an AF <1.

Furthermore, fitting the model 3.2 to spell duration at all grid points results in a spatial field of

AF. The statistical significance of the AF values is evaluated in a two-step approach. First, a

p-value for the above null hypothesis is computed exactly as in Zhang (2016). Then, the false-

discovery-rate (FDR) test of Benjamini and Hochberg (1995) is applied to the resulting field of

p-values. The FDR test controls for type I errors, i.e., falsely rejecting null hypothesis that can
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occur substantially in analyses like this one where multiple tests are being performed indepen-

dently from each other at each grid point (e.g., Wilks, 2016). Here we follow the recommendation

of Wilks (2016) and allow for a maximum false-discovery-rate αFDR of 0.1.

3.4 Results

3.4.1 RRWPs and hot spell durations

120°W0° 60°E 120°E 180°

30°S

60°S

0.75 0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15 1.20
AF

Figure 3.3: Statistically significant acceleration factors (AF) for hot spells in November–April

between 20° S and 70° S. Colours show AFs from a Weibull model with R-metric as a covariate.

Stippling indicates grid points where spell durations do not follow the Weibull model based on the

Anderson–Darling test at a significance level of 0.01.

The Weibull analysis reveals that RRWPs are significantly correlated with the duration of hot

spells in several regions within the SH and including over SEA (Fig. 3.3). Recall that AF larger

than 1 means that an increase in R is related to an increase in hot spell duration and conversely

for AF smaller than 1. Thus, several parts of central and southern Australia, including the states

of SA, VIC, NSW, and TAS, experience longer hot spells during periods when RRWPs occur.

Northern Australia, however, does not show such a correlation with RRWPs, which agrees with

previous studies showing different dynamical pathways for Northern and Southern Australian

heatwaves (Risbey et al., 2018; Quinting and Reeder, 2017; Parker et al., 2020). Other statisti-

cally significant areas over land include parts of South America: southern Brazil, Bolivia, and

parts of Argentina and Chile. For Northern Hemisphere summer half-year, the significant AFs,

larger than 1, form a wavenumber 7 pattern Röthlisberger et al. (2019). In contrast, no clear

wave pattern emerges for the SH in the significant AFs in Fig. 3.3. The difference in AF patterns

between the two hemispheres is consistent with different climatological stationary wave patterns.

The spatial pattern in Figure 3.3 highlights areas where the transient waves building up the

RRWPs have a predominant phasing in summer. In summary, the regression analysis shows that

RRWPs are significantly associated with the duration of hot spells in several SH regions over

land, including SEA. However, the Weibull analysis does not provide any information about the
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processes and hence potential causal link between RRWPs and the most intense SEA heatwaves.

Accordingly, we next focus on SEA heatwaves and elucidate the role of RRWPs and blocks for two

selected cases studies of SEA heatwaves and investigate further co-occurrence of SEA heatwaves

and days with high R activity.

3.4.2 RRWPs and Blocks during two extreme and persistent SEA heatwaves

3.4.2.1 Case 1: 2004 Heatwave

The February 2004 heatwave (7–22 February) lasted for 16 days. More than 60 % of continental

Australia recorded temperatures above 39°C during this event (National Climate Centre, 2004).

At the time, this event was the most severe February heatwave on record in both spatial and

temporal extent and ranked in the top five Australian heatwaves for any month (National Cli-

mate Centre, 2004). More than 100 stations in SA, NSW, and northern VIC experienced record

temperatures for February, and in some regions all-time records were set for consecutive days of

heat (BoM, 2004). Previous studies have shown that the upper-level anticyclonic PV anomalies

over SEA during the heatwaves are associated with subsidence and is the major process causing

the high surface temperature anomalies (e.g., Quinting and Reeder, 2017; Parker et al., 2020).

The surface flow associated with anticyclonic anomalies may also advect warm continental air

due to the north westerly flow at lower levels (e.g., Parker et al., 2014a). Here, we show how

RRWPs contribute to persistent anticyclonic PV anomalies over SEA.

During this event, several Rossby wave packets were observed, recurrently amplifying in the same

phase forming a ridge over SEA. The upper-level flow over SEA was zonal prior to the heatwave

(Fig. 3.5a). An upper-level ridge forms over SEA around 5 February prior to the heatwave (Fig.

3.5b). The flow becomes more amplified in the subsequent days with a circumglobal amplified

wave pattern apparent around 9 February (Fig. 3.5c). The amplified wave, part of a transient

and non-stationary Rossby wave packet, RWP (P1 in Fig. 3.4b), arrived over the southern Indian

Ocean, and an upper-level ridge began to form over Australia which amplified further around 13

February (Fig 3.5d). Two further ridges formed over SEA on 16 and 18 February (Fig. 3.5e,

3.5f), each ridge being part of a transient non-stationary RWP initiated upstream of Australia

(P3, P4 in Fig 3.5b). These series of upper-level recurrent ridges were part of the RRWPs and

contributed to the persistence of the heatwave. These recurrent ridges associated with RRWPs

were also detected by the metric R (grey contours in Fig. 3.4b).

No blocks were identified directly over SEA during the heatwave, but blocks were present south

of SEA and further downstream (Fig. 3.4, 3.5). The RWP labelled as P1 in Figure 3.4b formed

downstream of a block B1 downstream of Australia where the block moved from south of Aus-

tralia a few days earlier (Fig. 3.5b). Another block B2 was simultaneously present in the vicinity

of South America around 7 February. In the next few days, simultaneous wave breaking was

observed in the central Pacific Ocean and south of Africa in the Indian Ocean. Another set of
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RWPs (P3 and P4 in Fig. 3.4b) seems to have been set off by a block over the Pacific Ocean

(B3 in Fig. 3.5b). Simultaneously, another block was present south of South America (B4 in

Fig. 3.4b, 3.5d), and seem to initiate another RWP (P3 in Fig. 3.4b). Block B4 was also associ-

ated with amplified Rossby waves downstream over the Indian Ocean on 16 February (Fig. 3.5e).

Thus, we argue that blocks could have played a key role in the initiating, phasing, and meridional

amplification of the four Rossby wave packets (P1–P4) that reached Australia between 13 and

18 February. In summary, we saw recurring RWPs that passed over Australia during this period

(Fig. 3.4b). These waves were not stationary, they were not triggered in the same area, and not

over Australia, and were initially not in phase upstream of Australia.

3.4.2.2 Case 2: 2009 Heatwave

The 2009 heatwave (27 January–9 February), although extensively covered in literature (e.g.,

Engel et al., 2013; Parker et al., 2014a), has been chosen because it is one of the most severe

heatwaves in SEA. It lasted for 14 days. Between 28–31 January and 6–8 February, temperatures

in SEA were exceptionally high. On Black Saturday, 7 February, the hot, dry, and windy con-

ditions worsened many catastrophic fires in VIC, which recorded 173 fatalities, and more than

2133 houses were destroyed (Karoly, 2009; Parker et al., 2014a; Comission, 2010). During this

heatwave, an anticyclone over SEA and the associated north-westerly flow at the surface advected

hot continental air into SEA leading to extreme surface temperatures (Parker et al., 2014a).

Prior to the onset of the heatwave, the flow was already amplified with a wave breaking over

SEA (Fig. 3.7a). Several RRWPs were observed prior to and during this event (P1 and P2 in

Fig. 3.6b). The RRWPs prior to the heatwave were not in the same phase as those during the

heatwave (Fig. 3.6b). Around 26 January, a Rossby wave packet (P2 in Fig 3.6b) was observed

forming an upper-level ridge over Australia (Fig. 3.6b, 3.7b). In the subsequent days, the ampli-

fied wave broke anticyclonically over SEA (Fig. 3.7c), resulting in an anticyclonic PV anomaly

over SEA (see Parker et al., 2014 for a detailed analysis of this event). On 2 February, a new

ridge started forming over southern Australia (Fig. 3.7d) as part of Rossby wave packet (P3 in

Fig 3.6b) and reached over SEA on 5 February (Fig. 3.7e). However, the upper-level ridge was

transient and was replaced by another ridge around 7 February as part of another amplified wave

(P4 in Fig. 3.6, Fig. 3.7f).

No blocks were identified directly over SEA during the heatwave (Fig. 3.6, 3.7). However, blocks

were frequent upstream of SEA from 50° E to 70° E in the Indian Ocean (B2 in Fig. 3.6b, Fig.

3.7), and downstream of SEA from 200° E to 250° E (B1 in Fig. 3.6b, 3.7). Block B2 over the

Indian ocean was particularly persistent and interacted with several amplified Rossby wave pack-

ets (P2, P4, in Fig. 3.6). B2 began to weaken around 2 February (Fig. 3.7d) but restrengthened

again on 5 February (Fig. 3.7e) due to injection of low PV from a smaller southward moving block

in the Indian Ocean (not shown). Therefore, B2 remained persistent throughout the heatwave.

Rossby wave packet P1 formed downstream of the block B0 over the Pacific Ocean prior to the
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heatwave (Fig 3.6b, 3.7a).

So far, we have investigated the association of RRWPs with duration of hot spells. We also

presented two cases of extreme and persistent SEA heatwaves to show how RRWPs can lead to

the formation or replenish the anticyclonic PV anomalies over SEA. Figure B1 shows another

case of SEA heatwave associated with RRWPs. In the next section, we extend the analysis to

a climatological period (1979–2018) and explore high RSEA conditions for all the SEA heatwaves.

3.4.3 RRWP conditions during SEA heatwave

First, a note on the co-occurrence of high RSEA days and SEA heatwave days (SEA HD) as

defined in section 2.3. Out of 352 days with high RSEA, 67 co-occur with SEA HD and 285 do

not co-occur (Appendix B.2). Thus, the conditional probability of a SEA HD given high RSEA

is 0.19 (67/352=0.19), which is higher than the climatology (457/3520=0.13). Many high RSEA

days do not co-occur with SEA HD, which clearly indicates that R is not a sufficient condition

for SEA heatwaves on its own. We, therefore, further explore that why some high RSEA days

co-occur with SEA HD while others do not.

High RSEA days co-occurring with SEA HD feature a large anticyclonic PV anomaly over SEA

(Fig. 3.8a) on the 350 K isentropic surface. The 2 PVU isoline on the 350 K isentropic sur-

face, indicating the dynamic tropopause, is also located over SEA, thereby indicating a suitable

choice of the isentropic surface. Upstream and downstream of the anticyclonic PV anomaly over

SEA feature cyclonic PV anomalies that are also located equatorward of the highest blocking

frequencies (black contours in Fig. 3.8a). These may correspond to the cyclonic PV anomalies

surrounding omega-type blocking or the cyclonic PV anomalies of the dipole blocks. Since block-

ing is a binary dataset, the blocking frequency in Figures 3.8a and 3.8b indicates the percentage

of days on which a grid point features a block. Thus, for high RSEA days co-occurring with

SEA HD, blocks are more frequent over the Indian and the south Pacific Oceans close to the

Antarctic coast compared to high RSEA days without co-occurring SEA HD (Fig. 3.8a, 3.8c) and

less frequent over the 60° S latitude, the latitudinal band featuring high blocking frequency in the

DJF climatology (Fig. 3.8c, 3.8f). In contrast, on high RSEA days not co-occurring with SEA

HD there is no spatial preference for the anticyclonic PV anomalies. Weak zonally elongated

PV anomalies are present over the ocean basins, that are co-located with the blocking frequency

fields (black contours in Fig. 3.8b). Near Australia, the centroid of the contour of anticyclonic

PV anomaly appears around 30° downstream of SEA over New Zealand (Fig. 3.8b) compared

to over SEA in Figure 3.8a. The difference in the spatial distribution of PV anomalies on the

high RSEA days not co-occurring with SEA HD and the high RSEA days co-occurring on SEA

HD suggests that only the RRWPs whose phase is conducive to forming ridges over SEA are

important for SEA heatwaves.

In addition to the ridge over SEA, a circum-hemispheric zonal wavenumber 4 (WN4) pattern
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is present in the composite mean PV fields for high RSEA days co-occurring on SEA HD (Fig.

3.8a). This WN4 pattern does not have the same distribution of PV anomalies as the WN4

extracted from the Fourier decomposition of the climatological mean PV field for DJF: the WN4

climatology features the anticyclonic PV anomaly node roughly 30° west of SEA (Fig 3.8d, 3.8e).

A high fraction of WN4 flow during high RSEA days co-occurring on SEA HD is in phase (Fig.

3.9). Figure 3.9 shows the phase and amplitude density distribution of the WN4 component of

the meridional winds averaged between 35° S and 65° S. Phase and amplitude information for

each wavenumber can be extracted using a Fourier decomposition as shown in methods. On high

RSEA and SEA HD, the density distribution in the complex plain is unimodal point to a preferred

phasing of the wave that is reflected in WN4 pattern visible in the PV composite (Fig. 3.8a). On

high RSEA and non SEA HD, density distribution in the complex plain is bimodal and generally

much broader, that agrees with the PV composite that shows no clear WN4 pattern (Fig. 3.8b).

The phase distribution for wavenumber 4 is shown here because it emerges as the dominant

pattern in the composite mean (Fig. 3.8a), whereas density distributions for other wavenumbers

do not exhibit a clear difference (not shown). Overall, our results agree with the understanding

of SEA heatwaves featuring upper-level anticyclonic PV anomalies over SEA (Marshall et al.,

2014; Parker et al., 2014a; Quinting and Reeder, 2017), and we show how RRWPs in a particular

phase are conducive to forming anticyclones over SEA.
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Figure 3.4: RRWPs, and blocks during 2004 SEA heatwave. (a) Filled contours depict the time-

mean standardized anomalies of daily maximum 2 m temperature over land for the duration of

the heatwave. Contours show the mean blocking frequency during the heatwave (5, 10, 20 %).

(b) Bars show daily maximum 2 m temperature averaged over SEA (°C); red marks the heatwave

period. The Hovmöller diagram shows the meridional wind at 250 hPa averaged between 35° S

and 65° S (filled contours, ms−1), R values (grey contours, 6, 8, 10 ms−1), and longitudes at

which at least one grid point between 40° S and 70° S featured an atmospheric block (stippling).

Rossby wave packets (blocks) are labelled in magenta (black).
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Figure 3.5: (a), (b), (c), (d), (e), and (f) show meridional velocity at 250 hPa (colour shading),

2 PVU contours at isentropes 340 K (black line) and 350 K (grey line) at various time steps.

Stippling and orange contours show blocks identified using a 1.3 and 1.0 PVU threshold, respec-

tively.
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Figure 3.6: Same as in Fig. 3.4 but for February 2009 SEA heatwave.
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Figure 3.7: Same as in Fig. 3.5 except for 2009 SEA heatwave.
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Figure 3.8: Standardized PV anomalies on the 350 K isentrope with respect to the DJF climatology

(1979–2018) for (a) High RSEA days and SEA heatwave days (HD), (b) High RSEA days and

non-SEA HD. Dotted black lines show 2 PVU contour in the mean PV fields for (a) and (b), and

black contours show mean blocking frequency contours at 5, 10, 15 % for the same. (c) Shows

the difference in blocking frequency between (a) and (b). (d) shows the sum of PV (in PVU)

from the zonal wavenumber, k=4 component of the DJF climatology at 350 K (shown in e) and

the k=0 (the DC) component. (f) shows the climatological mean blocking frequency (%) for DJF,

and black contours in (c) show the same at 4, 6 %.
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Figure 3.9: Bivariate kernel density estimate using Gaussian kernels in the complex plain of the

Fourier decomposed meridional wind at 250 hPa averaged between 35° S and 65° S. Only zonal

wavenumber 4 is shown for days belonging to (a) high RSEA and SEA HD, and (b) high RSEA

and non-SEA HD.
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3.5 Discussion

During the 2004 and 2009 SEA heatwaves, we find transient and fast-moving Rossby waves orga-

nized in wave packets, recurring in the same phase to form a ridge over SEA, thereby contributing

to the persistence of the heatwave conditions. This persistence arises by recurrence, in contrast

to the persistence arising from stationary weather features such as slow-moving Rossby waves

(e.g., Wolf et al., 2018) or blocking anticyclones (e.g., Kautz et al., 2022). The Rossby wave

packets observed during the two SEA heatwaves were not always initiated in the same area. In

the 2004 case, these waves were mostly not in phase upstream of Australia, whereas in the 2009

case, they were also in phase upstream over the Indian Ocean. Blocks were observed upstream

and downstream during the two heatwaves and suggests that blocks could play a role in initiating

the RWPs and/or in modulating their phase. Figure B.3 presents relationship between R anoma-

lies and the blocks in the Indian and south Pacific Oceans for DJF. Overall, our results agree

with (Risbey et al., 2018) and King and Reeder (2021), who reported transient waves in the In-

dian Ocean preceding SEA heatwaves and transient circulation anomalies during SEA heatwaves.

More specifically, we show how recurrent Rossby waves aid in the persistence of the well-known

upper-level anticyclonic PV anomalies during SEA heatwaves by forming recurrent upper-level

ridges.

The relevance of RRWPs for persistent SEA heatwaves documented in these two case studies

is consistent with the results of the Weibull regression analysis, which reveals a significant pos-

itive statistical link between the duration of hot spells over SEA and RRWPs. PV composite

for high RSEA days co-occurring with SEA heatwaves shows an anticyclonic PV anomaly over

SEA (Fig. 3.8), which is a typical feature of SEA heatwaves (Parker et al., 2014a; Quinting and

Reeder, 2017). The PV composite also shows a wavenumber 4 pattern, where the anticyclonic PV

anomalies are located upstream and downstream of blocking frequency maxima. Furthermore,

the distribution of the zonal wavenumber in the complex plain indicates a preferred phasing for

high RSEA days part of SEA heatwaves (Fig. 3.9). The results from the Weibull regression anal-

ysis also suggests preferred phasing of the transient eddies not only over SEA but also upstream

and downstream of it. Therefore, recurrent Rossby wave packets in the right phase could help to

foster the anticyclonic anomalies over SEA for time periods exceeding the lifespan of an individ-

ual wave packet. Hence, the combined evidence from the literature summarized above, together

with the observations from the two case studies and the results from the regression analysis,

suggest a causal link between RRWPs and persistent SEA heatwaves. The proposed link works

as follows: heatwaves over SEA are forced by subsidence occurring in anticyclones of SEA (e.g.,

Quinting and Reeder, 2017). RRWPs result in the repeated formation of these ridges over SEA

and thereby contribute to the persistence of the ridges and thus, the heatwaves. However, not

all SEA HD are associated with RRWPs, and hence other dynamical pathways for SEA heat-

waves exist. In addition, local negative soil moisture anomalies strengthen positive temperature

anomalies through increased surface sensible heat fluxes and may thereby extend the duration of

heat waves (e.g., Green, 1977; Seneviratne et al., 2010; Martius et al., 2021).
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A reverse causal link between surface temperature anomalies during SEA heatwaves and RSEA

is theoretically possible, namely that the positive surface temperature anomaly contributes sub-

stantially to the upper-level ridge and that this ridge amplification increases RSEA. This causal

link cannot be distinguished in our Weibull model set-up. However, model experiments from

Martius et al. (2021) suggest that the influence of surface temperature anomalies over Australia

on the upper-level (250 hPa) geopotential height and wind anomalies is quite small; therefore,

the imprint on R-metric after the latitudinal averaging is even smaller.

3.6 Conclusion

We find that RRWPs are associated with a significant increase in the persistence of hot spells

in the SH. In several parts of SEA, including the states of South Australia, New South Wales,

Victoria, and Tasmania, longer hot spells coincide with high amplitude RRWPs (Fig. 3.3). Other

regions over land where RRWPs are statistically associated with hot spell duration include South

America: southern Brazil, Bolivia, and parts of Argentina and Chile.

We have demonstrated the role of RRWPs in building persistent ridges during two cases of SEA

heatwaves: the 2004 and 2009 heatwaves. Both heatwaves featured RRWPs comprised of tran-

sient Rossby waves, which were in phase regionally but not hemisphere wide. Blocks were not

directly observed over SEA, but the case studies suggest that blocks upstream and downstream

played an important role in initiating the Rossby wave packets and modulating their phase. We

further investigated the co-occurrence of RRWPs during the most persistent and extreme SEA

heatwaves using the R-metric.

We find that days with R exceeding the 90th percentile, high RSEA days, are associated with

increased probabilities of being part of a heatwave compared to climatology. These conditional

probabilities have similar magnitudes as those with remote drivers, e.g., Madden Julian oscil-

lation (MJO), El Niño–Southern Oscillation (ENSO) (Parker et al., 2014b). However, not all

high RSEA days are associated with heatwaves. Further investigations suggest that those high

RSEA days, that are relevant for the SEA heatwaves, play a role in forming or sustaining the

ridges over SEA. Such high RSEA days exhibit a circumglobal zonal wavenumber 4 pattern in

the PV composite and indicate a preferred phasing of the waves. The high RSEA days that do

not coincide with SEA heatwave days do not show preferred phasing (a ridge or a trough) over

SEA. Therefore, R accompanied with information on the phasing of the wave packets could be

used as a diagnostic metric for SEA heatwaves.

The following open questions remain: what is the role of blocks in initiating RRWPs and modu-

lating their phase? The case studies and the PV composites suggest that blocking might play an

important role. What is the role of background flow in setting up RRWPs and modulating their

phase? The interaction of RRWPs with other well-known climate oscillation patterns such as the



3.7. Acknowledgments and data availability 43

ENSO and the Southern Annular Mode also needs to be investigated further. Better understand-

ing of the interplay between these features might offer an opportunity to improve sub-seasonal

forecasts during RRWP events.

3.7 Acknowledgments and data availability

SMA is grateful for discussions with Alexandre Tuel and for the text editing by Simon Milligan.

OM and SMA acknowledge Marco Rohrer for the blocking algorithm. The authors acknowledge

the European Centre for Medium-Range Forecasts (ECMWF) for producing the ERA-I dataset

and the Australian Bureau of Meteorology for producing ACORN-SAT dataset. The code for

blocking algorithm is available here: https://github.com/marco-rohrer/TM2D. The code used to

calculate R-metric is available from the following in-text citation Ali and Röthlisberger (2021).
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Chapter 4

Association between RRWPs, QRA,

and blocks in the Southern

Hemisphere

This chapter formed a part of the initial submission of Ali et al. (2022). The revised submission

at the time of writing of this thesis was streamlined to focus on the link of RRWPs with SH hot

spells and the association of RRWPs with south-eastern Australian (SEA) heatwaves (Chapter

3). Thus, the remaining study examining the association of RRWPs, QRA, and blocks in the

Southern hemisphere is presented separately in this chapter. This chapter was co-authored with

valuable inputs from Kai Kornhuber, Matthias Röthlisberger, Tess Parker, and Olivia Martius.
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4.1 Introduction

Quasi-stationary anticyclones, linked to amplified and longitudinally elongated Rossby waves,

have been observed in association with quasi-resonant wave amplification (QRA) events

(Petoukhov et al., 2013). QRA is a hypothesized mechanism to explain non-linear wave amplifi-

cation. During QRA conditions, synoptic-scale free waves are trapped in a latitudinal waveguide.

In the presence of suitable thermal and orographic forcing, synoptic-scale free waves and forced

waves interact, which non-linearly amplifies the wave amplitude (see Kornhuber et al. (2017b)

for more details on QRA). Based on the approximations of linear Rossby wave theory, the QRA

framework has so far been tested with reanalysis data and currently awaits further validation

from more idealized modelling frameworks (e.g., Mooring and Linz, 2020). Quasi-stationary an-

ticyclones, linked to amplified and longitudinally elongated Rossby waves, have been observed in

association with quasi-resonant wave amplification (QRA) events.

QRA conditions have been diagnosed for several recent heatwave events: the Russian heatwave

of 2010 ((Petoukhov et al., 2013)); the heatwaves of summer 2018 in the Northern Hemisphere

(NH) midlatitudes Kornhuber et al. (2019). Kornhuber et al. (2017a) presented evidence from

reanalysis data for QRA of wavenumbers 4 and 5 in the Southern Hemisphere (SH). QRA is one

of the mechanisms suggested to foster multiple simultaneous blocking events that are linked to

slow-moving amplified Rossby waves of synoptic wavenumber (k≥5) (Kornhuber et al., 2017b;

Petoukhov et al., 2013). However, Wirth and Polster (2021) suggest an inverse causal link by

which blocking could create the waveguide structures required to identify QRA conditions. The

links and potential causality between QRA and blocking remain an open question.

Transient high-frequency recurrent Rossby wave packets (RRWPs) have also been observed for

some heatwave events linked to the QRA mechanism in the NH: The 1994 European heatwave

identified as a QRA event in Kornhuber et al. (2017b) has also been identified as an RRWP

event in Röthlisberger et al. (2019). The Russian heatwave of 2010, identified as a QRA event,

is composed of RRWPs (Fig. 10 in Fragkoulidis et al., 2018). Furthermore, RRWPs linked to

south-eastern Australian heatwaves SEA heatwaves, e.g., the 2004 and 2014 heatwaves (cf. Fig.

3, Fig. B.2), also had QRA conditions.

RRWPs and QRA have been studied in isolation so far. Therefore, the climatological frequency

of co-occurrence of QRA and RRWPs is unknown, as are potential interactions between the

two. The examples above highlight the need to assess how the transient features captured by

the RRWP framework interact with stationary features, such as blocking and amplified Rossby

waves that occur regionally or at a hemispheric scale. Studying the dynamical processes acting

on weather timescales during QRA conditions is beneficial to uncover the potential interactions

with RRWPs. Thus, this chapter addresses the following research questions:

• How do RRWP conditions relate to QRA conditions in the SH?

• How do RRWP and QRA conditions relate to blocks in the SH?
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Figure 4.1: Schematic summary of the links between QRA conditions, blocking, and RRWPs

with heatwaves. Solid arrows indicate links reported in the literature, and dashed lines indicate

unexplored links.

We investigate the link between these dynamical frameworks from a primary RRWP standpoint

in the Southern Hemisphere. We use climatological datasets for blocking anticyclones (Schwierz

et al., 2004; Rohrer et al., 2018), QRA conditions (Petoukhov et al., 2013; Kornhuber et al.,

2017a), and RRWPs (Röthlisberger et al., 2019; Ali et al., 2021). The data sets also allow us to

investigate some of the proposed causal links discussed above and summarized in figure 4.1.

4.2 Method

4.3 Data

This study uses ERA-I Interim reanalysis data Dee et al. (2011) 1° × 1° spatial grid for 1979–2018

as in chapter 3 . The metric R is used as calculated in Ch. 3. The blocking dataset is used

as described in Ch. 3. Absolute values of isentropic Potential Vorticity (PV) are used for the

composites.
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4.3.1 QRA data

QRA events are identified using the QRA detection scheme described in Kornhuber et al. (2017b),

based on ERA–I daily fields for December to February 1979–2018 at a spatial resolution of 2.5°
× 2.5°, smoothened using a 15 day running mean. The detection scheme tests climate data for

the resonance conditions defined by Petoukhov et al. (2013): the formation of a wave guide in

the zonally averaged zonal wind field for a wavenumber k and the emergence of a forcing pattern

of wavenumber m ≈ k. Please refer to Kornhuber et al. (2017b) and Kornhuber et al. (2017a) for

more details. For the co-occurrence analysis and the composites, we use the period of December

to February 1979–2018, for which QRA data is available. For simplicity, days with QRA condi-

tions are referred to as QRA days and those without as non–QRA days. 819 days out of 3520

days show QRA conditions, 576 of which show QRA with wavenumber 4. Note: Here, QRA im-

plies that the condition of waveguide and forcing is fulfilled and a high amplitude wave is observed.

4.4 Results

4.4.1 Are RRWPs and QRA events independent?

The co-occurrence between RRWPs and QRA for several SEA heatwaves discussed in the in-

troduction section raises the question as to what degree the two phenomena are exclusive or

whether the metrics capture essentially the same flow structures but interpret them differently.

Therefore, we examine the co-occurrence of high R events and QRA events on a climatological

scale (December 1979–February 2018). Because QRA is a hemispheric-scale metric, we consider

a zonal mean R for a representation of hemisphere-wide recurrence. However, since RRWPs can

occur locally, we performed sensitivity tests using zonal max R to define high R days. The zonal

max approach did not change our conclusions.

We find that 331 of 528 high R days (63%) correspond to QRA days. Conversely, 331 of 819 QRA

days (40%) correspond to high R days. However, these two metrics are highly auto correlated as

they use 15-day running mean fields. Thus, to test the association between the two metrics, we

use every 15th observation to have independent events. The co-occurrences of the two metrics

are summarized in a contingency table (Table 4.1). We test the association between high R and

QRA events using a chi-square test at 99% threshold, where the null hypothesis is: there is no

association between high R and QRA events. The odds ratio is used to quantify the strength of

association between QRA and high R events.

The odds of a QRA event given high R is 25/11. The odds of a QRA event given no high R is

29/170. The odds ratio is thus (25/11)/(29/170)=13.32. Thus, QRA has higher odds of occurring

with high R events than without high R events. The chi-square test also shows a significant asso-

ciation between the two, suggesting that the null hypothesis that there is no association between

high R and QRA events can be rejected. We find that our test results are robust with respect to
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Table 4.1: Contingency table for high R and QRA events in DJF. Note that the table only includes

independent events.

QRA No QRA Total

High R 25 11 36
No high R 29 170 199
Total 54 181 235

the starting step of the 15-day intervals.

The frequency analysis indicates a reasonably strong association between high R and QRA con-

ditions but does not alone offer any meteorological interpretation. Therefore, we calculate com-

posites of tropopause-level potential vorticity (PV) and zonal winds for high R and QRA days.

4.4.2 How similar or different are upper-level flow conditions during RRWPs

vs QRA days?

The anomaly structures for PV at 350 K and zonal wind at 250 hPa (U250) show a remarkable

similarity between high R and QRA condition days: a Pearson correlation coefficient of almost

1 between high R days and QRA days for composite mean PV and composite mean U250 fields,

respectively. Anomalies of PV composites with respect to the DJF climatology for both QRA

and high R days (Fig. 4.2a, 4.2b) feature cyclonic PV anomalies north of New Zealand, in the

Pacific Ocean, and upstream of South America. Similarly, anticyclonic PV anomalies are present

in all the major ocean basins, including downstream of Australia, upstream of South America,

and both upstream and downstream of South Africa. Increase in blocking frequency (crossed

hatches in Fig 4.2a, 4.2b) is also seen mainly over south Pacific Ocean. Similarly, spatial features

of the U250 anomalies (Fig. 4.2d, 4.2e) show a striking similarity between the two composites,

with stronger westerlies over the South Atlantic Ocean and weaker zonal winds over SEA. How-

ever, a key difference is visible upstream of South America, where high R days show positive

U250 anomalies north and south of the climatological jet core and negative U250 anomalies at

the climatological jet core, thus favouring a meandering jet. The major features in the spatial

distribution of anomalies for high R days are robust with defining high R days with zonal maxi-

mum R values.

Subsequently, we compare the sample of QRA days exclusive of high R days with those of high R

exclusive of QRA days for PV and U250 fields respectively. The null hypothesis tested is that the

two samples belong to the same distribution. A two-sample Kolmogorov–Smirnov (K–S) test at

5% threshold is used to evaluate the null hypothesis with maximum FDR at 10%. The resulting

significant area, where null hypothesis is rejected, is shown with dotted hatches (Fig. 4.2c, 4.2f).
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Figure 4.2: Anomalies of composite mean field with respect to DJF climatology for QRA (left),

high R (middle). Right column show the difference of mean fields between QRA but non-high

R days and high R but non-QRA days (right). (a), (b), and (c) show PV anomalies at 350 K

isentrope. (d), (e), and (f) show zonal wind (U) anomalies at 250 hPa (ms−1). Dashed contours

in (d), (e) show isolines of mean U at 20, 30, 40 ms−1. (f) show DJF mean U isolines. The

solid contour in (a), (b) shows mean 2PVU at 350 K isoline for the respective variable and in

(c) shows the same for QRA but non-high R days. The dashed contours in (a), (b), (c) show

the 2PVU at 350 K contour for DJF mean climatology. Crossed (lined) hatches in (a), (b) show

areas where blocking frequency anomalies (%) with respect to DJF climatology is greater (less)

than 2 %. Dotted hatches in (c) and (f) show significant regions tested using K–S test at 5%

threshold.

Significant areas difference in composite mean PV fields between the two samples include cy-

clonic PV anomalies over parts of Brazil, central Australia, and Pacific Ocean. The difference in

composite mean U250 fields suggests strengthening of the westerlies and narrowing of the clima-

tological jet (dotted isolines in Fig. 4.2f) over all the three ocean basins for QRA days exclusive

of high R days compared to high R days exclusive of QRA.



4.4. Results 51

Figure 4.3: Box plots compare area (km2) of atmospheric blocks for various categories shown

in the legend. The box shows 25th (Q1) and 75th percentile (Q3), with the line in the middle

indicating median. The length of the box represents interquartile range (IQR). The upper (lower)

whiskers are 1.5 times the IQR plus (minus) Q3 (Q1). The notches are calculated as median ±
1.57 × IQR/(

√
n) where n is the number of data points.

4.4.3 Does blocking area increase during high R or QRA conditions?

To analyse whether high R or QRA conditions increase the area of the blocks, we compare the

blocks between 40° S and 70° S. First, the blocking area for each unique block is extracted at

the time of maximum amplitude of PV and characterized with respect to high R or non-high R

and QRA or non-QRA conditions. The sample size for each category in the same order is 86,

445, 101, and 421. For the 101 blocks with QRA days, 68 and 33 samples belong to QRA with

wavenumber 4 (k4) and QRA with wavenumber 5 (k5), respectively.

Box plots of the blocking area under high R days show a marginally higher median than non-

high R days whereas the blocking area under QRA days shows a marginal decrease in median

compared to blocks with non-QRA days. The notches in the box plot give a rough estimate of

whether the medians are significantly different from each other. We did not find a significant

difference in the median area of blocks for either the case of high R vs non-high R or QRA vs

non-QRA days (Fig 4.3). The significance was evaluated using a Mann–Whitney U test, a non-

parametric test which does not require the samples to be normally distributed, using a two-sided

hypothesis at 5% significance level.
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Figure 4.4: Blocking frequency (%) for (a) DJF, In (b) difference between the mean blocking

frequency (%) for QRA days and (a), and in (c) same as (b) but for high R days and (a).

Dashed lines in (b) and (c) show DJF mean blocking frequency contours drawn at 4, 6, and

8%. Dotted hatches in (b) and (c) show grid points with statistically significant difference in the

composite mean to the mean of the sample in (a) assessed using a Mann–Whitney U test with

FDR at 5%.

4.4.4 How are blocks spatially distributed for high R and QRA days?

Mean blocking frequency for high R days (Fig. 4.4c) shows a statistically significant increase in

blocking frequency in DJF mainly over parts of two ocean basins: upstream of South America

in the Pacific Ocean, and upstream of Australia in the Indian Ocean. These are also the regions

where blocking frequency is highest in the DJF climatology (Fig. 4.4a). Other areas with a sig-
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nificant increase include part of the Antarctic Sea (180° W), south of Africa, whereas a significant

decrease is observed over parts of Antarctica. The significance was assessed using Mann–Whitney

U test, which assesses the null hypothesis that distribution of blocks under high R (QRA) days

and that of DJF climatology are equal. For QRA days (Fig. 4.4b), there is a significant decrease

in blocking frequency over south of Australia and New Zealand, south of Africa, and over parts of

the south Atlantic Ocean, which was not seen for high R days. In contrast, the region upstream

of South America shows an increase similar to high R days. Although most of the grid points for

QRA days (Fig. 4.4) are not statistically significant, the overall decrease in blocking frequency is

consistent with the results in Fig. 4.3, which show a slight decrease in the median blocking area

for QRA days.

4.5 Discussion

We first summarize key criteria used in the objective identification of the weather features, blocks

and RRWPs, and the QRA mechanism. The defining spatial and temporal characteristics of

blocks, QRA, and RRWPs used in their automatic detection algorithms are summarized in Table

4.2. The zonal spatial scale of the structures increases from regional to basin-wide for blocking,

through regional, basin-wide to semi-hemispheric for RRWPs, to hemispheric for QRA.

RRWPs can be regional, basin-wide, or semi-hemispheric in spatial extent. Yet, a zonal-mean

approach finds that 40% of high R days coincide with QRA days. This is partly because a region-

ally amplified pattern can project on zonal-mean fields. For example, we found a high correlation

between the high R days defined with zonal means and with the high R days defined with zonal-

maximum R fields. Moreover, a recurrent transient wave pattern can appear as a quasi-stationary

signal when averaged over time. Furthermore, amplified Rossby waves may influence the met-

rics used here for objectively detecting blocking, RRWPs, and QRA. For example, the amplified

Rossby waves during the 2004 SEA heatwave (Ch. 3, Fig. 3.4), aided by recurrence, resulted in

high R values, corresponded regionally to blocking, and were identified as a QRA event. These

amplified waves were clearly composed of recurring transient waves with nonzero phase velocity.

Table 4.2: A comparison of the criteria used to automatically identify blocks, RRWPs, and QRA.

Characteristics Blocks RRWPs QRA
Algorithm Schwierz et al. (2004) Röthlisberger et al. (2019) Kornhuber et al. (2017b)

Input variable
PV (vertically
averaged between
500-150 hPa)

Wavenumber
filtered
V at 250 hPa

Zonal mean U
at 300 hPa for
waveguide; thermal,
orographic forcing

Presence of waveguide No No Yes
Wavenumber filtering No k = 4 to 15 Focus on k >=4
Persistence criteria Minimum 5 days 14-day running mean 15-day running mean

Spatial scale observed Region to basin-wide
Regional, basin-wide,
or semi-hemispheric

Hemispheric
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However, it should be noted that merely amplified transient Rossby waves typically do not lead

to large R values because their signal in meridional wind fields averages out in the bi-weekly

mean. Indeed, in most cases, recurrence of multiple distinct synoptic-scale wave packets with

similar phasing is required to general large R.

The link between high R and QRA events is not only reflected in high co-occurrence but also

in spatial patterns. The upper-level mean PV composites for QRA and high R days show a

remarkably similar pattern (Fig. 4.2). The pattern is statistically indistinguishable even though

the zonally averaged R metric does not explicitly include any phase or location restriction. This

implies that high R events in the SH co-occurring with QRA have a particular phase preference.

The PV anomaly pattern exhibits a wavenumber 4 structure in the extratropics and a wavenum-

ber 5 to 6 pattern in the subtropics (Fig. 4.2).

Hence, the question is whether RRWPs and QRA may in some cases be the same structures

observed through different lenses, i.e., with diagnostics from temporal, spatial, and other filters.

The similarity in the composite PV anomalies during high R and QRA days point to the same

mechanisms being relevant for the organization of the RRWPs, the establishment of QRA condi-

tions, and/or interactions between the two. The fact that not all high R and QRA days overlap

– 37% (197 days) of high R days do not feature QRA conditions – may be explained by the dif-

ferent longitudinal scales used by the detection algorithms. Another reason could be the forcing

condition required for QRA events; not all high amplitude waves are detected by QRA because

QRA needs the presence of a waveguide as well as thermal and orographic forcing ((Petoukhov

et al., 2013; Kornhuber et al., 2017a). Moreover, the composite PV for QRA days exclusive high

R days showed significant differences to high R days exclusive of QRA over several key regions:

parts of Brazil, central Australia, and the south Pacific Ocean (Fig. 4.2c).

QRA events require the presence of a waveguide. The waveguide is detected in the zonal mean

profiles of the two-week running mean zonal-mean zonal wind. Wirth and Polster (2021) question

this approach stating that highly amplified flow, for example, the flow associated with atmo-

spheric blocking, can affect the zonal mean profile in a way that it leads to spurious waveguide

detection compared to a zonalised background flow that excludes the effects of the eddies. They

demonstrated their approach with case studies for the NH heatwaves where QRA was observed.

However, their study did not show whether their zonalised background flow can capture a waveg-

uide in a non-idealized flow. It may be that the large-amplitude eddies may be essential in aiding

the waveguide formation in non-idealized flows. We do indeed find a high co-occurrence of highly

amplified flow (high R events) and QRA events; however, we also find a stronger, more zonal flow

during QRA-days absent of high R days compared to high R days absent of QRA days (Fig. 4.2).

Hence, it may be that some of the QRA-events analysed here are sensitive to the exact definition

of the background flow. Furthermore, the interpretations on this matter are also influenced by

how the background state is defined, which is not a physically measurable state and thus, has

various interpretations (White et al., 2022).
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4.6 Conclusions and Outlook

In this chapter, we answered the following research questions:

• How do RRWPs conditions relate to QRA conditions in the SH? We found a strong and

statistically significant association between RRWPs and QRA events (Table 4.1); QRA

events are more likely to occur with RRWPs than without RRWPs. We also showed that

40% of QRA days also feature high R days, indicating RRWP conditions, which implies

that QRA conditions can often feature RRWPs. We also found similar flow conditions in

the composite mean upper-level fields during QRA and high R days. However, 60% of

QRA days do not feature high R. Significant differences in flow conditions for QRA days

exclusive of high R days with high R days exclusive of QRA days show cyclonic PV over

parts of Brazil, central Australia, and south Pacific Ocean, and increased westerlies over all

the three ocean basins.

• How do RRWPs and QRA conditions relate to blocks in the SH? We found an insignificant

increase in the median area of blocks for high R vs non-high R in the SH and a slight

decrease for QRA days vs non-QRA days (Fig. 4.3). We looked further into how blocks

are spatially distributed for high R and QRA days, respectively (Fig. 4.4). Important

differences can be seen between the two in blocking frequency over the Indian Ocean, south

of Australia and New Zealand, south of Africa, and in the south Atlantic Ocean, whereas

both show an increase in blocking frequency over the south Pacific Ocean.

However, several questions that relate to the interaction between blocking, RRWPs and QRA

remain open. Does blocking modulate the phase of Rossby waves and thus help in establishing

RRWPs, or is the causal link instantaneous? What is the role of blocks during the QRA condi-

tions, and why do we see a difference in blocking frequency between RRWPs and QRA conditions

(Fig. 4.4)? The role of QRA in the recurrence of Rossby waves also needs to be investigated

further. Investigating the role of background flow is not straightforward because defining it is

a formidable problem (White et al., 2022). The interaction of RRWPs with other well-known

climate oscillation patterns also needs to be investigated further. The improved understanding

between the interplay of these features will help to reduce model biases and improve our confi-

dence in future climate projections.
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Chapter 5

Drivers of Recurrent Rossby Waves

in the North Atlantic using Causal

Networks

5.1 Introduction

Synoptic-scale Rossby waves at upper levels spawn and steer mid-latitude weather systems (e.g.,

Rhines, 2015). They can lead to persistent surface weather when they exhibit particularly low

phase speed, i.e., become quasi-stationary (e.g., Blackburn et al., 2008; Wolf et al., 2018). How-

ever, persistent surface weather can also arise from transient (i.e., propagating) Rossby waves

recurring in the same phase at one location over days to weeks (Röthlisberger et al., 2019; Ali et al.,

2021). Such recurrence of transient Rossby waves was observed during several episodes of per-

sistent surface weather, e.g., the winter seasons of 1985 and 2013-14 (Hoskins and Sardeshmukh,

1987; Davies, 2015); the Russian heatwave of 2010 (Fragkoulidis et al., 2018), the southeastern

Australian heatwaves in 2004 and 2009 (Ali et al., 2022); and the anomalous precipitation of

April-May 1984 over the Iberian Peninsula (Ali et al., 2021).

Given the importance of the recurrence of Rossby waves in generating persistent weather for

individual cases, Röthlisberger et al. (2019) defined a metric R to capture these recurring Rossby

waves and termed this phenomenon as Recurrent Rossby Wave Packets (RRWPs). The metric R

attains large values when the synoptic-scale waves amplify in the same phase. Using R, Röthlis-

berger et al. (2019) showed that RRWPs are statistically linked to the duration of persistent hot

spells in summer and persistent cold spells in winter over the mid-latitudes. RRWPs also have a

significant association with hot spells in the Southern Hemisphere (Ali et al., 2022) and are also

associated with increased duration of persistent dry and wet spells across the globe (Ali et al.,

2021). Given the relevance of RRWPs for weather persistence, it is worthwhile to investigate

which processes drive RRWPs. This study uses theory-guided causal networks (CNs) (Runge

et al., 2019a) to investigate the causal drivers of RRWPs, hereafter –driver– is used in a –causal–

sense. Therefore, processes that might lead to RRWPs are summarized next to motivate the

57
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choices of the potential causal drivers used later in the CN.

During RRWP periods several transient Rossby wave packets recur in the same phase at one

location. This requires mechanisms that influence the phase and potentially the formation of the

waves. Atmospheric blocks modulate the phase of Rossby waves and may initiate Rossby waves

downstream. Indeed, blocks are closely associated with RRWPs. Composites of R values prior

to, during, and after blocks in the North Atlantic and the North Pacific basins show positive R

anomalies upstream and downstream of blocks (Röthlisberger et al., 2019). Rossby waves fre-

quently break downstream of blocking and form troughs (e.g., Altenhoff et al., 2008). Through

this process, blocks can influence the phase of Rossby waves downstream of the block. A feedback

may exist between RRWPs and blocks. RRWPs, which are composed of transient eddies, can

help to sustain blocks by advecting low Potential Vorticity (PV) air (e.g., Shutts, 1983; Hoskins

and Sardeshmukh, 1987). Furthermore, blocking onset can be forced by transient eddies (e.g.,

Ma and San Liang, 2017).

Wave propagation and the meridional displacement of isentropic PV contours are modulated by

the background flow (Hoskins and Ambrizzi, 1993; Hoskins and Woollings, 2015). Meridional un-

dulations of the PV contours become larger in weaker zonal flow (Hoskins and Woollings, 2015).

Nakamura and Huang (2018) showed that the jet stream has a wave activity flux capacity. A

block can form when the wave activity flux capacity is exceeded. Therefore, we expect a close

association between the background flow, blocks, and RRWPs.

Transient Rossby waves can be triggered by mid-latitude diabatic heating (e.g., Grams et al.,

2011; Röthlisberger et al., 2018) or active tropical convection (e.g., Davies, 2015) and subse-

quently amplified by baroclinic instability (Charney, 1947; Pierrehumbert and Swanson, 1995).

RRWPs can form if the wave initiation process is persistent in space and time over a week and

more. Active tropical convection is persistent enough to act as an RRWP initiator potentially.

Several model and observational studies have shown tropical and mid-latitude teleconnections

whereby active tropical convection can act as a Rossby wave source (e.g., Sardeshmukh and

Hoskins, 1988; Hoskins and Ambrizzi, 1993; Trenberth et al., 1998; Stan et al., 2017). In the

presence of a strong and narrow jet, the resulting Rossby waves are ducted into the jet waveguide

and propagate downstream along the jet under linear dynamics. Several studies have suggested

this teleconnection to be a precursor to North Atlantic weather regimes (e.g., Cassou, 2008; Lin

et al., 2009; Straus et al., 2015; Davies, 2015; Fromang and Rivière, 2020). Check Stan et al.

(2017) for a detailed review. Active tropical convection can also influence via non-linear Rossby

wave dynamics in the Pacific with effects downstream over the Atlantic. The Madden-Julian

Oscillation (MJO) modulates Rossby wave breaking and blocking in the Pacific basin (e.g., Fig.

9 Moore et al., 2010; Cassou, 2008). Using MJO as a predictor at 4 to 12-day lag improves the

predictability of North Atlantic weather regimes (Cassou, 2008). Furthermore, recurving tropi-

cal cyclones undergoing an extratropical transition can be linked to Rossby wave amplification

downstream (Grams et al., 2011; Quinting and Jones, 2016; Riboldi et al., 2019; Keller et al.,
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2019). Barton et al. (2016) describe an RRWP episode over Europe that was initiated with the

recurrent extratropical transition over the Atlantic.

To study the relevance of the mechanisms discussed above as drivers for RRWPs we use causal

networks. Many recent studies have advocated the use of causal networks (CNs) for identifying

causal links rather than the standard practices of regression and composite analyses often used

in climate sciences (Barnes et al., 2019; Runge et al., 2019b; Kretschmer et al., 2021). These

networks help to distinguish direct effects from indirect effects and prevent misleading identi-

fication of causal connections (Pearl, 2009). However, the variables used in a causal network

should be carefully selected based on the physical understanding of the system (Di Capua et al.,

2020; Saggioro and Shepherd, 2019). This paper follows that approach and present composites

for RRW events over the North Atlantic to identify potential actors that are subsequently tested

for causal associations in the CNs framework.

This study of the drivers of RRWPs over the North Atlantic is divided into winter and summer

seasons, respectively. We present the analysis for winter first, starting with the results from the

composite maps of the meteorological variables for a set of RRWP events. Theory-guided links

outlined above motivate the choice of variables used in the composites. The composite maps

are used to understand the flow situation during RRWPs events and help us to identify indices

that form the potential causal processes (actors). Then, the potential actors identified from the

composite maps are tested in a causal network framework on a climatological time scale. We

repeat the same steps for summer. The key drivers of RRWPs, and the similarities and the dif-

ferences between the two seasons are discussed further. The section 5.3 presents results, section

5.4 discusses the results, and section 5.5 summarizes the main conclusions of this study.

5.2 Method

5.2.1 Dataset

This study uses the ERA5 data, the fifth generation atmospheric reanalysis produced by the Eu-

ropean Centre for Medium-Range Weather forecasts (ECMWF) (Hersbach et al., 2020). ERA5

was downloaded at 0.5° by 0.5° spatial resolution and six hourly temporal resolution for the pe-

riod 1979 to 2018. For composite analysis, the data were resampled to 1° by 1° spatial and 1-day

mean temporal resolution.

Meridional wind at 250 hPa is used to calculate the metric R following Röthlisberger et al. (2019).

Zonal wind field, U at 250 hPa is used to calculate background zonal wind, hereafter BU, in the

following way: We extract the portion of the zonal wind associated with the zonal wavenumbers,

k=0 to k=3, by decomposing U along the longitude at each grid following the method in Zimin

et al. (2003). That is, the separation between background and eddy components of the flow is

performed via the spatial-scale rather than over time. This separation of background and eddy
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components is beneficial in the context of this study in two ways. Firstly, synoptic experience

suggests that transient eddies do not propagate purely zonally, but rather follow the large-scale

flow pattern established by stationary (i.e., low wave number) waves, which motivates a separa-

tion in scale. Secondly, our decomposition results in a smooth and slowly varying BU field, which

also captures the key structure of a BU field obtained, e.g., by a running mean (not shown).

Stream function (SF) is calculated at 250 hPa using the zonal and meridional wind components

at each time step.

The Rossby wave source (RWS) can be used to examine sources of vorticity associated with

tropical convection Sardeshmukh and Hoskins (1988). Active tropical convection results in strong

upper tropospheric divergence in the tropics and convergence in the subtropics, which acts as

a RWS. The RWS can be insensitive to the location of tropical heating due to climatological

stationary planetary waves and associated jet streams (Trenberth et al., 1998). The RWS (s−2)

can be calculated from the absolute vorticity, ζ and the divergent wind vχ as in Sardeshmukh

and Hoskins (1988):

RWS = −ζ

[
∂u

∂x
+

∂v

∂y

]
− vχ · ∇ζ (5.1)

where the first term in Eq. 5.1 describes the effects of vortex stretching, and the second term

describes the advection of absolute vorticity by the divergent wind vχ (O’Kane et al., 2016; Tren-

berth et al., 1998). RWS is larger poleward of diabatic heating source and in jet stream regions.

We calculate RWS on a daily timescale as in O’Kane et al. (2016) and calculate the anomalies to

the bootstrap sample mean explained next.

The maximum Eady growth rate, EGR is used as a measure of baroclinicity (Lindzen and Farrell,

1980) at lower levels in the atmosphere. The EGR is calculated at 700 hPa using the equation

as in Simmonds and Lim (2009):

σE = 0.3098
|f ||∂U(z)

∂z |
N

(5.2)

where f is the Coriolis parameter, N is the Bunt-Väisälaä frequency and U(z) is the vertical

profile of the zonal wind component and z being the vertical coordinate. ∂U
∂Z is calculated using

U at 550 hPa and 850 hPa .

Outgoing Longwave Radiation (OLR) (Wm−2) is used identify convection over the tropics. Note

that the ECMWF convention for vertical fluxes is positive downwards; however, we use absolute

values from the OLR data. In this case, convection is shown by negative OLR anomalies indi-

cating lower OLR due to colder cloud tops.

Atmospheric blocks are identified from persistent anticyclonic PV anomalies vertically averaged

between 500 hPa and 150 hPa. The algorithm of Rohrer et al. (2020) is used which is based on the
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detection scheme of Schwierz et al. (2004). The following parameters are used in the detection

scheme: PV threshold of 1.3 PVU; persistence criterion of 5 days; and a minimum overlap of 0.7

between two consecutive time steps. The blocking dataset is only used for 40° N to 90° N

5.2.2 Selecting high R events

We focus on the North Atlantic basin since R has climatologically higher values over the two

ocean basins in the Northern Hemisphere and is relevant for persistent weather over Europe

(Röthlisberger et al., 2019). Based on earlier case studies, RRWP events over the North Atlantic

can extend into western Europe (Röthlisberger et al., 2019; Ali et al., 2021). Therefore, as a first

step, the daily time series of the metric R is averaged longitudinally over 50° W and 10° E to

include parts of the North Atlantic and the western Europe. To identify high R events, a peak

over threshold approach is employed for the months of December-January-February (DJF) and

June-July-August (JJA). An event is defined as consecutive days that exceed a selected threshold.

Two events separated by less than 14 days are merged to have a set of independent events. The

threshold starting with 0.85 quantile of R is increased or decreased iteratively until a minimum

number of 30 events is obtained for each season. In this way we identify a set of 30 long-lasting

and amplified North Atlantic RRWP episodes for both the seasons.

The sets of high R events are used to create composite mean maps of meteorological variables at

daily time lags prior to and after the onset of the event (t=0). The anomalies at each time lag

are calculated relative to a bootstrap sample mean. The bootstrap sample mean is calculated

individually at each time lag for a given variable by generating 10,000 random samples. These

samples are constructed by selecting random dates. The process of generating random dates is

the following. The years are randomly generated between 1980 and 2018. The day is randomly

generated such that it is within ± 5 day of the respective day-of-year for which the samples are

generated. The bootstrap samples are also used to calculate respective p values. At this stage,

a p value threshold is not set and different p value contours are displayed to identify regions of

interest and formulate theory-guided causal hypothesis for the actors of interest. Univariate time

series, later referred to as actors, are created by averaging over the selected regions of interest

emerging from the composites to test the causal hypotheses in a graphical network framework.

The composite maps thus are used to identify potentially important synoptic features during high

R events, whose causal effect on R is subsequently examined using the causal network framework.

5.2.3 Causal Networks

The Causal Networks (CNs) used here use conditional independence-based learning algorithms

to construct a graph-based network of dependent and independent variables. The dependent

variables are linked directly in the graph, with a line called edge. More specifically, we use the

Peter and Clark (PC) momentary conditional independence algorithm, PCMCI (Runge, 2018).

A short description of the PCMCI algorithm is provided below based on Di Capua et al. (2020);
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Kretschmer et al. (2016); Runge et al. (2019a). The readers are encouraged to check those papers

and the supplementary materials in Runge et al. (2019a); Di Capua et al. (2020) for further details.

The PCMCI algorithm consists of two stages: first, a PC condition-based selection stage that

selects parents of each variable based on iterative conditional indendependce (CI) tests; second,

the MCI stage, which removes spurious links due to auto-dependencies in the time series and ori-

ents the significant links. The mathematical equations comprising the two stages are given below.

Let X be a set of individual, detrended, time dependent variables (or actors) such that, X =

(X1
t , X

2
t , ..., X

N
t ). Let Xt denote the present time step for the set of time series of the variables.

Then, X−
t = (Xt−1,Xt−2, ...) denote the past processes of Xt.

Let P(Xj
t ) denote the causal parents of variable Xj

t . The PC stage implements iterative inde-

pendence tests given a condition S, where S is chosen from each variable in P(Xt
j). Thus, to

check if Xi
t at a lag of τ drives Xj

t , i.e., X
i
t−τ → Xj

t , the PC stage tests for:

Xi
t−τ ⊥⊥ Xj

t | X−
t \{Xt−τ} (5.3)

where, X−
t \{Xt−τ} denote that the algorithm does not condition on the past of the multivariate

process Xi
t−τ . The variables for which eq. 5.3 holds true are dropped from the set of potential

parents P(Xt
j). In the next steps, the dimensions of the tests is increased to more dimensions,

starting with S containing two variables, that results in reduced set of parents after the CI tests.

The dimension of S is increased further to three, four variables, and so on resulting in further

reduced sets of variables. The algorithm converges until no more conditions can be tested. Thus,

each actor in Xj
t has an estimate of parents P(Xt

j) at the end of the PC stage and goes into the

MCI step.

The MCI stage conditions simultaneously on both sets of parents of the parents of Xj and Xi.

Thus, to test for Xi
t−τ → Xj

t , MCI tests for:

Xi
t−τ ⊥⊥ Xj

t | P(Xj
t )\{Xi

t−τ}, P(Xi
t−τ ) (5.4)

After passing the MCI test, we obtain the final set of parents for each actor in X. The strength

of the correlations obtained after the MCI stage can be used as a measure of the causal strengths

and the model-output ranks the causal actors on this basis (Runge et al., 2019b). See supple-

mentary material of Runge et al. (2019b) for detailed explanation of PCMCI and other variants

available.

The CNs obtained from the PCMCI rests on several assumptions (see Runge, 2018; Runge et al.,

2019b). One key assumption is that all the relevant actors are included in the CN, although

Runge et al. (2019b) stated that this assumption can be relaxed. However, this implies that the

causal links obtained from the CN are obtained relative to the set of actors used in the model



5.3. Results 63

Figure 5.1: Illustration of the time series used for the CNs. First row shows the 3-day running

mean time series, where the red rectangle shows the 3-day centered running mean window. Three

time series of 3-day interval are created based on the starting step of the interval, where ”k”

represents the starting step. The model using k=1 time series is the main model presented here.

The other two models, using k=0 and k=2, are used to check the robustness of the CNs.

and the links maybe senstive to adding more actors (Di Capua et al., 2020). Hence, the causal

links obtained should be interpreted as causal relative to the set of actors included. Therefore, it

is vital to construct the networks based on process knowledge. Hence, we use composite maps of

various variables prior to and during high R events to formulate theory-guided hypotheses and

select actors of interests for the CNs.

Although, PCMCI works well for highly auto-correlated time series (Runge et al., 2019b), high

auto-correlation decreases the detection power of the algorithm and may give rise to spurious

links. Most of the time series used here have high auto-correlation at daily time-scale. To de-

crease the auto-correlation, we use 3-day interval time series. The robustness of 3-day intervals

was tested by Meyer (2022). First, the time series of the variables are resampled using a 3-day

centered running mean window (Fig. 5.1) and detrended with a linear fit. We keep the sea-

sonality in the time series as we construct models separately for winter and summer. Based on

the starting step of the 3-day interval, two additional time series are created as shown in figure

5.1 are used for sensitivity tests. The CNs using time series k=1 in figure 5.1 is presented in

the results. Appendix C and D show the significant links for R using the time series k=0 and k=2.

PCMCI can be combined with a variety of CI tests. We use the Partial Correlation CI test as in

Kretschmer et al. (2016); Di Capua et al. (2020), but it can only capture linear dependencies. Re-

fer to (supplementary material S 4.1 Runge et al., 2019b) for more details. The hyper-parameters

used for the CNs are a maximum time lag, τmax = 15 days and an α = 0.05 in the CI tests.

PCMCI is combined with false discovery rate controls (Benjamini and Hochberg, 1995) to adjust

the p values resulting from the MCI stage.
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Figure 5.2: Hovmöller diagrams show two examples of high R events in (a) DJF and (b) JJA.

Filled contours show meridional wind at 250 hPa in ms−1 averaged between 35° N and 65° N.

Black contours show R values at 8 and 12 ms−1. Dashed horizontal lines show the starting the day

of the respective events and vertical lines show the study area over the North Atlantic. Magenta

arrows mark the Rossby wave trains.

5.3 Results

5.3.1 Example high R event: January 2018

In winter 2018-19 a high R event occurred over the Atlantic basin (Fig. 5.2, high R contours).

The event started on 31 January 2018 and lasted for 28 days. It was composed of a series of

transient RRWPs that amplified in the same phase over the Euro-Atlantic sector. The Rossby

wave trains formed upstream of the Atlantic over North America and the eastern Pacific (Fig.

5.2). Downstream of Asia, in the western Pacific, recurrence was also present.

Ten days prior to the start of the event (t=0), Figure 5.3a shows positive background zonal wind

(BU) anomalies over central North America and the Atlantic (roughly 40° N to 50° N). A block

formed at t=-4 along the east coast of North America (Fig. 5.3b). The block moved downstream

to the North Atlantic in the following days (t= -1 day in Fig. 5.3c). The block over the North

Atlantic was associated with a decrease in BU over the Atlantic ( 40° N). Simultaneously, the core

of the BU shifted northward to the southern tip of Greenland. Overall the BU shifted northward

when comparing t=-10 to t=-1 day.

Motivated by the extratropical-tropical teleconnection summarized in the introduction, we show
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Figure 5.3: BU and blocks for the high R event in winter 2018. Colours show BU anomalies with

seasonal mean at 250 hPa in ms−1 at various time-lag to the starting day of the event. Dashed

contours show BU at 20, and 40 ms−1. The BU fields extend only from 0° to 90° N. Thick black

contours with hatches show blocks.

OLR and RWSadv anomalies in Figure 5.4 at 12-day prior to the start of the event. RWSadv

anomalies over the central Pacific (X in Fig. 5.4b) were co-located with the stream function (SF)

anomalies that arch into North America. The band of OLR anomalies (X in Fig. 5.4a) indicate

high clouds to the east of the elongated trough over the central Pacific (negative SF anomaly).

The band of cold cloud top temperatures likely indicates the presence of a warm conveyor belt

and the associated upper-level divergent flow providing an RWS. Concurrently, enhanced con-

vection was present over the Maritime Continent and at the southern tip of the trough over the
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Figure 5.4: Colours show OLR anomalies in (a) and RWSadv scaled by 10−11 in (b) at t=-12 days

prior to the starting day of the winter 2018 high R event. Solid-green (dashed-magenta) contours

in (a) and (b) show SF anomalies at 1, 2, 3 m2s−1 scaled by 10−6. Dashed grey contours in (b)

show BU at 20, 30, 40 ms−1. ”X” in (a) show the enhanced convection and corresponding RWS

in (b). All the anomalies here are with respect to the respective seasonal mean.

central Pacific. Observation records show an active MJO in Phase 3 on 15 January and moving

to Phase 4 on 17 January, 14 days prior to the high R event. The trough over the central Pacific

and the corresponding RWS was also persistent in the next days (not shown).

In summary, key features preceding the January 2018 event were a block establishing over the

central North Atlantic just prior to the start of the event, active convection over the Maritime

continent due to an ongoing MJO wave in the weeks preceding the event, which resulted in an

emerging wave train from the subtropical Pacific.
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Figure 5.5: Same as in Fig. 5.3 but for the high R event in June 2003.

5.3.2 Example high R event: June 2003

The JJA event started on 6 June 2003 and lasted nine days. It coincided with the first part of the

summer 2003 heat waves over Europe. The recurrence pattern was composed of several transient

wave trains, some forming upstream over the Pacific (Fig. 5.2b).

Downstream of positive BU anomalies over the Pacific a block formed over the west coast of

North America on t=-10 days (Fig. 5.5a), similar to the DJF event (Fig. 5.3a). This block

moved downstream (see t=-4 day Fig. 5.5b). Subsequently, the BU weakened over the North

Atlantic. At t=-1 day, the block was situated over South Greenland, and strong BU anomalies

were present north and south of it. An MJO Phase 7 event was observed ten days before the
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JJA event (not shown). However, we did not see an indication of a Rossby wave source from the

tropics or subtropics in the SF anomalies nor any RWSadv in the central Pacific. In summary,

key features preceding the June 2003 event were a block forming downstream of positive BU

anomalies in the eastern Pacific which was later moved to the North Atlantic.

5.3.3 North Atlantic DJF

5.3.3.1 Composite Analysis

The theoretical considerations outlined in the introduction and the two case studies discussed

above point to atmospheric blocking and tropical convection as potential drivers of high R events

with the background flow acting as a modulator. To study these potential drivers in more detail

and to identify actors for the CNs, composites of the atmospheric flow prior to high R events

are discussed next. The composite maps focus on the period prior to and during the first days

of high R events and present maps at different time-lags to the starting day of the high R event

(t=0).

First the flow over the Atlantic prior the high R events is analysed to illuminate the role of

blocking and the changes in BU for high R events (Fig. 5.6). Ten days before the high R events,

blocking frequencies are lower than usual south of Greenland (Fig. 5.6b). Upstream in the extra-

tropical Pacific, above-average blocking frequencies are co-located with negative BU anomalies

and positive BU anomalies in the subtropical Pacific.

Six days before the events, blocking frequencies are still low south of Greenland (Fig. 5.6e).

The upper-level trough moves downstream over the UK, and subtropical-high forms downstream

of America. The BU slows downstream of the east coast of North America, as evident by the

shrinking of the 40 ms−1 BU contour, which is subsequently not observed at t=-4(Figs. 5.6d,

5.6g). The negative BU anomalies over the subtropical Atlantic, North America, and positive

anomalies to the North indicate a northward shift of the BU at t=-6 and t=-4 day.

At a 2-day lag, we observe anomalously high blocking frequencies over the east coast of North

America co-located with positive SF anomalies (Figs. 5.6k, 5.6l). Upstream and downstream of

it, we observe enhanced BU anomalies. It is reminiscent of the situation during the 2018 January

case study (Fig. 5.6). The trough over the UK re-strengthens, and a downstream ridge forms over

Siberia. The ridge over America has moved eastward. Overall, SF composites depict a transient

flow leading up to the starting day.

At t=0 or the starting day of the events, strong negative SF anomalies are present over Europe

and positive anomalies upstream over the Atlantic (Fig. 5.7c). This is a key feature because

it shows the preferred phase of the the high R events over the Atlantic. The blocking frequen-

cies are positive south of Greenland (Fig. 5.7b). Simultaneously, BU is weak over the Atlantic
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and the North American east coast (Fig. 5.7b). A wave pattern is present at t=0 in the SF

anomalies with the wave extending from the Atlantic into the Pacific sector (Fig. 5.7c). Higher

blocking frequencies persist south of Greenland after the onset, and anomalously low BU anoma-

lies are present downstream of Greenland over north-western Europe. The trough over Europe

strengthens further, and the ridge over Siberia is also persistent.

In summary, the large-scale flow changes from low blocking to high blocking over the Atlantic

in the build-up to the high R events and remains high after the onset (Fig. 5.6). This points

to a key role of blocking in forming high R events. At the same time, the BU over the Atlantic

weakens and shifts northward. A wave train extending from the central Atlantic into Asia forms

a few days prior to the high R onset (Figs. 5.6l, 5.7c), also indicating the preferred phasing of the

transient eddies. Subsequently, to evaluate the causality of the observations made in the com-

posites in a causal network (CN) framework, we create one dimensional time series by averaging

BU over potential causal areas of interest (black boxes in Fig. 5.6). We average BU over the

following regions: western and central Atlantic, BU-NAt (35° N to 50° N, 55° W to 15° W), and

over Pacific, BU-Pac (30° N to 40° N and 180° E to 140° W). All the variables used in the CN

model are summarized in Table 5.1.

Next, we investigate sources of Rossby waves from the tropics and subtropics. As summarized in

the introduction, several studies have shown that a wave signal initiated by tropical convection

in the Pacific and modulated by extratropical weather systems can propagate into the Atlantic.

Hence, we next present composites maps of OLR and RWSadv fields.

Negative OLR anomalies, i.e., areas of intense tropical convection, are present consistently over

and to the east of the Maritime continent at around two weeks prior to the starting day of the

high R event (t=-13 and t=-12 in Fig. 5.8). The negative OLR anomalies move eastward in the

subsequent days (not shown) indicating an active MJO wave. However, we do not observe low p

values for the set of the events (i.e., p < 0.05). It could be because of the low signal to noise ratio

in the set of events. Note that the low p-values in the composites are not critical for the CNs as

it is based on CI tests. At 12-day lag, a ridge-tough-ridge pattern is evident over the Pacific (SF

contours in Fig. 5.8) extending into the North American continent. Active convection is present

over the central Pacific, which could play a role to strengthen the upper-level trough west of it.

Positive RWSadv anomalies in the central Pacific are present in the central Pacific.

Studies suggest that convection over the Maritime continent can help to generate convection

downstream over the central Pacific (e.g., Ghil and Mo, 1991; Johnson and Feldstein, 2010; Fro-

mang and Rivière, 2020) and the latter are shown to have teleconnections with the North Atlantic

weather regimes in the presence of a strong jet during winter (e.g., Cassou, 2008; Moore et al.,

2010; Lukens et al., 2017). Our initial tests with CNs (not shown) showed that the link from

OLR anomalies east of the Maritime continent to the Atlantic is indirect and modulated via the

Pacific BU and RWSadv term over the Pacific. Therefore, for the CN shown later, only the actor

over the central Pacific is used by creating a one-dimensional time series of RWSadv over the
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Table 5.1: Summary of the one dimensional time series used in the CN for DJF.

Variable Description Grid box

R-NAt R-metric over the North Atlantic 50°W–10°E
BU-NAt BU over western and central Atlantic 35°–50°N, 55°W–15°W

Blocks-NAt Fraction of area blocked over NAt 40°N–60°N, 50°W–5°W
BU-Pac BU over Pacific 30°N–40°N, 170°E–160°W
RWS RWSadv over Pacific 20°N–40°N, 180°W–140°W

Pacific 20°N–40°N, 180°W–140°W, later referred as only RWS in the CN model.

5.3.3.2 Causal Network Analysis

Table 5.1 summarizes the time series for the actors used in the CN analysis for DJF, and Fig.

5.9 shows the corresponding grid points over which the one-dimensional variables were created.

In a causal graph model, directed arrows, called edges, are shown between two variables that are

significantly associated with each other. As an example, X
t−→ Y shows changes in X at a time

lag t is a statistically significant causal driver for changes in Y. Dashed edges show instantaneous

association and do not show a causal direction. The numbers accompanying the name of an

variable state the strength of the auto-correlated link. When there are causal links at multiple

lags between two variables, the lags displayed over the edges are sorted in decreasing order of the

correlation strength with the colour of the edge representing the strongest link. In such a case,

if the correlation between the two lags is of opposite sign then it is displayed by the asterisk sign

above the lag, e.g., X
9, 3*−−−→ Y implies that the link from X to Y at 9-day lag is stronger and

oppositely correlated then the one at 3-day lag and the colour of the link X → Y will show the

cross-correlation of the 9-day lagged link.

We begin by discussing the CN for DJF (Fig. 5.10). A key result from the CN is that Blocks-NAt

primarily drives R-NAt. A positively correlated link Blocks-NAt
6−→ R-NAt is seen at a 6-day

lag. This link is consistent with Fig 5.6, where we see an increase in blocking frequency over the

Atlantic in the build-up to the high R events (t=0 day) and positive blocking frequency anomalies

at the onset (t=0) and later (Fig. 5.7). R-NAt has feedback on Blocks-NAt at two different time

lags: positively correlated at 3-day lag with a strength of 0.101 and negatively correlated at 9-day

lag with a strength of -0.0807. These two feedback links are robust in the sensitivity tests (App.

C.3).

There are no direct links from BU-NAt to R-NAt (Fig. 5.10). BU-NAt may indirectly affect R-

NAt by modulating Blocks-NAt, shown by BU-NAt
3,6*−−→ Blocks-NAt. R-NAt has a feedback on

BU-NAt at two different time lags, R-NAt
3,9*−−→ BU-NAt. The two feedback links are oppositely

correlated with a correlation of 0.127 at 9-day lag and -0.115 at 3-day lag. The oppositely corre-
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lated links between R-NAt and BU-NAt can be understood when considering the instantaneous

association between BU-NAt and Blocks-NAt. At a shorter time lag of 3 days, R-NAt decreases

BU-NAt and increases Blocks-NAt, whereas, at a lag of 9 days, R-NAt increases BU-NAt and

decreases Blocks-NAt. Overall, the drivers of RRWPs over the Atlantic agree with our theoreti-

cal understanding that an increase in the low wavenumber flow at upper levels will be positively

correlated with increased vertical shear and is associated with increased baroclinicity as per the

thermal wind relation. High baroclinic conditions lead to baroclinic eddies that grow using the

potential energy of the system (e.g., Pierrehumbert and Swanson, 1995). However, for large val-

ues in R, these baroclinic eddies need to recur in the same phase. From a dynamic perspective,

one could argue that BU and Blocks are closely linked. However, the CNs show that BU-NAt

does not modulate the links from Blocks-NAt to R-NAt. There is also a link from BU-Pac to

BU-NAt and not to Blocks-NAt. Based on these unique links, we choose to keep both the actors

in the CN models.

There is no direct causal link between RWS in the Pacific and R-NAt. An indirect pathway

exists where RWS
3,6*,9*−−−−→ BU-Pac and BU-Pac

6−→ BU-NAt. Our findings are in agreement with

previous studies that suggest that convection-related anomalies in the Pacific can be a source for

jet variability in the North Atlantic but that the response over the Atlantic is modulated by the

regional baroclinic and barotropic instabilities (e.g., Frederiksen, 1982, 1983; Wu, 1993; Franzke

and Feldstein, 2005; Stan et al., 2017).

5.3.4 North Atlantic JJA

The composite maps for high R events in summer (JJA) follow the same approach as for DJF.

5.3.4.1 Composite analysis

Like winter events, blocking frequencies are lower south of Greenland at a 10-day lag to the high

R events (Fig. 5.11). The blocking anomalies coincide with anomalously high BU over the North

Atlantic, and the SF composites feature negative anomalies, indicating an upper-level trough over

southern Greenland. Downstream, over eastern Siberia, a ridge is observed. Upstream of the

Atlantic, over Quebec and Newfoundland, an upper-level ridge is observed with above-average

blocking frequencies. The BU indicates weakening over subtropical Atlantic and America, and

the positive anomalies North of it suggest a northward shift in BU.

At a lag of six days, blocking increases over the extratropical Pacific with corresponding changes

in BU north and south of the blocking (Figs. 5.11d, 5.11e). The 20 ms−1 BU contour is connected

over the Pacific up to the Atlantic and extends upstream until the Mediterranean. An upper-level

trough-ridge couplet is seen over Iceland and the UK. The ridge over Siberia persists as well. A

hemispheric-wide wave number pattern is not clear at this stage. At 4-day lag, the ridge persists

over north-western Europe, a ridge-trough-ridge pattern emerges over the Atlantic, and a ridge



5.3. Results 72

is observed over the east coast of the US (Fig. 5.11i). Positive blocking frequencies persist over

the Pacific along with the concurrent anomalies in the BU. Increased blocking is also seen over

southern Greenland and Canadian archipelago parts.

At 2-day lag, the ridge-trough-ridge pattern persists over the Atlantic, with the ridge over Eu-

rope (Fig. 5.11l). The ridge over the eastern US persists as well as the trough over the Pacific.

Blocking anomalies are persistent over south Greenland, along with the decrease in BU (Figs.

5.11k, 5.11j). Positive blocking frequencies are seen over the UK and north-western Europe. The

20 ms−1 BU contour, which previously stretched from the Mediterranean to the Pacific and into

the Atlantic, splits into three.

At day zero, the ridge over Europe extends over central Europe, and the ridge south of Greenland

strengthens with the corresponding anomalies in the blocking frequencies (Fig. 5.12 b, c). The

blocking anomalies have decreased over the Pacific as well (c.f. t=-4 and t=-2 in Fig. 5.11) There

is an overall decrease in BU over the Atlantic and North America. The BU stays weaker over

the Atlantic two days later, and the ridge persists south of Greenland. The ridge over central

Europe also persists, and the ridge over eastern Europe moves slightly downstream.

As for the DJF events, we looked for tropical and subtropical RWS sources. We find active

convection in the tropics around the Maritime continent prior to the JJA high R events but the

corresponding SF anomalies do not arch into the extra-tropics and instead propagate parallel to

the equator (not shown). Furthermore, over the central Pacific, we did not observe active convec-

tion and correspondingly, no positive RWSadv anomalies were present over the Pacific unlike for

DJF (Fig. 5.8). Therefore, we do not find indications of teleconnections between the tropics and

the mid-latitudes for summer. Our findings are in line with previous studies that also report an

absence of the tropical teleconnections with the Atlantic for summer (Stan et al., 2017). However,

tropical-extratropical connection might still be observed for individual events.

To summarize, the important changes before the JJA events are an increase in blocking over

south Greenland, and first strengthening and then weakening of the subtropical BU over the

Pacific corresponding to the changes in blocks over the Pacific. Hence, based on Figures 5.11

and 5.12, we create two one-dimensional time series of BU for the CN for summer: BU over the

North Atlantic, BU-NAt 40° N to 55° N, 65° W to 25° W; BU over the eastern Pacific, BU-EPac

30° N to 40° N, 170° W to 130° W. The area used for BU-NAt is slightly north of the one used

for DJF (Table 5.1) because of the changes seen in the composites (cf. Fig. 5.11 and Fig. 5.6).

Similarly, we create a time series of fraction of area covered by blocks over the North Atlantic,

i.e., over 50° N to 65° N and 50° W to 30° W, which is also slightly northward to the area used

for winter (Table 5.1). Figure 5.13 shows the area over which time series are averaged and table

5.2 summarizes the variables used in the CN.
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Table 5.2: Summary of the one dimensional time series used in the CN for JJA.

Variable Description Grid box

R-NAt R-metric over North Atlantic 50°W–10°E
Blocks-NAt Fraction of area blocked over North Atlantic 50°N–65°N, 50°W–30°W
BU-NAt BU over North Atlantic 40°–55°N, 65°W–25°W
BU-EPac BU over eastern Pacific 30°N–40°N, 170°W–130°W

5.3.4.2 Causal Network Analysis

In summer, we find three causal drivers of R-NAt: BU-NAt, Blocks-NAt and BU-EPac (Fig.

5.14). The link from the BU-NAt
9−→ R-NAt is positive and acts on a time scale of 9 days. An

increase in BU is also captured in the composites (e.g., t=10 day in Fig. 5.11a). A stronger

upper-level flow over the North Atlantic also decreases blocking (the link BU-NAt
3−→ Blocks-NAt

and the instantaneous link between the two). We also find a positive causal link Blocks-NAt
3−→ R-NAt. A feedback R-NAt

3−→ Blocks-NAt is observed that could indicate that the transient

synoptic waves that form the RRWPs contribute to blocking strength and persistence. This is

in line with Shutts (1983); Hoskins and Sardeshmukh (1987). Blocks-NAt
3−→ R-NAt acts on a

time-scale of 3 days. The links between BU-NAt, Blocks-NAt and R-NAt capture the interactions

between the background flow, blocks, and RRWPs over the Atlantic as outlined in the introduc-

tion. Note, that the causal connection to R-NAt is not mediated solely through either BU-NAt

or Blocks-NAt, this implies that both processes modulate R-NAt; even though the dynamics of

BU-NAt and Blocks-NAt are closely linked.

Upstream in the Pacific, we find a positively correlated causal link from BU-EPac
3−→ R-NAt. This

link is robust in the sensitivity tests. In the BU composites (Fig. 5.11), a significant increase in

BU over the eastern Pacific preceded high R events. One of the underlying processes to explain

this link could be that an increase in BU-EPac may help to exceed the capacity of the zonal wave

activity flux, which then results in the formation of the blocks downstream over North America

(Nakamura and Huang, 2018). This is also seen in the blocking composites (e.g., t=-4 in Fig.

5.11). The resulting blocks may play a role in modulating RRWPs downstream (Altenhoff et al.,

2008; Röthlisberger et al., 2019). We also observe a positively correlated causal link BU-NAt
6−→

BU-EPac. This link is robust in the sensitivity tests. The mechanisms through which the BU-

NAt acts on the BU-EPac are not immediately apparent and therefore, this link can be treated

as causal discovery. It could very-well be that a hidden process, not included in the CN, acts to

mediate the link between BU-NAt and BU-EPac. In summary, the primary drivers of R-NAt are

the process over the Atlantic, BU-NAt and Blocks-NAt, and BU-EPac. R-NAt has a feedback

on Blocks-NAt.
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Figure 5.6: Composite mean anomalies for meteorological fields extending from 30° N to 90° N:

left column BU, middle column blocking frequency, right column SF at different time lags to the

starting day of DJF high R events in the North Atlantic. Black dashed contours show mean BU

contours at 20, 30, and 40 ms−1 at the given time lag. Yellow, green, and blue contours show p

values at 0.1, 0.05, and 0.01, respectively except for blocks. Black boxes in (j) and (k) show the

area used to create 1-dimensional time series for the CNs.



5.3. Results 75

Figure 5.7: As in Figure 5.6, but for the onset of the events and after. Black boxes in (a) and

(b) show the area used to create 1-dimensional time series for the CNs.
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Figure 5.8: Same as in figure 5.6 but for absolute OLR anomalies (Wm−2) in (a) and (b) and

RWSadv anomalies (s−1) at 250 hPa (scaled by 106) in (c) and (d). In (c) and (d) anomalies are

shown only at grid points having p < 0.1. Solid green (dashed magenta) contours in all subplots

show SF anomalies at 250 hPa scaled by 10−6 m2s−1. BU contours at 30 and 40 ms−1 are shown

in grey dashed lines in (c) and (d). Black box in (d) show the area used to create 1-dimensional

time series for the CNs.
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Figure 5.9: Grid boxes over which the time series where averaged to create one dimension time

series (cf. Table 5.1) for the CN model for DJF. Black box over the North Atlantic shows area

over which metric R is averaged. Purple box shows the area used to create the blocking time

series. Orange boxes show area used to create the two BU time series, and brown box shows the

same for RWSadv time series.
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Figure 5.10: Causal Network (CN) shows significant drivers of R over the North Atlantic for DJF

at p < 0.05 and a maximum time lag of 15 days. The number over the edges indicate the time lag

in days of the causal link and the colour of the edges show the strength of the link. Instantaneous

links are shown by dashed edges. Numbers accompanying the actors show the auto-correlation.

See appendix C.1 for the full model output.
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Figure 5.11: As in Figure 5.6 except for high R events in JJA.
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Figure 5.12: As in Fig. 5.7 except for high R events in JJA.
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Figure 5.13: Grid boxes over which the time series where averaged to create one dimension time

series (cf. Table 5.2) for the CN model for JJA. Colours used are the same as in same as in Fig.

5.9 except that no RWS time series is used for the JJA model.
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Figure 5.14: CN same as in Fig. 5.10 but shows significant drivers of R over North Atlantic

for JJA. The p value and τmax used are the same as in Fig. 5.10. See appendix C.2 for the full

model output.
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5.4 Discussion

The time-lagged composites show the dominant anomaly patterns for the set of top-30 North At-

lantic RRWP events for summer and winter. For winter events, a hemisphere-wide wave pattern

emerges at t=0, suggesting concurrent high R events in the Atlantic and the Pacific (Fig. 5.6).

The hemisphere-wide wave pattern is not evident for the summer high R events (Fig. 5.11). Note

that the CNs use the full time-series and hence, bring forward the causal drivers significant in the

climatology. CNs also do not have a subjectively-chosen starting day (t=0) as for the composites,

where the starting day is defined by the peak over threshold method. However, interpreting the

links found by the CNs with the help of composites of the top high R events helped to explain

the links observed in the CNs.

The CNs show a statistically significant association between the background flow (BU), blocks,

and RRWPs over the North Atlantic for winter and summer(Figs. 5.10, 5.14). In summer, BU

acts directly on R whereas in winter, BU acts on blocks over the Atlantic, and the latter act

on RRWPs. We find positive BU anomalies for winter composites at a 10-day lag over 40° N in

the Atlantic. For the summer composites, the positive anomalies are in the extratropical North

Atlantic to the south of Greenland. The increase in BU prior to the events is correlated with

an increase in EGR anomalies (not shown) and suggests that RRWPs may form because of the

high baroclinicity in the Atlantic and may not necessarily need a tropical forcing. Furthermore,

Novak et al. (2015) suggests that enhanced storm-track activity is responsible for downstream

latitudinal shifts in the jet. However, why are the Rossby waves recurring in the same phase?

Our results suggest that blocks play a vital role in modulating the phase of the Rossby waves,

helping them to recur in the same phase. Blocks may act like a metronome to modulate the

phase the RRWPs (Altenhoff et al., 2008; Röthlisberger et al., 2019). The association between

blocks over Atlantic and R revealed by the CNs might support the role of blocks in modulating

the phase of RRWPs. Furthermore, the CNs show that an increase in blocking over the Atlantic

is closely associated with a decrease in BU. RRWPs also have feedback on blocks and BU in both

seasons. There is direct feedback from RRWPs on BU in winter, but an indirect link in summer

modulated by blocking. The feedback on the BU can be through wave amplification, and Rossby

wave breaking, where the momentum transfer from the wave breaking changes the background

flow (e.g., Moore et al., 2010).

Hamill and Kiladis (2014) show that European blocking frequency shifts from being anomalously

low to being anomalously high as the MJO convection shifts across the Maritime continent, con-

sistent with the results of Cassou (2008). The CN for winter shows that the link between tropical

convection in the Pacific basin and RRWPs over the North Atlantic in winter is indirect and

captured by the advection-term of the Rossby wave source in the Pacific (Fig. 5.10). The ”indi-

rect” link implies that the tropical link is mediated by changes in the background flow over the

central Pacific. Hence, it is unnecessary to include an OLR-related actor in the CN (Kretschmer
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et al., 2021). We find that the BU over the Pacific influences the BU over the Atlantic, thus

acting indirectly on RRWPs. Our results do not contradict the above observations and the ide-

alized model studies showing a tropical, and mid-latitude teleconnection (see the introduction,

e.g., Sardeshmukh and Hoskins, 1988; Hoskins and Ambrizzi, 1993; Matthews and Kiladis, 1999;

Fromang and Rivière, 2020).

However, RRWPs do not necessarily need a forcing external to the mid-latitude flow, and re-

current but rather local perturbations in the baroclinic regions can also trigger them. CNs

suggest the local changes in blocks and BU drive R over the Atlantic as the CNs identify the

most substantial causal effect on R from these actors.However, the CN for winter suggests that

tropical-extra tropical teleconnection exists and could be one of the sources of the variability in

the background flow over the Atlantic. During summer, we did not find large RWS anomalies in

the tropical Pacific. Although, we do find a direct causal link from BU over subtropical Pacific

to R over the Atlantic (Fig. 5.14). The changes in BU over subtropical Pacific is possibly due to

the extratropical blocking over the Pacific (t=-6 day in Fig. 5.11).

The CNs used in this study are based on a linear model, which might not be able to capture some

of the non-linear processes. Another limitation is that the PCMCI algorithm used here cannot

detect latent confounders, that is, the hidden processes which are not included in the CNs. This

is a challenging problem for the machine learning community and recent developments are trying

to address it (Gerhardus and Runge, 2020; Liu et al., 2021). However, despite these limita-

tions, the CN approach is more rigorous in providing insights into true causal relationships than

the standard practices of correlation and regression analysis (e.g., Kretschmer et al., 2016; Runge

et al., 2019a; Di Capua et al., 2020; Saggioro and Shepherd, 2019; Vijverberg and Coumou, 2022).

5.5 Conclusions

RRWPs over the Atlantic can lead to persistence and high-impact weather through the recur-

rent formation of troughs or ridges on sub-seasonal time-scale over Europe. This study identifies

drivers of RRWP events over the North Atlantic for winter and summer based on theoretical con-

siderations, two case studies, a composite analysis and causal networks. We present composite

maps of meteorological variables prior to 30 high R events in winter and summer and use them

to select actors for a theory-guided CN framework.

For RRWP events in winter, a hemispheric wave pattern emerges in SF anomalies at start day of

the events but not so for summer. The composites maps for winter show a ridge-trough pattern

with a ridge over the Atlantic and trough over western Europe at t=0 (Fig. 5.7). For RRWP

events in summer, we see a ridge-trough-ridge pattern with the two ridges over the Atlantic and

central Europe at t=0 (Fig. 5.12). The RRWP events for both the seasons reveal a preferred

phasing of the RRWPs despite not having an explicit condition for phasing in the event selection.
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The CN for summer reveals the link BU → R as causal at a 9-day lag (Fig. 5.14), but not so for

winter (Fig. 5.10). This association is seen in the composites where BU over the North Atlantic

increases around 10 days before the onset of RRWP events (Fig. 5.11). However, in the winter,

also we see similar changes in BU (Fig. 5.6), but the CN does not reveal that link as causal.

Instead, the causal driver for winter is only blocks over the North Atlantic, where blocks are

closely associated with BU over the Atlantic. Blocks also causally driver R for summer and are

also closely associated with BU. We hypothesize that blocks act by modulating the phasing of

the RRWPs. The RRWPs, in turn, have feedback on the blocks (Figs. 5.10, 5.14), which helps

to make them more persistent.

We also observe active convection over the Pacific before the onset of the winter RRWP events.

The CN reveals that this drives changes in BU over the Pacific, which drives changes in BU

over the Atlantic. For summer, the CN shows a direct 3-day lagged link from the subtropical

eastern Pacific BU → R over the Atlantic and a 6-day lagged link from BU over the Atlantic →
BU over the eastern Pacific. However, the SF composites for RRWP events in summer did not

show Rossby waves arching into the extratropics, unlike in the winter. We also do not have a

theoretical understanding of the causal link R → BU over Pacific (Fig. 5.14). We treat this link

as a casual discovery because it was robust in our sensitivity tests and suggest that it needs to

be investigated in future studies.

The CNs show that complex interconnections between different processes modulate the flow vari-

ability over the North Atlantic. Therefore, correct simulations of intermediate processes are

essential for improving forecasts and removing model biases. The connections upstream from the

Pacific to the Atlantic may offer a window of opportunity for improving predictability over the

Atlantic for RRWP events.
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Chapter 6

Conclusions and Outlook

6.1 Summary and conclusions

This thesis demonstrates the vital role of RRWPs in persistent surface weather and investigates

the causal drivers of RRWPs over the North Atlantic. Previously, mainly stationary flow has

been considered an important driver of persistent weather conditions. However, the first part

of the thesis established the vital role of recurrent transient synoptic-scale Rossby wave packets

as a non-stationary mechanism for modulating persistent surface weather. The second part of

the thesis investigated the association of RRWPs with quasi-stationary anticyclones identified

as blocks and the quasi-stationary anticyclones driven by quasi-resonant amplification (QRA).

Furthermore, the thesis identified the causal drivers of RRWPs in the North Atlantic.

Chapter 2 examined the role of RRWPs for dry and wet spells. It revealed that RRWPs sig-

nificantly affect the duration of dry and wet spells globally by significantly shortening or ex-

tending the persistent dry/wet conditions. Spatial patterns of statistically significant regression

coefficients feature superimposed components, a zonally symmetric component, and a wave-like

component modulated by local effects, presumably arising from the local geography, such as orog-

raphy or the position relative to major moisture sources. The zonally symmetric component is

apparent during the Northern Hemisphere (NH) winter and dominates the Southern Hemisphere

(SH) signal in both seasons. Moreover, a lack of a wave signal in the SH extratropics and the

wavenumber (WN) dependence on the season (change from WN4 in winter to WN6 in summer)

suggests that the wave component is related to the stronger planetary waves in the NH that

organise the transient eddies in preferred phases. Finally, the intricacies of local effects such as

orography and moisture availability also dictate the persistence of dry and wet spells.

The aim of Chapter 3 was to study the role of RRWPs for persistent hot spells in the SH. Further-

more, the chapter examined the role of RRWPs in the most persistent and extreme south-eastern

Australian (SEA) heatwaves. RRWPs are associated with a significant increase in the persis-

tence of hot spells over parts of South America and Australia. Several parts of SEA, including

the states of South Australia, New South Wales, Victoria, and Tasmania, show longer hot spells

87
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coincide with high amplitude RRWPs. Case studies of two SEA heatwaves – the 2004 and 2009

heatwaves demonstrate the role of RRWPs in building recurrent ridges over SEA. Furthermore,

this chapter investigated the co-occurrence of RRWPs during the most persistent and extreme

SEA heatwaves. On days with RRWPs, there is an increased conditional probability of SEA heat-

waves compared to climatology. However, not all days associated with RRWPs are associated

with SEA heatwaves. Further investigations reveal that the RRWP days having an appropriate

phase that facilitates forming a ridge over SEA are associated with SEA heatwaves. The results

from Chapters 2 and 3 demonstrate that RRWPs significantly alter the persistence of potentially

high-impact surface weather. Therefore, RRWPs should be considered an essential flow feature

for understanding and predicting persistent sub-seasonal weather patterns.

RRWPs, blocks, and QRA, the three drivers of persistent weather, have not been studied together

so far. Hence, Chapter 4 studies the association of the three drivers in the SH for the austral

summer. There is a statistically significant association between RRWPs and QRA events in the

SH, where QRA events have higher odds of occurring with an RRWP event than without it. 40%

of days that fall under QRA feature high RRWP conditions, referred to as high R. It implies that

QRA events can be composed of transient synoptic-scale RRWPs. Days featuring RRWP reveal

similar upper-level flow conditions with high R days. Therefore, it is argued that the two metrics

may capture similar features. For the links with blocks, an insignificant increase in the median

area of blocks is seen for high R days compared with non-high R days. QRA days reveal an

insignificant decrease in the median area of the blocks compared to non-QRA days. The spatial

distribution of the blocks supports the decrease in the area of blocks observed for QRA days as it

shows significant differences in blocking frequency with high R days. Essential differences emerge

over the Indian Ocean: south of Australia and New Zealand, south of Africa, and in the south

Atlantic Ocean. Whereas both QRA and high R days show an increase in blocking frequency

over the south Pacific Ocean.

After establishing the importance of RRWPs, Chapter 5 sets out to find drivers of RRWP events

over the North Atlantic for winter and summer. A two-step approach is used where first, the

composite maps of meteorological variables for the top-30 RRWP events are used to find the

characteristics of RRWP events in winter and summer and their similarities and differences. The

maps leading up to the RRWP events, supplemented with theoretical understanding, helped to

identify possible causal actors of RRWP events. In a second step, the identified actors are tested

for causality in a Causal Network (CN) framework.

The RRWP events for both seasons in the Atlantic show a preferred phasing of the RRWs de-

spite not having an explicit condition for phasing in the event selection. In winter, RRWP events

predominantly feature a ridge-trough pattern with a ridge over the Atlantic and a trough over

western Europe. In summer, a ridge-trough-ridge pattern emerges with the two ridges over the

Atlantic and central Europe. The onset of RRWP events shows a regime change in the atmo-

spheric circulation compared to ten days before the event. An increase in blocking is observed
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over the Atlantic with corresponding changes in background flow.

The CNs helped to reveal causal drivers of RRWPs. It shows that changes in blocking over the

Atlantic causally drive RRWPs events in the Atlantic. The causal association of blocks with

RRWPs may resemble blocks’ vital role in modulating the phase of the individual Rossby waves

that recur in the same phase forming RRWPs. Also, RRWPs have feedback on the blocks, and

background flow, which shows the transient eddies forming a part of RRWPs modifies background

flow and helps to sustain blocks. The tropical-extratropical link driving RRWs over the Atlantic

exists only in winter, and the link is indirect, where active convection over the subtropical Pacific

is one of the actors modulating the background flow over the Atlantic.

This thesis has established that RRWPs are an essential large-scale driver for persistent weather

events. Different weather spells can become persistent due to synoptic-scale Rossby waves prop-

agating in the same configuration and influencing the surface weather. Furthermore, the thesis

discovered the causal actors of RRWPs over the Atlantic. Local drivers such as blocking and back-

ground flow are the primary drivers, and the link with subtropical convection was only observed

for winter. The knowledge of the causal drivers helps to further the understanding of RRWPs

and can serve as a starting point to test and improve the representation of RRWPs in the models.

6.2 Outlook

The field of RRWPs is quite nascent, and several themes can branch out in the direction of

understanding the dynamics of RRWPs, forecasting potential of RRWPs, attribution of RRWPs

for different types of weather events, and using RRWPs as a predictor. Some future studies that

can be undertaken are outlined below:

1. Given the importance of RRWPs for persistent extreme weather, it is natural to ponder

how well RRWPs are forecasted? Some studies report forecast errors for extreme events

comprised of a single RWP (Glatt and Wirth, 2014). Hence, it may be that RRWP events

are also not well forecasted. Furthermore, it should be explored whether ensembles having

a better representation of RRWPs provide a more skillful sub-seasonal to seasonal forecasts.

2. Chapter 5 showed that background flow over the Pacific is one of the drivers for RRWP

events over the Atlantic in summer at a lag of 3 days. The link is indirect in winter and

acts at a lag of 6 days. The upstream link with the Pacific provides a window to predict

downstream events. Thus, it could be explored whether this link could be exploited to

improve regional forecasts for RRWP events.

3. It is critical to study how RRWPs evolve with climate change. First, it should be evaluated

how well climate models simulate RRWPs compared to reanalysis data outputs to quantify
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potential model biases. Fei and White (2022) have done some work on this aspect.

4. The differences in RRWP climatology between the Northern and Southern Hemisphere

points to the role of orography and planetary waves in generating RRWPs. It can be fur-

ther extended to combine idealized model simulations to study the role of specific factors

such as the role of orography and land-sea contrast.

5. Hovmöller diagrams for several events (e.g., January 2018 case in Ch. 5) showed recurrence

across Atlantic and Pacific basins. Furthermore, Riboldi et al. (2022) found that amplified

Rossby waves in the Northern hemisphere can stretch across the two storm track regions.

Therefore, it is natural to ask how often the RRWP events in the two basins co-occur?

This question can be of interest to attribute the effect of RRWPs for spatially compound

extremes.

6. The RRWP events identified in the North Atlantic basin (Ch. 5) can be used to identify

which harmonics contribute the most during the RRWP events. A space-time spectral

analysis (e.g., Riboldi et al., 2022)) can help to answer that. Similar study can be carried

out for the North Pacific basin.

7. Unexplored drivers of RRWPs remains to be tested. Case studies have shown that outflow

from warm conveyor belts can also be a source of Rossby waves. Similarly, some cases

have shown that recurving tropical cyclones can initiate Rossby waves. Furthermore, the

role of sea ice has not been explored yet. The role of these variables can be explored in

a causal network framework. Moreover, a causal network framework can also be used to

explore links with slowly-evolving SST patterns such as El Niño - Southern Oscillation,

Pacific Decadal Oscillation, and Indian Ocean dipole.

8. The current metric used to capture RRWPs involves choosing a band of latitudes. The

metric does quite well in capturing RRWPs, as demonstrated by the different case studies.

However, the current method cannot capture a wave packet in two-dimensional space, i.e.,

along latitude and longitude. Fragkoulidis and Wirth (2020) developed a method to identify

the spatial extent of a wave packet. Their approach can be explored further to identify two-

dimensional RWP objects that recur in time.
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Appendix A

Supporting Information for

Recurrent Rossby wave packets

modulate the persistence of dry and

wet spells across the globe

A.1 Spell count and median for Dry Spells and Wet Spells

Figures A.1 and A.2 show spell counts and the median spell duration for dry spells where each

spell has a minimum duration of 5 days. The yellow solid contours show regions having fewer

than 40 dry spells and are excluded from the analysis. They are either the arid regions in the

subtropics and poles, which have long running dry spells, or the wet regions in the tropics, which

don’t have more than 40 dry spells having a minimum duration of 5 days. These regions are

excluded from the regression model analysis. Thus, they appear as hatches in the figures showing

the acceleration factors (Figures 2.5 and 2.6). Several regions in both hemispheres have a median

spell length of less than 5 days, which is less than the minimum spell length threshold used in

this study.

Similarly, figures A.3 and A.4 show spell counts and the median spell duration for wet spells

where each spell has a minimum duration of 5 days. Several areas in the subtropical and the po-

lar region are usually dry, and thus have fewer than 40 spells and are excluded from the analysis.

In the tropics the median wet spell duration is longest (A.4). The storm-track regions of both the

Northern and the Southern hemisphere experience long wet spells during their respective winter

seasons.
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Figure A.1: Total number of MJJASO and NDJFMA dry spells (color shading) having a minimum

spell length of 5 days. Solid yellow contours show areas with fewer than 40 spells between 1980-

2016.
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Figure A.2: Median MJJASO and NDJFMA dry spell length (color shading) for areas having a

minimum spell duration of 5 days.
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Figure A.3: Same as in figure A.1 except for MJJASO and NDJFMA wet spells.
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Figure A.4: Same as in figure A.2 except for MJJASO and NDJFMA wet spells.
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A.2 Additional examples of RRWPs and persistent dry and wet

spells

A.2.1 A dry spell in North America

Figure A.5: Dry spell during Aug-Sept 1990 over Canada and Northern US (a) Anomalous daily

precipitation (mm) compared to ERA-I climatology (1979-2018) for the same period. (b) Bars

show aggregated daily precipitation at location ‘x’ (50°N, 110°W) in (a), red when precipitation

is in the spell period and above 1 mm threshold, else grey. The Hovmöller diagram in (b) shows

35°N-65°N averaged meridional wind at 250 hPa. Black dotted lines in (b) mark the onset and

end of the spell at ‘x’ in (a). Grey contours show R values of 8, 10, 12 ms−1. Stipplings depicts

longitudes at which at least one grid point 20°N-70°N featured an atmospheric block while the

dash-dotted lines indicate the approximate longitude–time trajectory of the Rossby wave packets

(i.e., group propagation).
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Figure A.6: PV at 335 K isentrope averaged for the spell duration in figure A.5. Dashed contours

indicate blocking frequency in %. Daily precipitation anomalies aggregated for the spell duration

which exceed ± 40 mm are indicated by the corresponding hatches (see legend).

A 37-day long dry spell started on 28 August 1990 at 50°N 110°W, Canada. During the first

2-weeks high R values are present over and around 110°W, where several trough-ridge couplets

amplify recurrently as shown in Figure A.5. Noticeably, no blocking is directly present over this

grid-point during the entire episode. There is also a consistent high R signal and recurrence of

wave packets over the western Pacific Ocean as well as blocking. The PV composite (Figure A.6)

for this episode shows a wave extending from the western Pacific over to the Atlantic and into

Europe. The flow over Asia and eastern Pacific is rather zonal. The PV composite indicates

anticyclonic wave breaking over the Gulf of Alaska. There are also several blocks present south

of Alaska during this period as shown by the blocking frequency contours.

A.2.2 A wet spell in South America

9 June 2006 marks the start of a 9-day long wet spell. The daily precipitation time series for

50°S and 55°W shows 9 consecutive days of precipitation. The Hovmöller diagram (Fig. A.7)

shows recurrent troughs leading to anomalous rainfall over parts of southern Brazil and Uruguay.

The PV composite for this period (Figure A.8) also shows a prominent trough over subtropical
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Figure A.7: Same as in figure A.5 but for a heavy precipitation event over Southern Brazil

and Uruguay (30°S, 55°W) during June 2005. The Hovmöller diagram shows mean meridional

wind at 250 hPa between 35°S-65°S in (b). Grey contours show R values at 8, 10, 12 m/s.

Stipplings depicts longitudes at which at least one grid point 20°S-70°S featured an atmospheric

block while the dash-dotted lines indicate the approximate longitude–time trajectory of the Rossby

wave packets (i.e., group propagation).

South America. In the PV composite, wavenumber 5 structure is visible; however, the flow is

considerably more zonal compared to the PV composite for the dry spell case over Iberia discussed

in the main text (Fig. 2.4). There are also two blocks situated over Indian Ocean and Pacific

Ocean during this period with the later block being present for around 60% of time during this

event.



Appendix A. Supporting Information for Recurrent Rossby wave packets modulate the
persistence of dry and wet spells across the globe 113

345K PV composite 2005-06-09:2005-06-18

10

10

10

10

10

10

10

30 30

30

30

30

50

Dry
Wet
Block
2PVU

0.0
0.2
0.5
0.8
1.0
1.5
2.0
3.0
4.0
6.0
8.0

PV
U

Figure A.8: PV at 345 K isentrope averaged for the duration of the wet spell shown in A.7 at the

location “X”. Daily precipitation anomalies aggregated for the spell duration exceeding ± 30 mm

are indicated by the corresponding hatches (see legend). Dashed contours show blocking frequency

in % during this period.
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Appendix B

Supporting Information for

Recurrent Rossby waves and

South-eastern Australian heatwaves

B.1 Comparison of R anomalies for Southern Hemisphere and

Northern Hemisphere

Both the Southern and Northern Hemisphere R fields show seasonality (Fig. B.1). Anomalies

are highest for Northern Hemisphere boreal autumn and winter days. Interestingly, the Southern

Hemisphere shows higher R anomalies during austral summer days than winter days (Fig. B.1a).
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Figure B.1: R anomalies for Southern and Northern hemispheres. Anomalies for day-of-year

mean at each longitude are calculated with respect to mean R fields for the year for NH and SH

respectively.

B.2 Co-occurrence of High RSEA on SEA heatwave days

Co-ocurrence of High RSEA with SEA heatwave days (SEA HW) as defined in Chapter 3.
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Table B.1: Co-occurrence of High R and QRA on SEA heatwave days (SEA HW) and the asso-

ciated conditional probabilities of a heatwave given high R or a QRA day. Days column shows

the probablitiy of SEA HW in the climatology. QRA-all considers wavenumbers 4 to 6.

Days (DJF) RSEA

SEA HW days RSEA 458 67
SEA non-HW Days R 3062 285

Total 3520 352

P (SEA HW | R or QRA) PHW = 0.13 0.19

B.3 RRWPs during 2014 Heatwaves

Figure B.2 show RRWPs for the 2014 SEA heatwave. The heatwave started on 28 January

and lasted till 14 February. A series of RRWPs are seen over SEA. Downstream in the Pacific,

blocking is persistently present for the duration of the heatwaves with Rossby waves upstream

and downstream of the block.
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Figure B.2: Same as in Fig. 3.4 but for January 2014 SEA heatwave.

B.4 Relationship between blocks and RRWPs in the south Pa-

cific and the Indian Ocean

To further analyse the spatial distribution of RRWPs relative to blocks in the SH, we focus on two

longitudinal subdomains that show a high blocking frequency in the DJF climatological mean:

the South Pacific Ocean (230 – 310° E), and the Indian Ocean (0 – 90° E). We use time-lagged

composite R anomalies with respect to the centroid of the blocks at the time of the maximum
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Figure B.3: Time-lagged Hovmöller composites of R anomalies centred on the mean longitude and

time of maximum amplitude of blocks located in Pacific Ocean (181–300° E, 30–80° S) in subplot

(a) and (b), Indian Ocean (60–180° E, 30–80° S) in subplot (c) and (d). Left column includes

blocks for all seasons and right shows for DJF. N denotes number of blocks for each category.

blocking amplitude in the two domains similar to (see Fig. 12 in Röthlisberger et al., 2019).

Here, R anomalies are calculated with respect to the day-of-year climatology.

In the Pacific Ocean, blocks coincide with positive R anomalies in a longitudinal band from 60°
upstream to 60° downstream of the blocks (Fig. B.3 a, b) from 5 to 8 days before the time

of maximum blocking amplitude; this resembles a butterfly pattern, similar to blocks in the NH

(Fig. 12 in Röthlisberger et al., 2019). Similar to the NH, R anomalies in the Pacific Ocean are

not high at the centroid of the block. This could be because the wavelength of the upper-level

ridge associated with the block may be too wide to be captured by the R-metric because the

R-metric only has contributions from k = 4 and higher. R anomalies are consistent for DJF and

blocks for all seasons in the Pacific. In contrast, in the Indian Ocean, seasonal variation is seen

in R anomalies (Fig. B.3 c, d), where blocks located in DJF show R anomalies downstream of

the centroid of the block only and possibly show weak association with RRWPs.
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Appendix C

Additional Information for drivers of

Recurrent Rossby Waves in the

North Atlantic using Causal

Networks

C.1 Model Output DJF

Below, we show the model output of all the significant links for the main model (k=1) shown

in the results. Since we used 3-day time series, each time step denote a 3-day interval. Thus,

R-NAt -1 implies link from R-NAt at a lag of 1 time step (3 days) to a variable. Below is a list

of significant links for each variable displayed in Fig. 5.10:

Variable R-NAt has 3 link(s):

(R-NAt -1): pval = 0.00000 — qval = 0.00000 — val = 0.772

(R-NAt -2): pval = 0.00000 — qval = 0.00000 — val = -0.325

(Blocks-NAt -2): pval = 0.00236 — qval = 0.00804 — val = 0.089

Variable Adv-Pac has 5 link(s):

(Adv-Pac -1): pval = 0.00000 — qval = 0.00000 — val = 0.914

(Adv-Pac -2): pval = 0.00000 — qval = 0.00000 — val = -0.782

(Adv-Pac -3): pval = 0.00000 — qval = 0.00000 — val = 0.655

(BU-Pac 0): pval = 0.00000 — qval = 0.00000 — val = 0.337

(BU-Pac -1): pval = 0.00000 — qval = 0.00000 — val = -0.144

Variable BU-Pac has 7 link(s):
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(BU-Pac -1): pval = 0.00000 — qval = 0.00000 — val = 0.576

(Adv-Pac -1): pval = 0.00000 — qval = 0.00000 — val = 0.438

(Adv-Pac 0): pval = 0.00000 — qval = 0.00000 — val = 0.337

(Adv-Pac -2): pval = 0.00000 — qval = 0.00000 — val = -0.329

(BU-Pac -2): pval = 0.00000 — qval = 0.00000 — val = -0.218

(Adv-Pac -3): pval = 0.00000 — qval = 0.00000 — val = -0.199

(BU-Pac -3): pval = 0.00000 — qval = 0.00001 — val = 0.141

Variable BU-NAt has 6 link(s):

(BU-NAt -1): pval = 0.00000 — qval = 0.00000 — val = 0.678

(Blocks-NAt 0): pval = 0.00000 — qval = 0.00000 — val = -0.442

(BU-NAt -2): pval = 0.00000 — qval = 0.00000 — val = -0.231

(R-NAt -3): pval = 0.00001 — qval = 0.00006 — val = 0.127

(R-NAt -1): pval = 0.00009 — qval = 0.00032 — val = -0.115

(BU-Pac -2): pval = 0.00036 — qval = 0.00129 — val = -0.105

Variable Blocks-NAt has 7 link(s):

(Blocks-NAt -1): pval = 0.00000 — qval = 0.00000 — val = 0.476

(BU-NAt 0): pval = 0.00000 — qval = 0.00000 — val = -0.442

(Blocks-NAt -2): pval = 0.00000 — qval = 0.00000 — val = -0.197

(BU-NAt -1): pval = 0.00000 — qval = 0.00000 — val = -0.175

(R-NAt -1): pval = 0.00002 — qval = 0.00008 — val = 0.125

(BU-NAt -2): pval = 0.00262 — qval = 0.00855 — val = 0.088

(R-NAt -3): pval = 0.01574 — qval = 0.04918 — val = -0.071
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C.2 Model Output JJA

As in Appendix C.1 but for the CN for JJA shown in Fig. 5.14.

Variable R-NAt has 7 link(s):

(R-NAt -1): pval = 0.00000 — qval = 0.00000 — val = 0.780

(R-NAt -2): pval = 0.00000 — qval = 0.00000 — val = -0.352

(R-NAt -3): pval = 0.00022 — qval = 0.00161 — val = 0.108

(R-NAt -4): pval = 0.00029 — qval = 0.00196 — val = -0.106

(BU-NAt -3): pval = 0.00098 — qval = 0.00606 — val = 0.097

(Blocks-NAt -1): pval = 0.00138 — qval = 0.00787 — val = 0.094

(BU-EPac -1): pval = 0.00319 — qval = 0.01701 — val = 0.086

Variable BU-EPac has 4 link(s):

(BU-EPac -1): pval = 0.00000 — qval = 0.00000 — val = 0.605

(BU-EPac -2): pval = 0.00000 — qval = 0.00000 — val = -0.240

(BU-EPac -3): pval = 0.00011 — qval = 0.00091 — val = 0.113

(BU-NAt -2): pval = 0.00499 — qval = 0.02493 — val = 0.082

Variable BU-NAt has 3 link(s):

(BU-NAt -1): pval = 0.00000 — qval = 0.00000 — val = 0.652

(Blocks-NAt 0): pval = 0.00000 — qval = 0.00000 — val = -0.414

(BU-NAt -2): pval = 0.00000 — qval = 0.00000 — val = -0.197

Variable Blocks-NAt has 5 link(s):

(BU-NAt 0): pval = 0.00000 — qval = 0.00000 — val = -0.414

(Blocks-NAt -1): pval = 0.00000 — qval = 0.00000 — val = 0.358

(BU-NAt -1): pval = 0.00000 — qval = 0.00000 — val = -0.197

(Blocks-NAt -2): pval = 0.00000 — qval = 0.00001 — val = -0.140

(R-NAt -1): pval = 0.00783 — qval = 0.03684 — val = 0.078

C.3 Sensitivity tests for DJF

Table C.1 shows the output of the main model showed in results for DJF. Table C.2 and Table

C.3 show the outputs of the other two models used for the significant tests. The tables show only

the significant drivers of R-NAt.
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Table C.1: Drivers of R-NAt from the main model (k=1) for DJF

Actor p q strength

R-NAt, t=-3 0.00000 0.00000 0.772
R-NAt, t=-6 0.00000 0.00000 -0.325

Blocks-NAt, t=-6 0.00236 0.00804 0.089

Table C.2: Drivers of R-NAt from the model k=0 for DJF

Actor pvalue qvalue strength

R-NAt, t=-3 0.00000 0.00000 0.777
R-NAt, t=-6 0.00000 0.00000 -0.335

Blocks-NAt, t=-6 0.00078 0.00279 0.098
BU-NAt, t=-9 0.00323 0.01055 0.086

Table C.3: Drivers of R-NAt from the model k=1 for DJF

Actor p− value q − value strength

R-NAt, t=-3 0.00000 0.00000 0.774
R-NAt, t=-6 0.00000 0.00000 -0.316

Blocks-NAt, t=-6 0.00523 0.01510 0.082
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C.4 Sensitivity tests for JJA

Table C.4 shows the output of the main model showed in results for JJA. Table C.5 and Table

C.6 show the outputs of the other two models used for the significant tests. The tables show only

the significant drivers of R-NAt.

Table C.4: Drivers of R-NAt from the main model (k=1) for JJA

Actor p− value q − value strength

R-NAt, t=-3 0.00000 0.00000 0.780
R-NAt, t=-6 0.00000 0.00000 -0.352
R-NAt, t=-9 0.00022 0.00161 0.108
R-NAt, t=-12 0.00029 0.00196 -0.106
BU-NAt, t=-9 0.00098 0.00606 0.097

Blocks-NAt, t=-3 0.00138 0.00787 0.094
BU-EPac, t=-3 0.00319 0.01707 0.086

Table C.5: Drivers of R-NAt from the model k=0 for JJA

Actor p− value q − value strength

R-NAt, t=-3 0.00000 0.00000 0.777
R-NAt, t=-6 0.00000 0.00000 -0.352
BU-At, t=-9 0.00010 0.00074 0.114
R-NAt, t=-9 0.00133 0.00888 0.094

Blocks-NAt t=-3 0.00865 0.04312 -0.077
BU-EPac t=0 0.01954 0.01954 0.068
Blocks-NAt t=0 0.03866 0.03866 0.061

Table C.6: Drivers of R-NAt from the model k=2 for JJA

Actor p− value q − value strength

R-NAt, t=-3 0.00000 0.00000 0.782
R-NAt, t=-6 0.00000 0.00000 -0.357
BU-At, t=-9 0.00058 0.00399 0.101
R-NAt, t=-9 0.00060 0.00399 0.101
R-NAt, t=-4 0.00247 0.01518 -0.089

Blocks-NAt, t=-3 0.00711 0.03260 0.079
BU-EPac, t=-3 0.00734 0.03260 0.079
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Appendix D

A novel method to identify

sub-seasonal clustering episodes of

extreme precipitation events and

their contributions to large

accumulation periods

This chapter contains the abstract of the article – ”A novel method to identify sub-seasonal

clustering episodes of extreme precipitation events and their contributions to large accumulation

periods”. It is published in the journal Hydrology and earth system sciences and citable as Kopp

et al. (2021). It is authored by Jérôme Kopp, Pauline Rivoire, S. Mubashshir Ali, Yannick Barton,

and Olivia Martius. I co-supervised the masters’ thesis of Jérôme Kopp, and contributed in the

discussion of the results and in reviewing the draft.
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D.1 Abstract

Temporal (serial) clustering of extreme precipitation events on sub-seasonal time scales is a

type of compound event. It can cause large precipitation accumulations and lead to floods.

We present a novel, count-based procedure to identify episodes of sub-seasonal clustering of

extreme precipitation. We introduce two metrics to characterise the frequency of sub-seasonal

clustering episodes and their relevance for large precipitation accumulations. The procedure

does not require the investigated variable (here precipitation) to satisfy any specific statistical

properties. Applying this procedure to daily precipitation from the ERA5 reanalysis data set, we

identify regions where sub-seasonal clustering occurs frequently and contributes substantially to

large precipitation accumulations. The regions are the east and northeast of the Asian continent

(north of Yellow Sea, in the Chinese provinces of Hebei, Jilin and Liaoning; North and South

Korea; Siberia and east of Mongolia), central Canada and south of California, Afghanistan,

Pakistan, the southwest of the Iberian Peninsula, and the north of Argentina and south of Bolivia.

Our method is robust with respect to the parameters used to define the extreme events (the

percentile threshold and the run length) and the length of the sub-seasonal time window (here 2

– 4 weeks). This procedure could also be used to identify temporal clustering of other variables

(e.g. heat waves) and can be applied on different time scales (sub-seasonal to decadal). The code

is available at the listed GitHub repository.



Appendix E

Large-scale drivers of persistent

extreme weather during early

summer 2021 in Europe

This chapter contains the abstract of the article currently in review at the journal – Geophysical

Research Letters. It is authored by Alexander Tuel, Daniel Steinfeld, S. Mubashshir Ali, Michael

Sprenger, and Olivia Martius. I contributed in the analysis, the discussion of results, and in

reviewing the draft.
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E.1 Abstract

The early summer of 2021 was a season of extremes across Europe. Heatwaves, droughts and

wildfires hit Eastern Europe and the Baltic, while repeated extreme precipitation in Western

Europe culminated in massive floods in mid-July. The large-scale circulation during this period

was remarkably persistent, with an extremely meridionally amplified flow over Europe. Recurrent

blocking over the Baltic and Rossby wave breaking in the North Atlantic led to frequent heavy

precipitation in Western Europe and the Black Sea and to warm and dry conditions over East-

ern Europe. These conditions persisted for a month as the blocks and wave breaking episodes

strengthened one another, while three closely-spaced extratropical transitions of tropical cyclones

in the eastern North Atlantic led to recurrent amplification of the jet. Seasonal anomalies thus

emerge from the complex interactions of individual weather events, offering an interesting story-

line for climate impact assessment and a formidable challenge for (sub-) seasonal prediction.



Appendix F

On the temporal clustering of

European extreme precipitation

events and its relationship to

persistent and transient large-scale

atmospheric drivers

This chapter contains the abstract of the article – ”On the temporal clustering of European ex-

treme precipitation events and its relationship to persistent and transient large-scale atmospheric

drivers”. It is under review at the time of writing the thesis (Barton et al., 2022). It is authored

by Yannick Barton, Jonathan Koh, Pauline Rivoire, S. Mubashshir Ali, Jérôme Kopp, and Olivia

Martius. I contributed in the discussion of the results and in reviewing the draft.
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F.1 Abstract

Extreme precipitation events that occur in close succession can have important societal and

economic repercussions. Here we use 42 years of reanalysis data (ERA-5) to investigate the link

between Euro-Atlantic large-scale pattern of weather and climate variability and the temporal

clustering of extreme rainfall events over Europe. We implicitly model the seasonal rate of

extreme occurrences as part of a Poisson General Additive Model (GAM) using cyclic regression

cubic splines. The smoothed seasonal rate of extreme rainfall occurrences is used to (i) infer

the frequency of significant temporal clustering and (ii) implicitly serves as the baseline rate

when modeling the effects of atmospheric drivers on extreme rainfall clustering. We use GAMs

to model the association between the temporal clustering of extreme rainfall events and seven

predominant year-round weather regimes in the Euro-Atlantic sector as well as a measure of

synoptic-scale transient recurrent Rossby wave packets. Significant 21-day clustering episodes

are found in all grid-points over Europe; the proportion of extreme rainfall events that cluster

in time range between 2% to 27%. The most relevant weather regime is the Atlantic Trough

(corresponding to the NAO+ with a southward shift of the jet) explaining most of the significant

increase in clustering probability over Europe. The Greenland Blocking regime explains most of

the clustering over the Iberian Peninsula. The Scandinavian Blocking regime is associated with a

significant increase in clustering probability over the western Mediterranean, with a northwards

shift in the signal to central Europe in summer.
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