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Abstract

Planet formation processes in protoplanetary disks are still not completely understood. We
can approach this problem through the study of both the physical processes that are crucial for
formation of planetesimals in the disk, and by studying the most pristine and ancient bodies
of our Solar System. Recently, the water ice line has attracted the attention as a potential
preferred location where planet formation and growth can be triggered. To correctly simulate
planetary formation at the ice line, it is important to understand the evolution processes
involving millimeter-size icy aggregates (icy pebbles) that drift inward in the disk toward
the central star, and they cross the ice line. The outcome of the ice sublimation due to the
rising temperatures can determine the different evolutionary path of planet formation. In
this context, it is important to study the properties of ice-dust pebbles to understand their
physical processes in the disk. Stepping forward in time, we need to infer the properties of the
available planetesimals in the Solar System (like asteroids and comets) to gather information
on how, when, and where they formed in the disk. Observing their surface characteristics,
such as the presence of water ice and the type of minerals mixed together, is precious for
deriving their origin and accretion processes.

In this work, I present experiments that address the evolution of icy pebbles in the pro-
toplanetary disk, the analysis of composition and textural properties of asteroid through
reflected polarimetry, and finally the spectroscopic and spectropolarimetric analysis of water
ice frost forming on regolith surfaces. I created experimental models of mm-size icy pebbles,
and I observed their evolution under temperature-pressure conditions relevant for protoplan-
etary disks. I found that pebbles do not disrupt easily under sublimation of the ice, meaning
that icy pebbles produce porous mm-sized dusty aggregates when they cross the ice line.
The porous dusty pebbles can then be accreted or participate in planet formation processes
close to the ice line. Moreover, I performed polarimetric measurements of pulverized mineral
mixtures and aggregates, to understand how the negative polarization phase curve is influ-
enced by the surface mineralogical composition and texture of asteroids. I found that while
the presence of aggregates does not change the negative polarimetric phase curve, mixing
different minerals can result in a deepening and broadening of the negative polarization. This
phenomenon can be important in explaining the polarimetric characteristics of some classes
of asteroids (for example, F-type and L-type asteroids). Finally, I studied the possibility of
detecting thin layers of water ice frost condensing on regolith surfaces both through spec-
tropolarimetry and spectrophotometry in the visible. I discovered that water frost can be
well detected by its spectral slope or negative polarization changes over time, already when
it is only 10 µm thick. Our spectrophotometric data agree with the inferred frost thickness
measured on 67P/Churyumov-Gerasimenko, and the spectropolarimetric data are sensitive to
the deposition of the fist micrometers of frost and to its crystalline structure.
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Chapter 1
Introduction

The origins of astronomical bodies in our universe is a gas and dust tale. A solar-mass star
journey starts in molecular clouds, cold gaseous nebulae containing molecules (such as H2

and CO) and small dust grains, representing only a small percentage of the whole cloud mass.
Triggered by external events (e.g. supernova explosions, galactic and molecular collisions etc.),
the molecular cloud undergoes gravitational collapse. As a first consequence of the collapse,
the molecular cloud fragments in smaller pieces with stellar mass. Further collapse is facili-
tated through the dust, which increases its temperature and radiates at longer wavelengths,
thus maintaining the necessary disequilibrium between the gravitational force and the inner
gas pressure. The collapse slows down when the protostar is hot enough to burn deuterium
while accreting the material surrounding the protostar. Finally, the temperature inside the
protostar is high enough to burn hydrogen and the star is now a full main-sequence star.
Already in the phase of pre-main-sequence star, the gaseous and dusty envelope around the
young star starts to flatten because of the conservation of the angular momentum, creating a
circumstellar disk. Here all the wonders of planet formation happen, and eventually, a whole
new planetary system is formed.

Following intricate and tortuous paths, the newborn planetary system forms small icy
bodies (comets), asteroids and protoplanets, and up to rocky and gaseous planets. The
standard model for planet formation (called “core-accretion” model) assumes that planets are
formed following a hierarchical process, where small micrometer dust grains stick together
to form the first cm-size bodies (“pebbles”), which can form even bigger planetesimals up
to km-size that are held together by gravity. At this point, the accretion of planetesimals
and/or pebbles leads to the formation of the first proto-planets (called “planetary embryos”
in case of sub-terrestrial mass or “ planetary cores” otherwise). Their final planetary mass
and the eventual accretion of gas from the disk to form an atmosphere depend on the position
in the disk and availability of gas and planetesimals. Water ice is extremely important in
all these stages, and studying its role in planet formation as well as its distribution between
the newly formed bodies is of paramount importance to understand all the past and present
geological processes of the planets in our Solar System. This is a complicate task, and in the
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last decades new telescopes and instruments have been developed to observe protoplanetary
disks, and new in-situ missions studied the surfaces of many different bodies of our Solar
System, which, combined with theoretical simulations and laboratory experiments, allowed
to unravel many of the physical processes happening during their formation and evolution.
Since dust and/or ice are the ingredients to form astronomical objects of any size (pebbles,
asteroids, comets, and planets), laboratory experimentation with ice and dust allows one
to derive results that are important for many or all those objects, which are intrinsically
connected by their subsequent evolution.

The purpose of this work is to provide an experimental basis for assessing different physical
properties of water ice, dust, and their combinations with relevance for planet formation
theory, small bodies (like asteroids and comets) and, more in general, planetary surfaces
characterization. In Chapter 2, I present the general theoretical and experimental framework
for the development of our experimental approach, followed by Chapter 3, where I introduce
new experimental techniques and instruments that I developed. We conducted a series of
experiments to answer to different questions in the aforementioned research fields:

• We studied icy pebbles evolution under low temperature and pressure conditions relevant
for protoplanetary disks environments. We discovered that the sublimation of the ice
hardly disrupts the pebble, leaving a porous dust aggregate after the sublimation. This
has important consequences on planet formation theory close to the ice lines, indicating
a preferential pebble-accretion scenario for planet growth close and inside the ice line
(Chapter 4).

• We studied the negative polarization phase curve of mineral dust with relevance for
astronomical observation in polarized light of small solar system bodies. We discovered
that complex regolith composed by different minerals changes greatly its polarization
properties, depending on the minerals used, and we apply this result to the interpretation
of the surface composition of different classes of asteroids (F, L and M-classes) (Chapter
5).

• We explored the possibility to detect early stages of frost formation on regolith through
spectropolarimetry and spectrophotometry. Our results indicate that both spectral slope
and negative polarization are useful to detect thin frost layers (already 10 µm thick),
and that spectropolarimetric measurements can distinguish the crystalline lattice of the
frost (i.e. providing limits to its temperature). Our results are in agreement with the
observed frost deposited on the comet 67P/Churyumov–Gerasimenko, and can be used
as ground truth to interpret remote sensing data from planetary surfaces where frost
deposits periodically, like Mars (Chapter 6).

This manuscript ends with chapter 7, where I summarize our findings and I discuss the
future perspectives for our laboratory research in the context of the upcoming planetary
missions.

The results presented in this thesis provide an exciting benchmark for future experiments
that can help the theoretical description of planet formation, interpretation of the astronomical
observations of small bodies, and finally the remote sensing or in-situ exploration of icy
surfaces of our Solar System. It is interesting to observe that using similar methodologies
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and experiments, we can produce considerably different outcomes in terms of astrophysical
applications, which reflects the interconnection between the different origins and evolutionary
stages of planetary bodies.
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Chapter 2
Theoretical and experimental context

The purpose of this chapter is to provide a succinct overview of the theoretical framework
of the experiments presented in the following chapters. Firstly, I describe the observation
techniques that are used both in remote sensing, astronomy, and in our laboratory, giving
basic definitions that are going to be used in all this thesis. I continue summarizing the state
of the art of the relevant theoretical context of planetary formation, with specific emphasis
on planetesimals and small bodies formation and evolution. Finally, I conclude describing
some properties of the Solar System small bodies with relevance for the experimental works
presented in chapter 5 and 6.

2.1 Observational techniques

In our laboratory, we mainly focus on the characterization of the reflected light from surfaces
with different compositions. We developed a strong know-how on production of analogues
for planetary surfaces, with different protocols that allow us to control a variety of physical
properties: composition (ice, dust, organics, salts), mixing modes, roughness, particle size and
shape, and porosity. We quantitatively characterize these properties, correlating them to the
characteristics of the reflected light. We can study three wavelength-dependent properties of
the emerging light from the particulate surface: its intensity, anisotropic angular distribution,
and its polarization state. These properties are determined by the interaction of light with
the single elements constituting the surface. I will focus on the reflectance spectrum and the
polarization state of light, since these are the techniques we used to characterize the samples
in our experiments.

2.1.1 Reflectance spectrum

When the Sun incident light interacts with a surface, it is either absorbed or reflected. The
ratio of the amount of light reflected from a surface with respect to the total incidence light is
called albedo. The albedo of a material varies from 0 (completely absorbing) to 1 (completely
reflective), and it depends on the considered wavelength. The directional reflectance is the
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ratio between the radiance (the optical power per unit area and solid angle) from the surface
into a given direction, and the irradiance (collimated optical power received by the surface
per unit area). Often, once the observation geometry is defined, the directional reflectance is
just called reflectance. The observation geometry is defined by the knowledge of the incidence
angle, emergence angle, and phase angle (Fig. 2.1). The incidence angle is the angle between
the illumination source and the normal to the illuminated surface. The emergence angle
(sometimes called emission angle) is the angle between the observer and the normal to the
surface. The phase angle is the angle between the observer and the illumination surface.
Note that the same phase angle can be obtained with different incidence/emergence angles.
When the observer is not on the scattering plane, we introduce an azimuth angle, which is the
horizontal angle between observer and illumination source. Finally, we define as scattering
plane the plane containing both the incidence and the scattered light.

Figure 2.1: Scheme of the different angles involved in the geometry of observation. i is the
incidence angle, e emergence angle, and α is phase angle.

The dependence of directional reflectance with the wavelength is called reflectance spec-
trum of a material or surface. The reflectance spectrum is a powerful tool that allows to detect
specific compounds on the observed surface through remote sensing. Each material reflects
and absorbs light in different ways depending on the wavelength, and this means that specific
spectral patterns are associated to different materials composing the surface. In the UV-VIS,
this is due to absorption by electronic transitions, while in the NIR by electronic transitions
and vibrational overtones. differential absorption and scattering of the molecules composing
the material. In the laboratory, we generally limit our measurements to the visible (VIS)
and near-infrared (NIR) part of the spectrum, defined as the wavelength range 380 ´ 800 nm
and 800 ´ 2500 nm, respectively. The observation of infrared (IR) and ultraviolet (UV) parts
of the spectrum requires specific instrumentation and detectors that are not implemented in
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our laboratory at the moment. We are planning to increase our wavelength coverage in the
near future, because these parts of the spectrum provide important information on organic
molecular compounds and crystalline structure of the materials.

The spectrum of a material can be analyzed in different ways. A very common practice
is to study the depth of absorption bands, which are the wavelengths where a specific ma-
terial absorbs more. Many criterions have been defined to study the absorption bands, for
example their centroid, depth, or integrated area. Another widely used criterion to study the
reflectance spectrum is the spectral slope between two wavelengths Sλ1´λ2 , defined as

S “
Rλ2 ´ Rλ1

Rλ1 pλ2 ´ λ1q
. (2.1)

with Rλ1 and Rλ2 being the reflectance measured at wavelengths λ1 and λ2, respectively
(Delsanti et al., 2001; Fornasier et al., 2015).

The reflectance spectrum of a surface is extremely useful when tracking some composition
or physical processes happening on the surface. The slope in the visible is used, for example, to
see effects of space weathering on asteroids. Space weather produces an increase of spectral
slope (reddening), but also a decrease of albedo (darkening), and a decrease of absorption
band depth in S-type asteroids (Chapman, 1996). This effect is thought to be caused by
solar wind bombardment that creates nanophase metallic iron on the surface, in analogy to
space-weathered Moon regolith (Keller and McKay, 1997). More recently, Lantz et al. (2017)
showed that samples of ions-irradiated carbonaceous chondrites showed either reddening and
darkening, or blueing (lower spectral slope) and brightening in the VIS depending on their
initial composition and albedo. The spectral slope in the visible is very sensitive to the
presence of water frost or ice too, making it a powerful tool for its detection on planetary
surfaces (see Chap. 6). Generally, the presence of ices flattens the visible spectrum, and
causes a lower spectral slope than dusty surfaces.

Other parameters influence the reflectance spectrum. The grain size of the particles com-
posing a surface influences directly the type of light scattering regime. In the Rayleigh scat-
tering regime, the particles are much smaller than the wavelength (about 1/10 of the wave-
length), and the resulting reflected intensity I varies with the wavelength λ following a power
law I9λ´4. When the particles size approaches the wavelength, the scattering regime is called
Mie regime, that treats the scatterers as homogeneous spherical particles. Mie regime is very
important for atmospheric and colloids science, although the theoretical application is limited
to spherical particulate media. When the particles are much bigger than the wavelength, the
scattering regime is described by geometrical optics. The temperature of the medium can also
influence the reflectance spectrum. For example, the NIR water ice absorption bands can be
sharpened and enhanced at cold temperatures, since lower temperatures decrease the range of
frequencies affecting the O-H bonds. Furthermore, the roughness on the particle surfaces and
their tendency to create very porous structures (fairy castles) can produce spectral slopes.
This is extremely important for all solar system objects, since the spectral slope created by
this microroughness is depending on the phase angle, and it usually increases with higher
phase angles (it is often referred to as phase reddening).
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2.1.2 Polarization

Polarization is a property arising from the wave nature of electromagnetic radiation. The
polarization of light is defined by the spatial direction of the oscillation of the electrical
field vector. When the electrical field oscillates in a plane perpendicular to the propagation
direction of the wave, we refer to it as linearly polarized light. The plane where the electrical
field lays is called plane of polarization. If a phase shift of exactly ˘90˝ between the vertical
and horizontal component is introduced, we obtain circular polarization (right-hand rotation
or left-hand rotation, respectively), since the resulting electrical field will rotate in space and
time along the propagation axis in the plane perpendicular with the direction of propagation
of the light. For any other phase shift, the circle becomes an ellipse. An immediate way to
describe the state of polarization of electromagnetic is to use the Stokes vector S⃗ containing
four different parameters (the Stokes parameters), I, Q, U , and V

S⃗ “

¨

˚

˚

˝

I
Q
U
V

˛

‹

‹

‚

“

¨

˚

˚

˝

E2
x ` E2

y

E2
x ´ E2

y

2RepExE
˚
y q

´2ImpExE
˚
y q

˛

‹

‹

‚

(2.2)

with Ex and Ey representing the decomposition of the electrical field vector on the or-
thogonal x and y directions. I represents the total intensity of the light, while Q and U
represent the horizontal-vertical and the ˘45˝ linear polarization, respectively. V represents
the circular polarization and is positive for right-handed circular polarization and negative
otherwise.

Light is said to be unpolarized when it is created by photons with random polarization
states, so that there is no overall preferential polarization state (I “ 1, Q “ U “ V “ 0).
This is the case of many artificial light sources (halogen lamps), and natural sources (for
example the Sun). When unpolarized light interacts with a surface, it can induce partial
polarization, resulting in non-zero Q, U , and V . The induced partial polarization (called
polarizance) is used widely in astronomy, since it correlates to many properties of the illumi-
nated medium, such as porosity, particles size and shape, albedo, mineralogy, and refractive
index. In the astronomical context, circular polarization can be caused by light reflected in
elongated, magnetically-aligned grains in reflection nebulae in star forming regions (Bailey,
2001), or by enantiomeric excess of organic molecules (Patty et al., 2018). Unresolved objects
of our solar system observed from Earth show usually U ! Q for geometrical reasons, and
since the V component is usually negligible, the most used quantity to infer the polarization
of the reflected light from an object is

P “

a

Q2 ` U2

I
»

Q

I
. (2.3)

P is either called partial linear polarization, degree of linear polarization, or simply linear
polarization. Note that these names are often used with different meanings in various contexts.
P represents the ratio of linearly polarized light with respect to the total light reflected from an
object. Linear polarization of Solar System objects focuses on the study of the linear polarized
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light dependency with the phase angle of observation. The curve of the linear polarization of
an object depending on the phase angle is called polarization phase curve. The polarization
phase curve of regolith-covered objects has a well known peculiar shape (Fig. 2.2). For small
phase angles, the polarization phase curve is negative, therefore polarization of the reflected
light is mainly on the direction parallel to the scattering plane. The minimum of the negative
polarization Pmin and the phase angle at which the curve crosses the P “ 0 (called inversion
angle αinv) are often used to parametrize the negative part of the phase curve. The phase
curve has a maximum of polarization around 90˝-100˝, and then returns to null polarization
at 180˝.

The reflected polarization is affected by the spatial distribution of the particles. When a
photon is scattered only by one particle before reaching the observer, we refer to this event
as a single scattering event. On the other hand, in dense media, the light can interact with
more than one particle before reaching the observer, causing a multiple scattering event. In
general, multiple scattering tends to randomize the polarization axis, causing a decrease of
the overall measured polarization (Fig. 2.2-C).

The physics behind the negative part and the positive maximum is of different origin. The
maximum of polarization is mainly correlated to the albedo of the object, and this effect is
called Umov effect. In general, objects with higher albedo show smaller polarization com-
pared to darker objects (Umov, 1905). This relation was then investigated further by Zubko
et al. (2011), who tested the relation between albedo and various particle sizes and composi-
tions. The negative polarization arises for both regolith surfaces (multiple scattering regime)
and clouds of particles (single scattering regime). The single scattering negative polarization
seems related to interference phenomena between the light scattered from different parts of
the particle (Muinonen et al., 2011), while multiple scattering negative polarization is pro-
duced by a complicate combination of coherent backscattering opposition effect (Mishchenko
et al., 2009), interference between close particles, multiple scattering, single-scattering nega-
tive polarization, and near-field contribution of packed particles with sizes comparable to the
wavelength (see Kolokolova et al. (2011)). The theoretical origin of the negative polarization
by single and multiple scattering systems of particles is still a researched topic, and recent
simulations are trying to involve more complexity in terms of particle shape, composition,
spatial distribution, and packing density to mimic natural surfaces and complex aggregates
of dust (see for instance Grynko et al. (2022)).

2.2 Protoplanetary disks and planets formation

After the formation of a new star, part of the molecular cloud which produced it starts to
orbit around the star and to flatten. This mass of gas and dust is called a protoplanetary
disk, out of which planets form. Rapidly, a series of physical phenomena induce fast evolution
of the solid material in the disc, triggering the planet formation processes.

The inner part of the disc has higher temperatures and gas density, and both decrease with
the distance from the central star. A small parcel of gas orbiting in the disk is in equilibrium
between centrifugal force, gravitational force and gas pressure. The pressure force is directed
outward, since the gas pressure is higher in the inner part of the disk. This extra pressure
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Figure 2.2: Surfaces made by small particles show a peculiar polarization phase curve. A)
Typically, P is negative at small phase angles, and this negative polarization curve is often
parametrized by the minimum polarization Pmin and the inversion angle αinv (figure from
Devogèle et al. (2018b), Fig.11). B) At higher phase angles, the curve is positive again,
reaching a maximum around 90˝, which maximum is inversely correlated to the albedo of
the object (figure from Kiselev et al. (2005), Fig.12). C) The polarization phase curve is not
the same for surfaces or for clouds of sparse dust grains, since in the first case the multiple
scattering scrambles the polarization signal and lowers it, while in the case of single scattering
the polarization signal is stronger (figure from Zubko (2011), Fig.2).

force causes the gas to orbit at slightly sub-Keplerian velocities. On the other hand, solids are
only subject to the gravitational and centrifugal force, and would tend to orbit at Keplerian
velocities. Despite the small difference in velocity, the higher velocity of the dust particles
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causes them to be decelerated because of the drag force Fd by the gas. The deceleration causes
a loss of angular momentum, with consequential drift toward smaller distances from the central
star (radial drift). The radial drift represents an important process of solid mass removal from
the disk. A useful definition to quantitatively address the radial drift is the stopping time
ts, that represents the characteristic timescale for the acceleration or deceleration of the dust
particles, ts “ mv{Fd, with mass m and speed v. Often the stopping time is used in its
dimensionless form, called Stokes number St “ Ωkts, with Ωk the Keplerian orbital period.
The drag force regime depends on the size of the dust particle compared to the local mean
free path of the gas molecules. If the particle radius is much smaller than the mean free path
lmfp, the drag force is in the Epstein regime, while if the particle is much bigger than lmfp,
the drag force is in the Stokes regime (Whipple, 1972; Weidenschilling, 1977). The Stokes
number of a particle with radius a and density ρp changes accordingly

St “

$

’

’

&

’

’

%

Ωkaρp
csρgas

for a ă 9
4 lmfp

2Ωka
2ρp

9η for a ě 9
4 lmfp

(2.4)

with cs the speed of sound in the gas, and ρgas gas density. This mean that, in general,
dense, big particles in dense gas undergo more friction and drift more quickly toward the
central star, unless they grow enough to decouple from the disk gas.

The classic model of planet formation forecasts a hierarchical process where µm-sized dust
particles coagulate together to form mm-size objects. Due to their increasing mass, these
“pebbles" start to settle in the mid-plane of the disc, where their increase in number density
allows collisional growth and the subsequent formation of the first planetesimals (km-sized
body). The main mechanism used to explain the formation of mm-sized objects from µm
dust particles is coagulation. The electrostatic or van der Waals forces can aggregate µm dust
particles if their velocity is below a certain threshold (that depends also on their composition,
see for instance Poppe et al. (2000) and Gundlach and Blum (2014b)). When the first mm-
size objects start to appear, though, the classic model of planet formation fails because of the
following processes:

• the radial drift becomes extremely effective in removing aggregates, suppressing further
growth;

• since pebbles are more massive, their velocity increases, causing fragmentation (frag-
mentation barrier) or bouncing (bouncing barrier) upon collision. Furthermore, their
interaction with smaller dust grains can lead to erosion of the pebble itself (erosion
barrier);

• even if particles can grow to meter-size objects, their removal from the disk through
radial drift would be so efficient that planetesimals could not form.

These growth barriers must be overcome by some other efficient process for planets for-
mation, since we know that planet form relatively quickly in protoplanetary disks. There is
evidence that planet forms already in „ 106 years old disk, while the average life of proto-
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planetary disks spans between „ 106 ´ 107 years (Johns-Krull et al., 2016). Hence, several
mechanisms to grow quickly planetesimals from dust and pebbles have been proposed.

Figure 2.3: Dust in protoplanetary disks undergoes different processes that either help its
growth to mm-sized bodies (“pebbles”), or inhibit it. On the right, the various observational
techniques that can probe different regions of the disk are depicted. Figure from Testi et al.
(2014) (Fig.1)3.

In particular, three planetesimals formation mechanisms seem to bring advantages in terms
of short time scales and size of formed planetesimals. Each of them has advantages and draw-
backs, and more research is needed to address their efficiency in delivering fast planetesimals
production with physical properties that are in agreement with what we observe in our Solar
System and exoplanets (Blum, 2018).

1. Streaming Instability (SI). If a region of the disk shows a higher density of pebbles
forming a cloud (for instance due to local statistical fluctuations), by mutual shielding,
the pebbles in the cloud feel less headwind, and start to orbit faster and radially drift
less (Youdin and Goodman, 2005a; Johansen et al., 2007). This increases the orbital
velocity of the pebble cloud, capturing other pebbles along the orbit. The increase in
mass of the pebble cloud can drag the surrounding gas, accelerating it and causing less
friction to the cloud. Finally, the pebbles undergo less radial drift, and can collapse
gravitationally and form a planetesimal. The drawback of this mechanism is that it
requires high dust to gas density ratios (3%) and high Stokes numbers of the pebbles
(St “ 0.1). So, in order to invoke streaming instability, these two conditions must be
achieved previously with some other processes.
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2. Collisional growth. When mm-sized pebbles form, the bouncing barrier is efficient
enough to prevent any further growth. In general, collision between pebbles with sim-
ilar mass causes fragmentation, creating more small dust particles. Nonetheless, if a
few cm-sized object are introduced in the system, the collision with smaller particles is
translated in an efficient mass transfer growth, allowing these “lucky” pebbles to grow
up to 100 meter size (Windmark et al., 2012). The problem of this scenario is that the
timescale to form such bodies is increasing with the distance to the central star, and
in the outer disk the growth is limited by the radial drift that becomes once again a
more important effect. Furthermore, the erosion by small dust particles could inhibit
the growth of objects larger than 0.1m (Schräpler et al., 2018).

3. Icy agglomeration. Beyond the ice line, ice can deposit on small particles (0.1 µm-sized
monomers), and this would allow them to increase their stickiness and keep their fluffy
structure for longer time (Gundlach and Blum, 2014b). Their slower compaction time
allows them to keep a large cross-section for longer times, that means they capture
small dust grains more efficiently, while drifting more slowly than compact aggregates.
The problem with this scenario is that the stickiness properties of ice are still debated
(Gundlach et al., 2018; Musiolik and Wurm, 2019), and seem to depend on the tem-
perature (the lower the temperature, the lower is its surface energy). Furthermore,
erosion by small grains could still be a limiting factor in growing large (hundreds of
meters) planetesimals. Laboratory experiments on icy aggregates (compact and fluffy)
are missing in the literature.

4. Ice deposition. In the last years, a new growth mechanism has been proposed (Ros
and Johansen, 2013; Ros et al., 2019). Outside the ice line, the ice can deposit on
small particles, and if the partial vapor pressure is high enough, it can grow them
to cm-dm size. This mechanism is efficient only where a high vapor pressure allows
the heterogeneous condensation of ice on silicates (i.e. just outside the ice line), and
the final growth size depends on whether the pebbles free the small silicate dust when
they drift through the ice line and sublimate. Furthermore, to grow the icy pebbles
to planetesimal sizes, one of the aforementioned mechanisms must be invoked. More
complex simulations and laboratory work is needed to understand if this is a viable
mechanism for planet formation close to the ice line.

In the last years, more complex models of planet formations studied how all these mech-
anisms can happen sequentially or at the same time, giving positive feedback to each other.
An example is the work of Drążkowska and Alibert (2017), that shows how the ice line is a
favorable place for triggering planet formation, where small dust grains in the disk drift radi-
ally less efficiently, causing a traffic-jam effect. At the same time, the sublimation of volatiles
inside the ice line allows diffusion of vapor outside the ice line, causing pile-up of icy pebbles
and growing their size by ice deposition. All these processes can trigger streaming instability
at the proximity of the ice line.

There are two classes of sub-mm to centimeter size objects that are intensively studied
in planet formation theory: Calcium Aluminum-rich Inclusions (CAIs) and chondrules. Both
represent melted or partially melted droplets of condensed minerals in the innermost high-
temperature regions of the disk (in many cases, these bodies experienced repeatedly heating
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processes). CAIs are the oldest known solids produced in our solar system (Connelly et al.
(2012) found their age to be 4567.3˘ 0.16 m.y.), and they are made of the first minerals that
condense in the condensation sequence (such as oxides and silicates of calcium, aluminum,
magnesium, and titanium). Their formation required very high temperatures, approximately
1400´ 1400K, and they are found in almost all chondritic meteorites (i.e. meteorites coming
from old asteroidal parent bodies that did not undergo melting or internal differentiation
after the accretion process). Chondrules were sub-millimeter droplets of molten silicates that
formed around 1 ´ 3 My after CAIs at high temperatures („ 1600K). They are also found
in most chondrites, although their exact formation mechanisms are still debated. Since CAIs
and chondrules are found in old meteorites (and their respective asteroid parent bodies) and
refractory dust grains have been found also in comets (Brownlee et al., 2006), their study is
extremely important to understand the mechanism that led them to be accreted in the first
planetesimals, and they can also inform us on the environment where those planetesimals
formed and their subsequent evolution.

The planet formation process after the creation of many planetesimals in the disk is fairly
well understood. When planetesimals with sizes larger than „ 100 km form, their further
growth is assured by accretion of pebbles or boulders by gravitational deflection or gas drag
(Johansen and Lacerda, 2010; Ormel and Klahr, 2010). The main problem remains to form
enough localized pebbles or dust concentrations to form the planetesimals needed for planet
formation.

The astronomical observation of protoplanetary disks aim at detecting some hints of the
processes presented above, and giving limits to the physical properties of the growing particles
(see Testi et al. (2014)). Disks are observed from UV to sub-mm wavelengths, hence probing
different regions and properties of the dust (Fig. 2.3). In the UV domain it is possible to
trace gas transitions lines, the VIS-IR light is scattered from the surface of the disk that
hides the colder midplane where the planet formation is occurring (there, the settling of the
dust increases the available mass to form planets). Observing the surface of the disk is not
useless, since the uppermost layers of dust are intimately correlated to what happens in the
midplane. This is due to the short timescales of vertical mixing within the disk compared to
the radial drift of material. The main result from the scattered light (both in polarization and
total intensity) by the disk surface is that the dust of the disk is characterized by particles
of low-albedo whose vertical position in the disk is dependent on their size (with finer dust
particles at the surface, and bigger particles deeper in the disk). The mid-IR probes the
innermost ridge of the disk, and allows detecting the crystallinity bands of the silicates heated
to temperatures ą 1000K. Observations at (sub-)millimeter and centimeter wavelengths can
probe the pebble-size objects in the midplane. When those particles grow to sizes comparable
to the wavelengths, their far IR to mm-wavelengths emission is controlled by their optical
opacity kν . Assuming a power law dependency of the optical opacity with the frequency
kν “ νβ , it is possible to correlate the opacity spectral index β to the maximum particle
size, porosity, and composition (Draine, 2006). Still, the old laboratory studies on the optical
opacity of aggregates are limited to minerals only, and opacities of complex aggregates made of
ices, organics and minerals have never been measured in the laboratory. The main result from
these observation campaigns is that mm-sized pebbles are detected in all outer protoplanetary
disks, that means that some mechanisms to prevent their drift must be occurring.
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Laboratory experiments provide a framework for the models of planetary formation. For
instance, the properties of different types of minerals, ices, and organics at low temperatures
and pressures are paramount to correctly model coagulation processes as well as growing
barriers (bouncing, erosion). Furthermore, the interaction between ices and dust during the
sublimation process is important to understand what is happening to dust or pebbles when
they cross the ice line, or the ice line is pushed outward by the central star activity. Many
laboratory works on water ice have been carried in the last years (Blum, 2018). These studies
mainly focus on the mechanical properties of ice grains or icy aggregates, in order to un-
derstand if ice can help the coagulation and the collisional growth of aggregates directly to
planetesimal size. Micron-size water ice particles seem to be stickier than silicate particles
and their sticking-to-bouncing threshold is higer (Gundlach and Blum, 2014a), but only for
temperature exceeding 200K. This is due to a thicker diffusing layer around the icy particles
above that temperature (Gärtner et al., 2017). Recently, Musiolik et al. (2016a) found that
CO2 ice has similar sticking properties of silicate dust, indicating the H2O ice as a preferred
material for enhancing the collisional growth (Musiolik et al., 2016b). Aumatell and Wurm
(2011) studied the sublimation of levitated ice aggregates, and they found that those aggre-
gates disrupt easily upon sublimation. In the literature, experimental works combining silicate
dust and ice are lacking. More work is still needed to improve the experimental conditions,
the fidelity of the processes happening in the disk and the type of materials involved.

2.3 Small bodies

The creation of an established planetary system composed by rocky and gaseous planets leaves
behind a battlefield of planet formation remnants. The initial position and time of formation
of the remnants in the protoplanetary disk determine if they contain a large fraction of ices
outside the various ice lines or if they are mainly composed of refractory materials (in the
inner part of the disk). Since we know that once planets are formed, they can migrate radially,
these small bodies can be scattered along the disk or toward other stellar systems. Comets,
asteroids, objects of the Kuiper belt and the Oort cloud are all included in the definition of
small bodies, although their origins and properties can vary importantly. Our knowledge of
the bodies populating the external regions of our Solar System is very limited, since only a
few of them are observable from Earth or have been explored by space missions, while the vast
majority has never been observed. In this section, I mainly focus on the physical properties
of the surface of comets and asteroids, although some of our findings are important for other
bodies as well.

2.3.1 Comets

Comets are km-sized objects composed of refractory materials (silicate dust and organics)
and ices (mainly H2O, CO2, CO). Such types of bodies formed beyond the ice line in pro-
toplanetary disks, and since their formation they did not undergo a significant heating. For
this reason, they are thought to carry the pristine materials of the protoplanetary disk, and
their study allows to better understanding the building blocks of the planets of our Solar
System. Most of our knowledge of the properties and evolution of comets comes from space
missions that visited different comets and analyzed them and their environment with a variety
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of instruments.

Comets orbit around the Sun with elongated orbits, and when approaching the Sun, they
form a tenuous atmosphere (called comae) caused by the sublimation of the ices and the
lifting of small dust particles from the surface of the comet (called nucleus). Cometary nuclei
have usually low densities (between 0.2 and 0.6 g cm´3), due to their high porosity and icy
content. The exact amount of ices with respect to the refractory material, its mixing mode
with the dust, and the formation of layers of the two materials are highly investigated topics,
because all this information gives hints on how they formed and in which protoplanetary disk
conditions. The dust particles collected from 81P/Wild 2 and 67P/Churyumov-Gerasimenko,
range from tens of nanometers to tens of micrometers, and can either be quite compact
irregular dust grains (Brownlee et al., 2006), or fluffy aggregates composed by „ 0.1 µm
subunits (Mannel et al., 2019). From the mineralogical point of view, they contain unaltered
minerals coming from the Solar nebula, and material that was heated and processed at high
temperatures, hence coming from the innermost region of the protoplanetary disk. These
results demonstrate that radial mixing of the material in the disk is indeed an important
process, and the presence of fluffy aggregates is a fossilized footprint of planet formation
preserved within the comet nuclei. Not only dust was accreted in the nucleus at its formation
epoch, but also icy pebbles containing both ice and dust.

From the extensive analysis of Rosetta data of 67P/Churyumov-Gerasimenko, it has been
demonstrated that the comet was formed by a gentle accretion process of icy pebbles that
remained pristine within the comet, with the spaces between pebbles filled with fractal, fluffy
aggregates (Blum et al., 2017). The average dust-to-ices mass ratio was also inferred to be
δ “ 8.5, with a total porosity around Φ “ 70% (Fulle et al., 2016; Pätzold et al., 2019).
The porosity was then constrained in the range 65-85% using the CONSERT instrument
(Herique et al., 2019). These results assume specific volume ratios of silicates, ices, and
vacuum (pores), so the extrapolation of more precise values are limited by our knowledge of
the material composing the nucleus. Since comets experience sublimation of the ices when
they get closer to the Sun, their surface shows a depletion of volatiles, and has a crust of
dry material hiding the ice underneath. Nonetheless, there are some spots on the surface of
the nuclei where patches of ice are exposed, detected by their higher albedo, bluer slope, and
spectrum (Fig. 2.4). This patches of ice have been correlated to jets and outbursts of gas and
dust, and in general to active regions of the surface (Fornasier et al., 2019).

It has been observed that the visible spectral slope of 67P/Churyumov-Gerasimenko be-
comes bluer when the comet is close to the perihelion (closest to the Sun), followed by a
reddening in the outbound phase. This effect has been explained by an increase of sublima-
tion closer to the Sun, that removes the dusty, dehydrated mantle, and reveals the icy nature
of the underneath nucleus material (that has generally bluer spectral slope in the visible).
However, less than 1% of the total surface, where the blue patches are localized, contribute
to the overall blueing of the nucleus (Fornasier et al., 2022). Recently, Ciarniello et al. (2022)
proposed a new model explaining the micro and macro distribution of ice within 67P (Fig.
2.5). They suggest the presence of meter-size water-ice enriched blocks (WEBs) below the
surface of the comet, embedded in a dust-rich matrix. CO2 sublimation increases close to
perihelion, eroding the surface and revealing the WEBs (that appear as blue patches on the
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Figure 2.4: RGB color-composites images of ice patches on the surface of 67P/Churyumov-
Gerasimenko using the wavelengths 882.1 nm, 649.2 nm, and 360.0 nm for the three channels.
The ice patches appera as bright bluer spots compared to the dessicated regolith mantle.
Image from Pommerol et al. (2015b) (Fig.8).

surface). At that point, the H2O-driven erosion removes the WEBs from the surface, extin-
guishing the blue patches over time. The direct consequence of this model is the heterogeneity
of the nucleus composition when it formed, made of clumps of dehydrated pebbles or ice-rich
pebbles at meter scale.

Even though I do not address complex chemistry of astronomical bodies in this thesis, it
is important to note the great variety of organic compounds found on 67/P and other comets
(Filacchione et al., 2019). The organic compounds contain COOH and OH-groups, aliphatic,
and mono- or polycyclic aromatic hydrocarbons, that contribute to a broad absorption band
centered at 3.2µm in the reflectance spectrum (together with water and salts). They are inti-
mately mixed with silicate dust, Fe-sulfides, and possibly ammoniated salts. In this context,
laboratory experiments are essential to interpret the remote sensing observation, since the
optical properties of many of these compounds are not known, together with the properties
of complex mixtures of organic, ices and refractory materials.

Up to now, polarization measurements of comets are limited to Earth-based, mainly disk in-
tegrated observations of their comae. Some observations in polarized light of jets and different
parts of the coma exist (performed by Giotto spacecraft on the comet 1P/Halley) and they pro-
vide useful information on the materials populating different regions of the coma (Levasseur-
Regourd et al., 1999). In general, modelling the polarization properties of different comet
comae reveals the presence of low-albedo silicate aggregates, that are compact in the case of
gas-rich comets and more porous for dust-rich comets (Kiselev et al., 2015). Furthermore, the
only ground-based telescope observationss of reflected polarization of cometary nuclei were
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Figure 2.5: A new model of the nucleus composition proposes that the comet is heteroge-
neous, formed by meter-size water-ice enriched blocks (WEBs) in a dust-rich matrix. This
explains the appearance of blue patches (BPs) on the surface when the comet approaches
perihelion (and a general bluening of the surface), but also implies that the comet formed
from heterogeneous types of pebbles. Image from Ciarniello et al. (2022) (Fig.4)4.

performed for comet 2P/Encke (Jewitt, 2004; Boehnhardt et al., 2008) and 133/Elst-Pizarro
(Bagnulo et al., 2010). In both cases, the inversion angle is smaller or comparable to F-type
asteroids, although the polarization minimum of 2P/Encke nucleus appears at much smaller
phase angles and has redder color compared to F-type asteroids. More studies of cometary
nucleus optical properties are needed to address their similarity with some classes of aster-
oids, and polarization has demonstrated to be an extremely useful tool, that should have high
priority with other complementary spectrometry instruments in future comet mission.
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Table 2.1: Asteroid complexes and classes
Complexes Tholen (1984) Bus-DeMeo (2009) Spectrum description

S S S, Sa, Sq, Sr, Sv
Moderate silicate absoprtion
features at 1 µm (pyroxene)
and 2 µm (olivine).

C B, C, F, G B, C, Cb, Cg, Cgh, Ch
Low-albedo, flat slope, subtly
featured or featureless

X E, M, P X, Xc, Xe, Xk

Moderate slope, subtly featured
or featureless. It contains both
very dark and bright asteroids.

End members T, D, O, R, V, A T, D, Q, O, R, V, A, K, L Distinctive spectra that are not
ascribable to the other complexes.

2.3.2 Asteroids

Asteroids are 10´3 ´ 103 km bodies thought to be the leftovers of the planetesimals which
contributed to the formation of rocky planets and the cores of giant planets. In the Solar
System, most of the known asteroids belong to the main belt, an asteroid belt between Mars
and Jupiter about 1 au wide. The main belt total mass is estimated to be about 3% the mass
of the moon (Pitjeva and Pitjev, 2018), with (1) Ceres, (4) Vesta, (2) Pallas, and (10) Hygiea
accounting for most of its mass. Other orbital classes of asteroids are the trojans, namely
asteroids that are orbiting around the Lagrangian points L4 and L5 of different planets. The
most numerous family of trojan is sharing the same orbit of Jupiter. Another orbital class of
asteroids is the Near-Earth asteroids (NEAs), that include all those asteroids with an orbit
that crosses or gets close to Earth orbit and could be a potential hazard for humanity.

The formation process of asteroids is similar to the one of other planetesimals, and one of
the scenarios discussed in section 2.2 ends up in collapsing enough dust or pebbles of various
size and possibly creating a bigger planetesimal. Nonetheless, the exact formation pathways,
the conditions of the environment in which they formed, and the collection of chondrules and
CAIs are still topics of research. The formation history of asteroids is hand in glove related
to their composition.

Many asteroid classifications and taxonomic groups based on their reflectance spectra have
been proposed over the years. The most used classifications in the visible were the one by
Tholen (1984) (in the range 0.33 ´ 1 µm) and Bus et al. (2002) (in the range 0.35 ´ 0.9 µm).
In the early 2000s, new NIR spectra became available, and a new classification was created
by DeMeo et al. (2009) to extend the Bus classification also in the NIR domain. Asteroid
spectra are traditionally divided into three complexes, and each of the complexes is divided
into individual classes or “types” (DeMeo et al., 2015). In Table 2.1 I summarize the asteroid
complexes’ division, their classification in different types and the general spectral properties of
the complexes. Note that the F-class (referred to in chapter 5) was introduced in the Tholen
classification, and it is now incorporated in the Cb and B-class in the Bus-DeMeo taxonomic
system. In Fig. 2.6 the different classes of the Bus-DeMeo taxonomic system are arranged to
distinguish them by spectral slope and silicates absorption band strength. Both taxonomic
systems are widely used, and in this work I will use mostly the Tholen classification.
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Figure 2.6: Bus-De Meo classification of asteroids. The visible-NIR spectra determines the
classes of asteroids within the respective complexes. In this figure, the classes on the top
have higher spectral slope, the classes on the top right have a deeper and broader pyroxene
band centered at 1 µm, while the ones on the bottom right are characterized by a broader and
deeper olivine absorption band centered at 2 µm. Image adapted from DeMeo et al. (2009)
(Fig. 15).

The taxonomic division in classes is a great tool that allows having a common language
in the asteroid community, but also it shouldn’t be used as a strict labelling of asteroid
compositional properties. As a matter of fact, the classes are continuously adjusted with
new observations or considering new spectral ranges. Furthermore, the biggest challenge of
asteroids observation is to retrieve the composition of asteroids based on their spectrum, since
many are featureless. This is particularly evident in the X-complex, where the VIS and NIR
spectra look similar, but the albedo difference between asteroids in this class is so different that
their composition must be as well diverse. The problem lies in the fact that the spectra can
change depending on a variety of processes or physical properties, such as space weathering,
dust size distribution, viewing geometry, and temperature. Understanding the composition
of asteroids and linking it to their classes is paramount to understand their formation process
and their origin. In the last decade, also IR spectra of asteroids have been used to gather
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information on some mineralogical species on the surface (for example phyllosilicates that are
evidence for aqueous alteration of silicates, see Rivkin et al. (2015) and references therein).
Recently, Belskaya et al. (2017) and Belskaya et al. (2022) demonstrated that the negative
polarization part of the polarization phase curve can be used efficiently to separate the asteroid
classes. Furthermore, they showed that the negative polarization features can be correlated
to other properties such as NIR spectral slope and radio circular polarization, and proposed a
differentiation in subclasses of the M-class depending on their composition. The association
of polarization measurements to spectral measurements can be a useful tool to characterize
and restrain the surface properties of asteroids. In this framework, more laboratory work
is needed to associate the polarization and spectral properties to the physical properties of
well-characterized meteorites and regolith analogues.

There is a compositional gradient with heliocentric distance in the main belt asteroids
(DeMeo et al., 2015). The compositional gradient consists in the presence of higher albedo,
silicate-rich asteroids in the inner main belt, while, with increasing distance, they make way
to darker, organic-rich and possibly more primitive asteroids (the class progression of this gra-
dient is S, C, P, and D). This reflects either a composition gradient of the disk when asteroids
formed (and subsequently remained in the same place), or it may be due to implantation of
particular families of asteroids through dynamical excitation of the whole Solar System archi-
tecture (Morbidelli et al., 2015b). A great source of uncertainty is again the real composition
of these asteroid families, that would provide a better constraint to their formation history.
Linking specific meteorites to asteroids families is often an extremely difficult process, and
only few classes of meteorites have been solidly linked to their parent families (for instance
V-type and howardite-eucrite-diogenite meteorites). The problem seems to be twofold: on
one hand, the asteroid spectra sometimes are so affected by noncompositional spectral effects
that it is difficult to model them; on the other hand, the lack of experimental measurements of
the optical properties of different types of minerals composing meteorites limits the radiative
transfer models (Reddy et al., 2015).

In the last decades, a great amount of observational data became available, allowing sub-
stantial progress in our knowledge of asteroids. Although there are still many unanswered
questions, in the next future a good synergy between modelling, experimental data, in-situ
space mission exploration, and ground-based observations will provide significant advance of
our current knowledge. The study of planetesimals does not only give us information on our
Solar System and its formation from the solar nebula, but also on what is happening in other
newly discovered planetary systems, their evolution and their history.
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Chapter 3
Contribution to the laboratory

This chapter describes the state of the laboratory (Laboratory for Outflow Studies of Sub-
limating icy material LOSSy, also called Ice Lab) at the beginning of this Ph.D. project,
and my new contributions to the instrumentation in order to develop the experiments pre-
sented in this thesis. In the following pages, I describe the sample production protocols that
I developed, new instruments, and improvements to the ones which we already had in the
laboratory. I also provide the protocols for using the various instruments with icy samples,
and the problems I encountered and how I solved them.

3.1 Ice production methods

Producing ice particles with well-defined size and shape and mixing them with other materials
is a challenging process. The icy samples prepared in our laboratory must be produced and
stored in liquid nitrogen or similarly cold containers to prevent sintering. The sintering
process is a re-organization of the solid material to minimize the surface energy that brings
the ice particles to coalesce together. Another process that is changing the shape and size of
the icy particles is frost condensation. When the ice is exposed to the humidity of the air,
the water vapor condenses on top of it. Firstly, it condenses as spherical sub-µm ice nuclei
(nucleation), and then it grows dendritic crystals all the way up to mm-cm size, depending on
the availability of humid air. Both effects should be avoided or mitigated at the ice production
stage, since they could alter the physical and optical properties of the sample.

At the Ice Lab, two different types of ice particles can be produced with the Setup for
Production of Icy Planetary Analogues (SPIPA). Both methods are thoroughly described in
Pommerol et al. (2019a). The first setup (SPIPA-A) allows condensation of nebulized water
on a cold surface. Deionized water is nebulized with ultrasound and is conducted through a
pipe connected to a freezer, where it freezes in air and deposits onto the surface of a copper
plate kept at liquid nitrogen temperature. This method produces spherical ice particles with
a typical size of 4.5˘2.5 µm. The SPIPA-A ice reacts rapidly to changes of temperature,
and sintering between different particles proceeds quickly. The second method (SPIPA-B)
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operates similarly: pure water is sent to an ultrasonic nebulizer that sprays the small droplet
directly into a bowl filled with liquid nitrogen. With this method, it is possible to create
spherical icy particles with a size range of 70˘30 µm.

Most of the time, we are interested in studying the physical properties of real icy planetary
surfaces, and this means that ice is not pure, but it is mixed with dust particles, salts or
organics (hereafter referred to generally as “dust”, unless we specifically define the nature of
the material mixed with ice). In the previous years, two mixing methods have been developed
at the Ice Lab: inter-mixtures and intra-mixtures. Inter-mixture refers to a mixture where
the dust particles are outside the ice particles, and lay between icy grains and at their surface.
Inter-mixtures are created by shaking the ice particles (SPIPA-A or B) with the dust in a
container at liquid nitrogen temperature, to prevent sintering. The ice is mixed in the bottom
of a fridge, so that the low temperature and humidity prevents the formation of frost. The
intra-mixing refers to a distribution of dust particles within the ice particles. This is achieved
by suspending or dissolving the dust material in water before nebulizing it in liquid nitrogen.
This method can be used only with very small particle sizes (sub-µm) or salts, that can
dissolve in the liquid (see for instance Cerubini et al. (2022)).

3.1.1 Icy pebbles production

SPIPA-A and SPIPA-B ice particle models have the advantage of being well characterized in
terms of shape, size, and sintering dynamics. Nonetheless, their sizes and mixing methods
are hardly applicable to the simulation of icy pebbles in protoplanetary disks. Icy pebbles are
aggregates of ice and dust that are formed in a protoplanetary disk beyond the ice line, and
they are most probably playing an important role in the planet formation processes close to
the ice line. An icy pebble is defined as an ice and dust porous aggregate of mm-size, with a
variable ice-to-dust ratio. One could think to use SPIPA-A or B ice particles inter or intra-
mixed with some dust to build such an aggregate like a snowball, creating a mm-aggregate.
The drawback of this method is that both the porosity and the ice-dust mass ratio of the final
pebble are not known.

I developed two methods to create mm to cm-size compact icy pebbles with a known ice-
to-dust ratio. The ice-to-dust mass ratio provides also an estimation of the porosity of the
pebble when the ice is sublimating. To preserve some continuity with the SPIPA methods, I
called them Pebbles type-A (PA) and Pebbles type-B (PB).

PAs are produced with the help of a superhydrophobic surface. A superhydrophobic surface
consists of a surface with hierarchical roughness, with µm-scale roughness covered by nm-scale
asperities. The contact surface between this hierarchical structure and a water droplet is
reduced to a point that the water tension does not let the droplet go through the asperities
(capillary action). Superhydrophobic surfaces have the capability of self-cleaning: when a
droplet of water rolls or impinges on the top of the surface, it can trap any contaminant that
is deposited on it (Fig. 3.1). The self-cleaning of superhydrophobic surfaces is called “Lotus
effect”, after the known superhydrophobicity of the lotus leaves, and this property allows
them to be cleaned from dust particles that decrease the photosynthesis efficiency every time
it rains. Many other organisms take advantage of the Lotus effect, as a protection from fungi
and algae in plants, and it is also the only way for many insects to clean their wings.
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I sprayed a superhydrophobic coating on a flat glass surface with adjustable inclination.
The inclination was set at 15°, and the surface was covered with the desired dust. I created the
droplets with a micropipette, letting them catch the dirt and sink in a bowl filled with liquid
nitrogen (see Fig. 4.3 in Sect. 4). Due to the difference of temperature between the droplet at
ambient temperature and the liquid nitrogen (77K), the nitrogen evaporates quickly around
the droplet, preventing it to flash-freeze (Leiderfrost effect). The complete freezing takes a
few seconds, and it proceeds from the outside to the inner part of the droplet, and when
the droplet is frozen it sinks inside the bowl. This method produces compact icy spherical
particles with size of about 1´5mm, ice-to-dust mass ratio of 50 ˘ 10%, and with the dust
grains trapped within the icy pebble. The distribution of the dust within the pebble was
analyzed though X-ray tomography, which revealed it to be non-homogeneously distributed
in the case of big droplets. This is due to the Leidenfrost effect: when a big droplet sinks,
the core of the droplet remains liquid for long enough to allow the settling of the dust under
gravity within the liquid core. This causes the dust to be concentrated in one side of the
pebble.

Figure 3.1: The self-cleaning process on superhydrophobic surfaces. A) A dust layer is de-
posited on top of an inclined superhydrophobic coating, and when a droplet impinges the
surface (B), it rolls, catching up all the contaminant on the surface (C).

When a droplet impinges on the surface, it can break up and form smaller (about 1 mm)
secondary droplets. These roll and catch the dust in the same way as the bigger droplet, but
also they stop rolling down quickly. This is due to the fact that they catch enough dust to
form a thick layer that prevents the water to touch directly the superhydrophobic surface.
After that, the friction between the dust and the rough coating prevents further rolling.

PBs production is inspired by the natural phenomenon of wet aggregation. When droplets
of water fall on sand, the water penetrates between the soil particles through capillarity. A
thin film of water forms between each particle, and it keeps the grains together through its
surface tension, acting like an inter-particle bridge. The production procedure is simple (Fig.
3.2): a micropipette is used to create mm-size droplets, that impinge a dust layer from a
height of about 5 cm above the sample. The aggregate is then picked up from the dust
with a spoon and sunk in liquid nitrogen, where all the water bridges freeze and create a
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hard, solid aggregate with a typical size of 2 ´ 7 mm. These wet aggregates are extremely
stable, and they can be handled easily, paying attention to not compress them. The water
content was measured before and after evaporation, and found to be approximately 15 ˘ 7
% of the total mass. These aggregates are more stable than PAs, probably due to the fact
that the water bridges also organize the small particles at the interface between bigger grains,
which contribute to higher surface energies once the water disappears. The shape of the
aggregate is ellipsoidal, with a complex shape due to the different phases of grain accretion
through capillary forces. The top of the aggregate is generally more hemispherical (where
the droplets hit the dust surface), while the bottom part is larger and flatter (due to the
capillarity expansion of water through the grains).

Figure 3.2: The pebbles type-B (PB) are created through wet aggregation. A) A droplet
of water impacts a layer of dust at least 5mm thick. B) After a few seconds, the water
penetrates completely in the granular medium, connecting the particles with water bridges
and keeping the wet aggregate together through capillarity forces. C) Finally, the aggregate
is collected with a spoon and dropped in liquid nitrogen, where it loses all the dust particles
not connected to others by ice films.

3.2 Simulation Chamber for Imaging Temporal Evolution of
Analogous Samples (SCITEAS-2)

The Simulation Chamber for Imaging Temporal Evolution of Analogous Samples (SCITEAS-
2) is a direct improvement of the SCITEAS vacuum chamber described by Pommerol et al.
(2015a). The chamber has been extensively described by Cerubini (2021), and I just summa-
rize its most important characteristics in this section. The chamber is a 77x79x58 cm enclosure
(Fig. 3.3), evacuated through a primary pump (Pfeiffer ACP15) and a turbomolecular pump
(Pfeiffer HiPace 300). The minimum pressure reachable is about 10´6 ´ 10´7mbar. The
top of the enclosure hosts a quartz window to access the center of the chamber with optical
instruments. At the center of the chamber, there is a cylindrical shroud that can be flushed
with liquid nitrogen. The „ 15 cm diameter copper head of a He-cryocooler (Sumitomo CH
110) is at the bottom of the shroud, and is where we place our samples. The copper head can
cool down to about 40K (Fig. 3.4), while flowing liquid nitrogen in the shroud can isolate
the sample from radiative heating. Samples are usually placed on top of specific cylinders
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designed to match the copper head. Often, we use a thin layer of graphite sheet between the
copper head and the sample cylinder, to ensure a good thermal contact at high vacuum.

Figure 3.3: The Simulation Chamber for Imaging Temporal Evolution of Analogous Samples
(SCITEAS-2) setup. The vacuum chamber has a cuboidal shape, and it has a transparent
quartz window on the top, providing access for optical instruments. Inside the chamber, there
is a shroud that can be flushed with liquid N2. Inside the shroud, lies the head of the He-
cryocooler, which can cool samples down to 40K.

Since the He-cryocooler takes approximately 40 minutes to cool the cylindrical sample
holder to temperatures lower than 150K, it is necessary to pre-cool the cryocooler head
before inserting the icy samples, otherwise they metamorphize or melt quickly after insertion
in SCITEAS-2. If the cryocooler is turned on with air inside the chamber, it acts as a cold
trap and thick layers of frost condense on it, which could slow down the evacuation through
the primary pump and also act as an insulating layer between the cryocooler head and the
sample holder. I tested a simple pre-cooling procedure that allows us to achieve very low
starting temperature when inserting the sample, and at the same time prevents formation
of large amounts of frost on the cryocooler head. Firstly, a spare cylindrical sample holder
must be inserted on top of the cryocooler head, always with a graphite sheet between them.
Then, I open the top window and the valve on the back of the chamber, so that air can pass
through. I fill the cylinder with liquid nitrogen through a small aluminum milk pot, and I
close the window on the top. At the beginning, the head is at room temperature, so the
liquid nitrogen evaporates energically, but after having filled the cylinder a few times, the
evaporation process is slower, and one can start preparing the samples in parallel, checking
from time to time the nitrogen level inside the chamber.

When the temperature of the cryocooler head is lower than 170K, I start the sample
insertion procedure. I place the icy samples inside their cylindrical sample holder and inside
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Figure 3.4: Internal view of SCITEAS-2. The shroud can be flushed with liquid N2, and it
contains the head of the He-cryocooler. The PT100 thermal sensors can be connected to the
plugs on the side of the shroud and be read from the laboratory computer.

the cryogenic box previously cooled down with liquid N2. I clear the space on top of SCITEAS-
2, and I place the cryogenic box containing the samples over it. Quickly I proceed like the
following:

1. I open the top window, and place it on a clean surface;

2. I remove the cylinder filled with nitrogen from inside the chamber;

3. I insert the cylindrical sample holder inside the chamber, and I connect any eventual
PT100 thermal sensor to the plugs on the side of the shroud (Fig. 3.4);

4. I close the window and the flushing valve behind SCITEAS-2;

5. I start the primary pump and the He-cryocooler.
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At this point, the experiment starts. It is very important to be fast and precise when
performing this protocol, because if the chamber remains open too much time between the
pre-cooling phase and the sample insertion, a substantial amount of air can enter inside, and
condense both to the cryocooler head and the sample. Some frost formation on the sample is
unavoidable, but it can be minimized by quick insertion and vacuum pumping.

Figure 3.5: I designed a simple frame for placing a movable optical breadboard with a hole on
top of the window of SCITEAS-2. The breadboard can be moved laterally, and its height from
SCITEAS-2 can be adjusted through a crank. In this way, the optical system can be placed
with the right setup on the breadboard beforehand, then moved up to insert the sample, and
finally lowered just above the window very quickly.

Every time that we insert a sample inside SCITEAS-2, we have to close the window and
place all the optics and tune the observation parameters for optimal acquisition. This process
can take several minutes (if no problem arises), and it could prevent the observation of the
very first evolution steps of the sample inside the chamber. I designed a simple structure that
has been built by an engineer of the Physics Institute and added to SCITEAS-2 in 2022 (Fig.
3.5. One can move the breadboard from the window up to a height of 50 cm with a crank,
and laterally to completely clear the space above SCITEAS-2. The breadboard has a circular
hole of the same dimension as the window. This system allows to place the optics on top
of the breadboard and test them before the experiment, then the breadboard can be moved
up, consenting the insertion of the sample, and finally the breadboard can be lowered again
above the window. Such a simple mechanism will be useful to start the acquisition process
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immediately after the insertion of fast-evolving samples inside SCITEAS-2.

3.2.1 Side-View Setup (SVS) for SCITEAS-2

A drawback of the SCITEAS-2 design is that samples can be observed only from the top.
While this is advantageous for certain types of measurements (for instance tracking the spec-
tral evolution of the surface), it complicates any attempt to derive the morphological evolution
of a surface, for instance due to superficial ice sublimation.

In order to observe the morphological evolution of sublimating surfaces, I designed an
opto-mechanical setup to be inserted inside SCITEAS-2 that could allow a side view on the
sample, the Side-View Setup (SVS) (Fig. 3.6). The instrument was built by Mathias Brändli,
engineer at the University of Bern.

The philosophy behind the SVS is to have a small enclosure that can be coupled to the
helium cryo-cooler head inside SCITEAS-2, with a cold bottom where to place the sample,
and a reflective optical system that allows an observer from the top of SCITEAS-2 to observe
the sample illuminated from behind (i.e. the silhouette of the object). the SVS is formed
by three separable parts, each of them divided by an insulating material layer. The bottom
part consists of a heavy copper plate carved in such a way that the sample is placed on an
elevated flat surface in the middle. The copper can be plugged exactly to the cryo-cooler
head, and through a thin layer of graphite sheet the thermal coupling at low pressures is
assured. The middle part consists in two mirrors inclined at 45˝ respect with the copper
plate, a 10x10cm diffusing glass and a structure for accommodating the feeding optical fiber.
The optical fiber illuminates the first mirror, that sends the light through a diffusing glass,
illuminates the sample on the copper surface, arrives to the second mirror at 45˝ and is sent
back to the observer above the SVS. The diffusing glass removes eventual specular reflections
from the first mirror. In this configuration, the observer looking at the second mirror will
see a back-illuminated object. The back-illumination is extremely useful when one seeks
the maximum contrast between object and background, for instance for measurements of
the sample evolution at small scales (in particular when the observer uses a long-distance
microscope). The top part is the top of the enclosure, with two holes (one for the fiber and
one for observing the second mirror), and a circular ceramic heater embedded on the top
enclosure. The heater can be connected to a digital controller outside the chamber, with
which one can set the target temperature.

The SVS can be used in a variety of experiments in the laboratory, and if necessary the
setup is easily adaptable. Both mirrors can be moved on the horizontal and vertical plane
through manual screws, and the optical fiber vertical position can also be adjusted. The
diffusing window is fixed with screws, so it can be changed depending on the diffusing power
needed, or completely removed. Finally, one can use the SVS in SCITEAS-2 without the
top part, if the heater is not needed (configuration like in Fig. 3.6 B). This is particularly
useful if the sample observation is performed by an optical system with enough field of view
to see both the sample from the top and the second mirror (i.e. the sample from the side).
In this case, the illumination from the fiber allows seeing the topography of the sample also
when seen from above, since the extremely high incidence light casts shadows in correspon-
dence of local topographic heights. Another useful practice is to attach temperature sensors
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Figure 3.6: The Side-View Setup (SVS) built for SCITEAS-2. A) A scheme of the cross-
section of the SVS with all the components, B) view of the SVS bottom and middle part, and
C) view of the top part of SVS (left) and middle part (right). Pictures credits: Camila Cesar
and Mathias Brändli.

(PT100/PT1000) to the copper base plate, to know the temperature of the surface where
the sample lays, and in other parts of the setup. The thermal insulator layers between the
bottom, middle, and top part, efficiently contain the thermal conduction when the bottom
layer is cooled down to temperatures lower than 100K (Fig. 3.7). The reason behind inserting
insulating materials is to avoid the deposition of volatile species on the mirrors of the middle
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layer, keeping them at higher temperature than the copper base plate that acts as a cold
trap. Furthermore, the ceramic heater on top also should be insulated from the rest of the
structure, to avoid heat conduction to the sample. The heater can then warm up the sample
via thermal radiation, setting a gradient of temperature between the top of the sample and
the bottom (that has the same temperature as the copper stage).

Figure 3.7: When the SVS is plugged on the SCITEAS-2 helium cryo-cooler head, the copper
base plate has a good thermal contact with it, allowing to cool down the sample to temper-
atures lower than 100K. The insulating layers prevent excessive cooling of the middle part
(containing the mirrors) and the top part (ceramic heater). In this way, the copper base plate
acts as a cold trap and deposition of frost is not possible on the mirrors, while warming up of
the sample by the ceramic heater is also prevented. The measurements were interrupted at 7
and 32 hours due to a malfunctioning of the computer.

The procedure to use the SVS with cryogenic samples is straightforward, but it requires
some practice. Before the start of the experiment, the copper base plate should already be
placed inside SCITEAS-2 on the He cryocooler head, with a thin graphene sheet between the
two. Furthermore, to track the temperature at the base of the sample, it is good practice
to tape a PT100 sensor where the sample will lie, outside the field of view of the mirrors.
The PT100 sensor must be already plugged to the connectors on the top of the shroud inside
SCITEAS-2, possible taping the PT100 wire so that it does not impede the insertion of the
rest of the SVS and the observation of the sample. If the top of SVS is needed, then one can
attach to the middle part through the appropriate screws holes on the side of SVS. Finally,
the light source for illuminating the sample needs to be set up beforehand. Usually, we use a
LED light connected to the SCITEAS-2 optical fiber plug. Inside SCITEAS-2 there is another
optical fiber with an adapter that is ready to be connected to the one attached to the SVS.
Afterwards, I proceed like the following (assuming the top part is needed):

1. I close the chamber and the top window and I start cooling down the copper stage
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through the He cryo-cooler. I monitor the changes in temperature of the PT100 placed
on the copper plate with the lab computer.

2. In the meanwhile, I prepare the icy sample and I store it in a small aluminum bowl
filled with liquid nitrogen to prevent frost formation.

3. I position the rest of the SVS on the top of SCITEAS-2 for faster insertion.

4. When the target copper temperature is reached, I take the bowl with the sample, I open
the glass window on the top of SCITEAS-2, and quickly insert my sample on the top of
the elevated copper area with a previously cooled spoon.

5. Immediately after, I place the rest of the SVS on top of the copper stage using the
handle on the SVS top part, paying attention to not touch the sample with the bottom
insulating layer of the middle part of SVS during the insertion.

6. I close the glass window on the top of SCITEAS-2, and open the side door to connect
the optical fiber to the other optical fiber connected to the wall plug on SCITEAS-2.

7. I close the lateral door and start the primary vacuum pump.

In case the top part is not needed, one can put the bottom and middle part of the SVS
inside the chamber before starting the experiment, cool it down and open the chamber just
to put the sample on the copper stage, then close it and start the primary pump.

Since there is some dead time between the insertion of the sample and the activation of
the vacuum pump, some frost might condense on the sample. This can be avoided by flushing
continuously the chamber with inert gas (like N2), although one has to pay attention to the
oxygen level when opening the chamber and inserting the sample. The procedure is better
carried out with the help of another person, also for safety reasons in case of low oxygen levels
close to the chamber.

Unfortunately, the pandemic situation in 2020 caused some delays in the construction
phase of the SVS, and I only had the chance to test its functionality, and experiment it with
pebbles in 2021. For this reason, the results of these experiments have not been included in
the published work of chapter 4, but I present them in Annex 4.6.

3.3 The Mobile Hyperspectral Imaging System (MoHIS)

We use the Mobile Hyperspectral Imaging System (MoHIS) to acquire hyperspectral cubes
of our samples, which is particularly useful when tracking compositional changes over time
(see for instance chapter 4.7). The experimental setup and its coupling to SCITEAS-2 have
been thoroughly described by (Cerubini et al., 2022), while the original calibration and ac-
quisition pipeline was developed by A. Pommerol and Z. Yoldi (Yoldi et al., 2021). Since I
did not introduce any new protocol or instrumental changes to the MoHIS setup, I will briefly
summarize its design and capabilities, while for a full description I redirect the reader to the
works of Cerubini et al. (2022) and Yoldi et al. (2021).

The MoHIS setup is composed by a VIS (Thorlabs TSI – 1501M-GE) and a NIR (Xeva
– 2.5) camera, mounted on a portable aluminum frame (Fig. 3.8). The two cameras are
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Figure 3.8: Design of the Mobile Hyperspectral Imaging System (MoHIS) setup. An aluminum
structure holds a VIS and a NIR infrared camera that are horizontally aligned to two 45˝

mirrors, allowing them to image a sample placed approximately 50 cm below the setup, sharing
the same field of view. The structure can be placed above the window of SCITEAS-2 through
four fixed pins.

mounted horizontally and pointed to two flat mirrors that redirect their field of view vertically.
The illumination is delivered by an optical fiber bundle (Bundle 500, CeramOptec) mounted
close to the VIS camera and directed downward, allowing a small phase angle geometry. On
the bottom of the aluminum frame, a perforated plate allows the correct and reproducible
positioning on top of the SCITEAS-2 window trough four fixed pins. The optical fiber bundle
is connected to a monochromator (previously MS 257, now Quantum Design MSH-300) fed
by a light source (50 – 250 W, F2/2 FSA, QTH bulbs). The bulb output is controlled by an
intensity controller from Newport Oriel. The entire setup and the computer to control the
acquisition are placed on a trolley so that it can be moved in different labs, making it portable
and flexible.

Before starting the hyperspectral cube acquisition, both the VIS and NIR cameras are
calibrated using a large spectralon (Labsphere) covering the field of view. The calibration is
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performed at 560 nm and 560 nm and 1650 nm for the VIS and NIR cameras, respectively.
The exposure time is wavelength dependent, and every time the monochromator changes
wavelength, a new exposure time is adopted. This means that at the end of the measurement
at each wavelength, the pipeline acquires automatically the dark images too. The VIS camera
acquires images every 15 nm from 380 nm to 935 nm, and at 800 nm the NIR camera starts
acquiring images too, up to 2450 nm, every 6 nm. The VIS and NIR spectra are merged at
920 nm, usually adjusting the NIR spectrum to the VIS one, since the NIR camera is sensitive
to temperature changes, while the VIS camera is not.

3.4 Centrifuge for Accelerated Pebbles Observation (CAPO)

After the experiments with pebbles presented in chapter 4, I discovered that pebbles disrupt
(when they do) in different ways, due to a varying resistance of the aggregates made with
different silicates and dust grain sizes. The Centrifuge for Accelerated Pebbles Observation
(CAPO) responds to the need to measure quantitatively the resistance to disruption of a
pebble. Initially, I tried using a penetrometer, but unfortunately the force needed to destroy
the pebbles was lower than the sensitivity of the instrument (0.02N). The idea behind CAPO
is simple, I want to centrifuge a pebble in a small sample holder, and observe with a camera
the centrifugal acceleration at which it disrupts against the wall of the sample holder.

CAPO is a cuboid enclosure with a central rotatory pillar connected to a brushless motor
(Faulher DC 100W) through a transmission assy (Fig. 3.9). The pillar itself is connected to
two circular plates distant 15 cm from each other. On the bottom side of the top plate, there
is an aluminum cage that can host a GoPro camera (model HERO7 Black) and a commercial
magnifying lens. The cage is fixed to the top plate with four screws, and the camera faces
the edge of the bottom plate. On this edge, directly below the camera, there is a small space
where a cubic sample holder can fit. The sample holder is a 1x1x1 cm transparent, polished,
PMMA box, with a missing side to insert the pebble, produced by SwissPlex. Below the
bottom plate, there is a circular stripe of LED lights (by Simplex) that illuminates the pebble
from below over the whole circular movement of the plate. The final result is that, while the
plates are moved together by the motor, the camera will see the shadow of the pebble while
it is accelerated outward against the external wall of the cubic transparent sample holder.
The acceleration felt by the pebble is measured by the GoPro itself, which has a builtin
3-directional accelerometer with an acquisition rate of 4ms. The controller unit was built
from the electronics section of the Physics Institute, and it is provided with a Raspberry Pi
accessible by terminal (PuTTY). It is possible to control the maximum rpm of the motor,
the speed ramp up time, and the increase of rpm during time (exponential or linear). Note
that this does not correspond to the real rpm of the centrifuge, because the inertia of the
transmission complex to the middle rotatory pillar does not allow maintaining stable angular
speed at low rpm. Generally, I use the exponential ramp up rpm, with the maximum available
rpm (2000) and a ramp up time of 10 s. The final centrifugal acceleration at the pebble position
looks like the one in Fig. 3.10. The linear acceleration is creating some oscillations detected
by the accelerometer, so I did not use it to avoid changes of acceleration of the pebble. The
whole centrifuge is enclosed by transparent Plexiglas walls, and has a magnetic break that
can stop it quickly for safety.
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Figure 3.9: The Centrifuge for Accelerated Pebbles Observation (CAPO) setup. The camera
and the sample holder are aligned and placed on two different circular plates that are accel-
erated by the motor underneath. A LED stripe is positioned below the pebble, so that the
camera can have better contrast.

In chapter 4, I present an experiment performed with CAPO using PBs made of pyroxene
with different grain size distributions. Note that crushing a pebble with the flat head of a
penetrometer would cause internal failure of the aggregate due to the internal tensile forces
developed when the aggregate is loaded on two sides (i.e. similar to a Brazilian test), and
compression forces changing the porosity of the material. In CAPO, in the reference system
of the pebble, a wall is compressing the pebble on one side, and changing its structure and
porosity. In this perspective, measuring at what acceleration the pebble structure fails is a
direct measurement of the compressive strength of the aggregate.

A few improvements can be done to CAPO in the future:

• The PMMA sample holders are worked in such a way that they appear very polished
on the external walls to allow better visibility. This process is expensive, and while
the external walls are well transmitting, the internal walls have been carved, and are
not as polished as the external one, contributing to a certain blurriness of the image.
Probably a better result would be achieved just by assembling together the flat PMMA
sides with some glue. Another possibility is to cast some clear epoxy in a mold, and
make it transparent with polishing paste.

• The imaging capability of the GoPro could be supported by a high speed camera posi-
tioned outside, possibly watching at the pebble from the side. To make this possible,
we need a new design of the small cage where the sample holders are positioned, so that
a side can be clear to observe the pebble.
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Figure 3.10: Centrifugal acceleration measured by the 3-directional accelerometer inside the
GoPro. All the measurements presented in chapter 4 are performed with the same increment
of acceleration over time.

• The built-in 3-directional accelerometer of the GoPro saturates at about 78m s´2, so
the pebbles that are disrupting at higher accelerations are not measurable. An external
accelerometer, or a photodiode on the side of the bottom circular plate that measures
the passage of the pebble could be a fast solution for reading higher accelerations.

3.5 The POLarimeter for ICE Samples (POLICES)

We can measure the reflected polarized light from our analogues through the POLarimeter
for ICE Samples (POLICES) setup. The initial design is described by Poch et al. (2018),
and it has been improved by R. Cerubini, who built a trapezoidal enclosure to better control
the atmosphere for the study of icy samples. Finally, L. Patty automatized the pipeline for
acquisition and calibration of the polarization data. During my Ph.D. project, L. Patty and
I modified the geometrical configuration to achieve very small phase angles (0.8˝) and we
configured POLICES for experiments with controlled atmosphere and icy samples (chapter 5
and 6).

POLICES is a gonio-polarimeter and consists of an optical module, placed over a trape-
zoidal enclosure that contains a motorized arm and rotating stage (Fig. 6.1). The optical
module is a 25x25x20 cm box that contains a commercial full Stokes polarimeter (Dual PEM
II/FS42-47, Hinds Instruments). The light enters through an entrance at the bottom of the
optical module, then it encounters two photoelastic modulators (PEMs) oriented at 45˝ be-
tween each other and modulated at resonance frequencies of 42 kHz and 47 kHz. After the two
PEMs, the light passes through a polarizer oriented at 22.5˝ to the two PEMs, and finally to
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a lens converging it to a photomultiplier detector (PMT Hamamatsu R928). The aperture of
the optical module is about 23mm wide, and it is aligned exactly over the sample through a
hole in the ceiling of the enclosure. Inside the trapezoidal enclosure, the motorized arm hold-
ing the collimating head can travel between ´30˝ to 75˝ to sample normal (i.e. the vertical
axis passing through the polarimeter). This means that the inclination of the motorized arm
correspond to the observation phase angle (Fig. 5.1). A fiber is connected to either a LED or
the monochromator using a halogen light source (as used for MoHIS).

The fiber is attached to a component we refer to as “head” of POLICES. This is the
connecting piece between the motorized arm and the optical fiber, which has the purpose of
collimating the light to the sample. Originally, the head used by Poch et al. (2018) consisted
only of a parabolic mirror inside a small box, with the optical fiber launcher on the side. In
their experiments, they used LEDs as light source, and the LEDs intrinsic polarization coupled
with the interaction with the mirror, caused a remnant linear polarization of 2.4% of the
incidence light on the sample. Generally, the polarized reflected light from a surface depends
on the polarization state of the incident light, so they had to calibrate the polarization surface
with a spectralon. Unfortunately, there is no standardized target to correct the reflected
polarized light in the literature, causing variability between different instruments.

3.5.1 Improvements to POLICES

After the experiments performed by O. Poch and R. Cerubini, POLICES has been used by L.
Patty to measure the reflected circular polarization of photosynthetic organisms (Patty et al.,
2022). He improved the setup by introducing a new motorized horizontal stage below the
sample, which could rotate it on the azimuthal plane (Fig. 5.1). The horizontal motorized
stage allows removing geometrical effects caused by sample structural alignment or by tilts
or irregular surface of the sample, by averaging the linear polarization at a fixed phase angle
over 8 azimuthal sample positions. Furthermore, he developed an automatized pipeline for
acquiring polices data and saving them in an organized way.

To perform the experiments presented in chapter 5, I collaborated with L. Patty to improve
the geometrical precision and the data analysis of POLICES. First, we modified the optical
path of the incidence light to remove the remnant linear polarization (Fig. 3.11). The polar-
ization of the light emerging from the monochromator is firstly spatially randomized by a 1”
LCP Achromatic Depolarizer (Thorlabs DPP25-A). Then, the beam is focused to the fiber by
a system of two converging lenses. The optical fiber is 1m long and contributes to spatially
scramble the polarization, effectively disrupting the fast-axis pattern of the depolarizer. To
avoid reflective optics, the head consists of a half inch lens tube containing three lenses that
collimate the final beam to the sample. The remnant polarization has been measured directly
shining the light from the head to the polarimeter aperture, and is lower than 0.01%, which
agrees well with the level of polarization of the Sunlight. This low level of remnant polar-
ization is achieved through the wavelengths between 450 nm and 750 nm. Furthermore, the
small diameter of the lens tube (18mm) allows the head to get very close to the vertical axis
between the sample and the polarimeter. In this way, we managed to decrease the minimum
phase angle from „ 2˝ (Poch et al., 2018) to 0.8˝, that can be very useful for future studies
of the opposition effect.
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Figure 3.11: The optical path of the incident light in POLICES. A monochromator selects a
wavelength from the light produced by a filament bulb. The monochromatic light emerging
from the slit passes through a depolarizer, to ensure time and spatial depolarization. Then
the beam it is focused by a converging lens and a launcher which feeds an optical fiber. In
the optical fiber, the internal reflections contribute to the spatial depolarization. The head
itself is a small tube with three lenses that collimate the light beam.

Lastly, we tested POLICES for the measurement of icy samples in controlled atmospheric
conditions. There are several problems that make extremely difficult the measurements of
icy samples with POLICES. First of all, the POLICES enclosure is not sealed, and air can
pass through the interstitial spaces and the bottom breadboard. This means that the cryo-
genic sample undergoes quickly frost condensation, that can completely cover its polarization
properties (see chapter 6). The second problem is that maintaining the sample at cold temper-
atures for long measurements was very difficult, since cooling was only possible by accessing
the chamber and introduce fresh liquid nitrogen to top up the sample holder. This lead L.
Patty and K. Kipfer to design a new cryogenic sample holder specifically for POLICES, which
was tested by me and L. Patty. The cryogenic sample holder (called hereafter cryo-stage)
consists of a copper hollow cylinder with inlet and outlet pipes, on top of which a small alu-
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minum sample holder (approximately 7 cm diameter) can be placed (Fig. 3.12). The sample
holder has a small lid that is used to cover the sample to avoid frost formation.

We use two nitrogen tanks to actively cool the cryo-stage. The first one is attached to
the inlet pipe, and it is filled with liquid nitrogen, while the second tank is connected to the
outlet pipe, and is completely empty. A gardening pipe is attached to the exhaust valve of the
second tank, it passes through a box filled with hot water, and is connected to the POLICES
enclosure. The enclosure has a plastic glove to manipulate the sample holder when necessary.

Figure 3.12: The cryo-stage for POLICES. The head held by the motorized arm sends a
collimated spot of light on top of the sample, contained in a small volume carved in the
sample holder. A PT100 thermal sensor is beneath the sample surface. The sample holder
lies on top of the cryo-stage, that is a copper hollow cylinder in which liquid nitrogen can flow
through the inlet and outlet pipes.
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We created a protocol for the production of frost on top of cold dust samples. The proce-
dure to cool down the cryo-stage, flush the chamber, and prepare the sample for the polar-
ization measurements is the following:

1. I fully open the exhaust and inlet valve of the second tank;

2. I open the inlet valve of the first tank. Since the pressure is higher than the second
tank, the nitrogen will start flowing into the cryo-stage, and back to the second tank;

3. Since the second tank is at room temperature, the nitrogen immediately evaporates and
is pushed through the exhaust valve in the gardening pipe, and flows quickly to the
POLICES enclosure. The temperature of the sample is continuously monitored with
a Python program which reads the signal of the PT100 thermal sensor. The humidity
level inside the chamber is monitored by a humidity sensor that saturates at about 5%
relative humidity. Any percentage between 5 and 8% indicates that the chamber is well
flushed by nitrogen;

4. When the temperature is about 25K higher than the target temperature, I close the first
tank inlet valve. The remaining nitrogen inside the cryo-stage will continue to cool the
sample for about half an hour. Afer that, the temperature will increase logarithmically
at slow pace (see Fig. 6.3);

5. I remove the lid from the sample holder, exposing the sample to the nitrogen atmosphere
of the POLICES enclosure;

6. I start the data acquisition with POLICES to acquire the first polarization data from
the pristine cold sample surface;

7. after the first measurements, I can start the frost deposition by letting the air entering
the enclosure. I simply remove the gardening pipe attached to the exhaust valve of the
second tank from the enclosure.

In this way, our samples remain cold for long times and can be protected from unwanted
frost formation at the beginning of the experiment, when we cool the cryo-stage down. Frost
formation is also dependent on the sample material, and we found that exposing the sample
to the atmosphere during the cooling of the cryo-stage is more effective in preventing frost
formation (see section 6.4.3).

Maintaining the sample at a fixed temperature is very difficult. When the inlet valve of
the first tank is open, the nitrogen starts flowing through the cryo-stage, but we do not know
the nitrogen flux, which depends on the initial pressure of the first tank, on the temperature
of the second tank, and how much the valve is open. Usually, the temperature of the sample is
sensitive to the flux of nitrogen, and it either increases or decreases over time, but it is never
stable. Without quantitative measurements of the nitrogen flux within the cryo-stage, it is
not possible to target a flux that maintains a target sample temperature over time. The only
way to stabilize the temperature of the sample would be continuously opening and closing the
inlet valve, alternating a decrease of temperature to an increase of temperature phase around
the target temperature. Unfortunately, closing or opening the inlet valve causes an increase
or decrease of frost deposition rate, respectively. We believe that when nitrogen is circulating
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through the cryo-stage, the humidity of the cold air immediately over the cryo-stage is lower
than when we close the valve and stop the circulation of nitrogen (i.e. the cryo-stage is
warming up). This is evident from some initial measurements of frost formation, where the
closing or opening the inlet valve directly cause a change of the reflectance of the sample (Fig.
3.13). This is the reason why opening and closing the inlet valve is not advisable for studying
the frost. In order to achieve a good repeatability between experiments, we let the cryo-stage
temperature increase over time by closing the inlet valve.

Figure 3.13: The frost deposition rate depends on the temperature of the cryo-stage. In this
experiment, we let frost deposit on top of CR asteroid simulant, and we realized that the
temperature was increasing more than expected, so we tried to compensate it by opening the
inlet valve more at t=36min from the beginning of the measurements (dashed line). Imme-
diately after, the reflectance of the sample plateaued. This means that the frost deposition
rate decreased importantly because we were cooling down the cryo-stage.
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The fate of icy pebbles undergoing
sublimation in protoplanetary discs
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Abstract

Icy pebbles may play an important role in planet formation close to the water ice line of
protoplanetary discs. There, dust coagulation is more efficient and re-condensation of vapor
on pebbles may enhance their growth outside the ice line. Previous theoretical studies showed
that disruption of icy pebbles due to sublimation increases the growth rate of pebbles inside
and outside the ice line, by freeing small silicate particles back in the dust reservoir of the disc.
However, since planet accretion is dependent on the Stokes number of the accreting pebbles,
the growth of planetesimals could be enhanced downstream of the ice line if pebbles are not
disrupting upon sublimation. We developed two experimental models of icy pebbles using
different silicate dusts, and we exposed them to low-temperature and low-pressure conditions
in a vacuum chamber. Increasing the temperature inside the chamber, we studied the condi-
tions for which pebbles are preserved through sublimation without disrupting. We find that
small silicate particles (ă50 µm) and a small quantity of ice (around 15% pebble mass) are
optimal conditions for preserving pebbles through sublimation. Furthermore, pebbles with
coarse dust distribution (100´300 µm) do not disrupt if a small percentage (10´20% mass) of
dust grains are smaller than 50 µm. Our findings highlight how sublimation is not necessarily
causing disruption, and that pebbles seem to survive fast sublimation processes effectively.

4.1 Introduction

Protoplanetary discs are collapsed clouds of gas and dust surrounding young stars. From
micrometer-sized dust particles, planetary embryos form and a completely new planetary sys-
tem appears eventually. The direct growth of dust up to the size of planetesimals (1´10 km) is
inhibited. Particles bigger than mm-size tend to disrupt in collisions, and boulder-size objects
interact heavily with the gas in the disc, losing angular momentum and drifting toward the
central star (Weidenschilling, 1997; Blum and Wurm, 2008; Birnstiel et al., 2012). Streaming
instability (Youdin and Goodman, 2005b; Johansen and Youdin, 2007) is a promising mech-
anism to overcome this inhibition and actually form planetesimals: mm-cm size aggregates
(referred hereafter as ‘pebbles’), when numerous enough, concentrate in filaments in the disc,
these latter eventually collapsing to form planetesimals.

In this scenario, ice lines in the disc can play a key role in planet formation. The ice line
of a certain volatile species in the disc is the location where the temperature is low enough to
condensate the volatile into its solid phase (ice). Around the water ice line, the temperature is
high enough (ą170K) that the surface energy of water ice is sufficient to allow icy particles to
grow via coagulation (Gundlach and Blum, 2014b; Musiolik and Wurm, 2019). Furthermore,
ice sublimation at the ice line causes vapor diffusion and re-deposition outside the ice line,
enhancing pebble growth and potentially triggering streaming instability (Drążkowska and
Alibert, 2017; Ros et al., 2019). Understanding the physics and chemistry of icy pebbles and
the phase changes of volatiles is thus paramount for understanding planet formation processes
close to the ice lines.

What is the composition of an icy pebble? We can retrieve some information about peb-
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bles from comets, which are thought to be thermally unaltered objects and preserve pristine
materials from the disc in their nuclei. Measurements by the Rosetta instrument GIADA
of the dust ejected from comet 67P/Churyumov–Gerasimenko (67P hereafter) constrain the
porosity of the putative pebbles composing the nucleus of the comet to „ 50% (Fulle et al.,
2016). Experiments on dust aggregates showed that a highly porous aggregate (85% poros-
ity) can be compacted down to 60% porosity, simulating compaction by collisions between
pebbles in an accretion scenario (Weidling et al., 2009; Jutzi et al., 2009). Furthermore, Blum
et al. (2017) suggest that pebbles with a size range of 3 ´ 6 mm are present in the nucleus
of 67P and that the interstitial space between pebbles is filled with fluffy fractal aggregates.
The measurements of the CONSERT instrument allowed deriving a dust-to-ice volume ratio
of 67P in the range of 0.4 ´ 2.6 (Kofman et al., 2015). These data depict a pebble formed
outside the ice line as a mm-size porous aggregate, formed by ice and small dust grains, with
a variable ice-to-dust ratio.

Although pebbles are porous aggregates of refractory and volatile materials, several studies
of dust evolution in protoplanetary discs handle them more simply as compact spheres made
with a specific composition of volatiles and refractory compounds (Barrière-Fouchet et al.,
2005; Gonzalez et al., 2015; Drążkowska and Alibert, 2017; Schoonenberg and Ormel, 2017).
This assumption may be insufficient to correctly describe coagulation processes and pebble-to-
pebble collisions, but it offers a great simplicity for the purpose of modeling other dynamical
processes.

The fate of icy pebbles undergoing sublimation is important to understand if the refrac-
tory materials embedded in the pebble are released back to the disc or if the sublimated
pebble manages to maintain its integrity without disrupting. Many theoretical studies as-
sume that pebbles disrupt through ice sublimation, with important consequences on plan-
etesimals growth. Saito and Sirono (2011) and Ida et al. (2016) showed how disruption of icy
pebbles drifting toward the central star through the ice line enhances the dust local density
and triggers gravitational instability in the vicinity of the ice line. Schoonenberg and Ormel
(2017) use a simple model of pebbles in their simulations, and find that disruption of pebbles
through the ice line and ice deposition enhance pebble growth, in particular outside the ice
line. Their pebbles are compact spheres made of 50% water ice and 50% silicates. In their
work, they consider two mixtures of dust and water ice: one type of pebbles has a compact
silicate core and a shell of ice (“single-seed model”), while the other one is a homogeneous
mixture of µm-sized ice and silicates particles (“many-seeds model”). They assume two dif-
ferent behaviors of these pebbles once they drift through the ice line. The single-seed model
sublimates the ice shell, leaving behind the compact silicate nucleus as a remnant. The many-
seeds model sublimates the ice particles and releases small silicate particles. In the case of
the many-seeds model, Schoonenberg and Ormel (2017) found an enhancement of dust-to-gas
ratio interior to the ice line (but less than Saito and Sirono (2011) and Ida et al. (2016))
and outside the ice line, due to the fact that the released small silicate particles couple with
the gas and diffuse outward, sticking to the icy pebbles outside the ice line. Interestingly,
the results from Schoonenberg and Ormel (2017) do not change considering the porosity of
pebbles: increasing porosity would increase the sublimation rate, but even increasing it by a
factor 100 would not affect the consequent dust enhancement. Similarly, Hyodo et al. (2021)
found different dust enhancement and planet formation pathways around the ice line, through
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pile-up of icy pebbles outside the ice line and of small silicate grains inside the ice line. The
general assumption in these works is that sublimation of ice is breaking the adhesion forces
between dust grains inside the pebble, causing its disruption. Aumatell and Wurm (2011)
created in the laboratory aggregates of condensed ice crystals and studied their disruption
by sublimation while levitating. They found that those fluffy aggregates are easily disrupted
though a fast sublimation, but they did not include dust grains in their experimental models.
Understanding if icy pebbles are disrupting throughout sublimation is essential to investigate
the processes that would lead quickly to the formation of planetary embryos in the proximity
of ice lines.

In addition, pebble accretion in general depends strongly on their Stokes number, and
therefore on their size and structure (note that a fluffy structure could lead to a drag coefficient
very different from the usually assumed drag coefficient of a sphere). Understanding the
disruption of pebbles at the ice line could therefore have important consequences on the
formation timescale of all planets located inside the ice line. For example, Morbidelli et al.
(2015a) explained the ‘great dichotomy’ of the Solar System (the fact that inner planets are
dry and small whereas outer planets are wet and large) by the difference between the accretion
rate inside the ice line and outside it, itself resulting from both the change of mass (reduction
of 50% of the mass flux due to the evaporation) and of radius. Such a scenario would be put
into question, at least partially, in the case where pebbles would keep their structure while
crossing the ice line.

We present here new experiments on the structure of pebbles composed of water ice and
silicates when they are free to sublimate in vacuum with increasing temperature. The goal
of the present study is to characterize the different outcomes of sublimated icy pebbles (dis-
ruption or preservation), and understand how the environment and the composition of the
pebbles determine the final outcomes of the sublimation.

The experiments aim at answering these scientific questions:

1. Are icy pebbles always disrupting due to sublimation of ice?

2. Does the dust-to-ice ratio influence pebble disruption?

3. What is the role of the dust size range in the disruption due to sublimation?

The structure of the chapter is the following. Section 4.2 presents the material used, the
new pebble production methods and their features, and the experimental setup used. In
section 4.3, we summarize the experimental results. Discussion of the results and future
experiments are presented in section 4.4. Finally, we conclude with our main findings in
section 4.5.

4.2 Material and Methods

The necessity of simulating cold planetary and space environments lead to the development
of the SCITEAS-2 (Simulation Chamber for Imaging the Temporal Evolution of Analogue
Samples version 2.0) vacuum chamber, which provides a low-pressure and low-temperature
environment for the sublimation of icy samples, with the possibility to acquire spectral mea-
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surements of the samples over time (Pommerol et al., 2015a). Two types of icy particles have
been developed as analogs for icy planetary surfaces: flash-cooling of small water droplets pro-
duces two different spherical particles with size distributions peaking at 4 and 70 µm. These
particles can then be mixed with dry dust in two ways (Pommerol et al., 2019a; Poch et al.,
2016): through intra-mixture (i.e. dust particles embedded in icy particles) and inter-mixture
(i.e. dust particles mixed externally with the icy particles). From such ice particles, it is
difficult to create mm-sized aggregates. Therefore, we developed new methods for creating
compact pebble-size mixtures of ice and dust.

The evolution of realistic pebbles at the ice line is a complex problem. The chemical
composition of the dust, how it is mixed with ice, the dust size distribution, the presence of
organics and salts, and the overall amount of water ice in the pebble are concurring to the
outcome of the sublimation process.

4.2.1 Dust composition

Infrared observations of protoplanetary discs have shown an abundance of silicates, both in
crystalline and amorphous form. In particular, Mg-rich endmembers of olivine and pyroxene
are common (Natta et al., 2006). Alongside silicates, materials that are more refractory are
produced close to the star, such as corundum, anorthite, hibonite, perovskite, and spinel.
These are the first minerals formed in the protoplanetary disc, and a certain amount can
diffuse in the outer disc through processes such as turbulence, meridional flows, and X-winds
(Watson et al., 2009). The outward diffusion of a certain amount of highly refractory minerals
is demonstrated by their presence in comets, which never left the cold outer disc since their
formation (Simon et al., 2008).

A precise ‘recipe’ for pebble dust mineralogy is difficult to establish, since we do not know
the relative abundances of the different minerals and since they are not evenly distributed
within the disc and undergo different processes during the disc lifespan. In order to compare
our results to previous theoretical studies of protoplanetary disc evolution, we used two dif-
ferent silicates as analogs for the mineral dust: olivine and pyroxene. The list of powders used
in the present work is provided in Table 4.1. Different grain size ranges have been obtained
by grinding the dust in a mortar and dry sieving it.

The two dust species have been analyzed through scanning electron microscopy (SEM) to
check qualitatively the difference in the grain surfaces and the amount of fine material of the
two silicates (Fig. 4.1). We do not see evidence for significant differences in the amount of very
fine grains (ă5 µm) and the surfaces of the grains appear relatively similar. The only notable
difference is the sharper aspect of the edges of the olivine grains with respect to pyroxene.
Unfortunately, it is not possible to derive the overall dust size distributions from the SEM
images, which could explain some differences observed between the behaviours of pebbles
made of olivine and pyroxene (see section 4.4.4). Following the sublimation experiments, we
collected the desiccated dust and measured its near-infrared reflectance spectrum to look for
possible signs of aqueous alteration (Fig. 4.2). None of the absorption features indicative of
hydration and hydroxilation (around 1.4 and 1.9 µm, see Noe Dobrea et al. (2003); Pommerol
and Schmitt (2008)) are visible.
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Table 4.1: List of silicates used in the experiments.
Properties Olivine Pyroxene
Aspect Green powder Gray powder
Initial grain size [µm] 0 ´ 3000 0 ´ 1000
Density [g cm´3] 3.3 3 ´ 4
Quarry location Norway Brazil

Provider Microbeads AG UCF & Deep
Space Industries

Figure 4.1: SEM images of olivine and pyroxene grains. A) and B) olivine dust at different
magnifications. C) and D) pyroxene dust at different magnifications.
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Figure 4.2: Visible and near-infrared reflectance spectra of olivine and pyroxene powders
collected from the desiccated pebbles at the end of the sublimation experiments. The spectra
do not show the absorption features associated with aqueous alteration at 1.4 and 1.9 µm.
The shadowed region indicates the pixel variance of the reflectance in the selected region of
interest defined to derive an average spectrum from hyperspectral cubes.

4.2.2 Sample preparation and analysis

In the rest of the paper, we refer to the two pebble models as pebble type-A (PA) and pebble
type-B (PB). The main difference between the two production methods is the amount of water
ice of the pebble and the relative ice-dust distribution inside the pebble. Both PA and PB
are compact aggregates, and their initial porosity is negligible. Table 4.2 collects the main
features of PA and PB pebbles.

The two types of pebbles were analyzed with X-ray computed tomography (XCT) tech-
nique, to detect the relative distribution of dust and ice inside the pebbles. The measurements
have been carried on a Diondo 2 system manufactured by Diondo (Hattingen, Germany) at
the Lucerne Computed tomography Imaging facility at Lucerne University of Applied Sci-
ences and Arts. For both measurements, the microfocus tube XWT´225 TCHE+ from X-ray
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Table 4.2: Summary of pebble type-A (PA) and pebble type-B (PB) main features.
PA PB

Shape Spheroidal Irregular spheroid
Ice mass content [%] 50 ˘ 10 15 ˘ 7
Typical size [mm] 1 ´ 5 2 ´ 7
Dust distribution Homogeneous or Homogeneous
inside the pebble in one half of the pebble

WorX has been set on an acceleration voltage of 120 kV and a tube current of 80 µA and
an aluminum filter with 1 mm thickness was employed. The detector VAREX 4343CT was
configured with a capacity of 8 pF, and integration time of 1 s. The field of view of the
detector was adjusted to match the extension of the sample with source object distance of
37 mm, and a source-detector distance of 851 mm. For the measurement of the olivine and
the pyroxene sample, 1900 and 1600 projections of the object spinning around a fixed axis in
equiangular steps were recorded, respectively. The recorded projections were reconstructed
using the Feldkamp-Davis-Kress algorithm as integrated in the CERA suite from Siemens
(Erlangen, Germany). The virtual cross-sections had a voxel size of 6.5 µm isotropically and
were analyzed with Volume Graphics Studio Max 3.3 from Volume Graphics (Heidelberg,
Germany) and imageJ (Schneider et al., 2012).

PA production

The PA production method takes advantage of the behavior of water on superhydrophobic
surfaces. Superhydrophobic surfaces have micrometric “spikes” which, combined with the sur-
face tension of water, allow the liquid to rest on the top of the asperities. The water flowing on
the superhydrophobic surface captures any dust deposited on the top of the spikes in a process
called “self-cleaning” (Marmur, 2004). An inclined plane coated with superhydrophobic paint
(Cytonix WX2100 aerosol) is placed above a bowl full of liquid nitrogen (Fig. 4.3). On the
surface, some dust is deposited with a spoon, distributing it on the surface as homogeneously
as possible. A droplet of distilled water, created with a micropipette, rolls and captures the
dust deposited on the plane, and then sinks in liquid nitrogen where the water freezes.

The droplets created with the micropipette are typically about 2´ 3 mm in diameter, but
sometimes a droplet impinging the plane can split and create secondary droplets of about 1
mm in diameter, which capture the dust in the same way as the bigger droplets.

The dust collected by the droplets on the plane would tend to remain on the surface of
the droplet because of the centrifugal force and surface tension of water. On the other hand,
if more dust is collected, the grains that are already embedded in water are gradually pushed
toward the center of the droplet. In the limit case, if the droplet is saturated with dust,
the water does not interact with the superhydrophobic plane anymore and the drop stops
on the inclined plane. When a droplet sinks into liquid nitrogen, the inverse Leidenfrost
effect (Thimbleby, 1989; Adda-Bedia et al., 2016) prevents the droplet to freeze instantly,
and the dust captured by the droplet can move under gravity inside the liquid core of the
pebble. In this way, it may happen that the frozen pebble has a heterogeneous distribution
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of the dust inside it, with more dust on one half due to the gravity acting on the dust grains
during the freezing process. This heterogeneity may not happen when the droplet is small
(like secondary droplets): in this case, the freezing process is fast and the grains are ‘trapped’
homogeneously inside the pebble (Fig. 4.4). In this work, we refer by "heterogeneity" to the
overall misplacement of grains with respect to the ice inside the pebble, while we make no
assumption on the homogeneity of the spatial distribution of the grains with respect to each
other.

The ice-dust ratio was estimated by weighing the pebble before and after the evaporation
of the water. The ice mass was found to be in the range of p50 ˘ 10q% of the whole pebble
mass. It can happen that a droplet does not catch much dust and has a higher ice content,
but since the experiments involve several pebbles in the same sample holder, an average value
is more indicative.

Figure 4.3: The procedure for PA production. A droplet created with a micropipette rolls
over a superhydrophobic (SH) inclined plane, and it catches the dust deposited on it. Then,
the droplet sinks into liquid nitrogen (N2 liquid), where water freezes in a few seconds.
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Figure 4.4: X-ray tomography of PA icy pebbles analogues made with olivine (dust size
smaller than 50 µm). The circle in the center is the cross-section of an icy pebble. a) This
PA clearly shows a heterogeneous spatial distribution of ice (dark gray material on the top)
and dust (light gray material on the bottom), well distinguishable from each other. b) This
PA contains an internally homogeneous distribution of dust grains. The scale bar for both
images is 1 mm.

PB production

The second type of pebbles uses the capability of liquid water of linking small dust particles
through capillary bridges, also called ‘wet granulation’ (Iveson et al., 2001). A 1 cm thick
layer of dust is settled in a small vessel. A droplet of water is produced with a micropipette
above the dust. The droplet impinges the dust layer with enough momentum to get a fast
interpenetration between water and dust particles. The final wet aggregate is stable because
of the capillary and viscous forces of water bridges acting on adjacent dust particles. Finally,
the aggregate is carefully taken with a spoon and sunk in liquid nitrogen, where the water
bridges freeze. Any dust particle that is not connected to the others through capillary bridges
is lost in liquid nitrogen due to its turbulent motion at room temperature.

Weighing PBs made of different types of dust before and after the evaporation of the water
resulted in an ice mass equivalent to p15 ˘ 7q% of the total mass. The final shape of a PB
is generally an irregular spheroid with a homogeneous distribution of dust inside the pebble
(Fig. 4.5). Sometimes a wet aggregate disrupts into two or three pieces before being put into
liquid nitrogen, resulting in a wider distribution of sizes of the final icy aggregates, ranging
from 2 to 7 mm in diameter.

Granulation processes are intensively studied for industrial processes. The above procedure
creates a compact pebble, where water is creating films on the surface of the particles and is
filling the voids between particles (Iveson et al., 2001).

50



Figure 4.5: X-ray tomography of an icy PB made with pyroxene (dust size 100´ 300 µm).
The icy bonds keep the dust grains (bright gray) together and the dust distribution inside
the pebble is homogeneous. The scale bar is 3 mm.

4.2.3 Experimental setup

We performed all the sublimation experiments with the SCITEAS-2 (Simulation Chamber for
Imaging the Temporal Evolution of Analogue Samples version 2.0) vacuum chamber (Fig. 4.6).
We evacuated the chamber through a primary dry vacuum pump and a turbomolecular pump,
which allowed to reach a high vacuum („ 10´7mbar). At the center of the chamber, we cooled
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a copper plate with a Helium cryocooler, reaching temperatures down to 40K. The cylindrical
sample holder was placed on the copper plate, and a thin sheet of graphite between the two
components guaranteed good thermal contact. The icy pebbles were in contact with the
sample holder, that had a higher temperature than the cooled copper plate (around 100K
at the beginning of the decompression). A PT100 thermal sensor measured the temperature
at the bottom of the sample holder, recording the temperature of the surface below the icy
pebbles.

During the sample production, we pre-cooled down the copper base inside SCITEAS-2
by pouring liquid nitrogen into the sample holder. Once the samples were ready, we kept
them in liquid nitrogen to avoid frost formation. When the copper plate of the He cryocooler
was almost at the same temperature as the liquid nitrogen, we placed the samples in the
cold sample holder, which was inserted in the SCITEAS-2 chamber. Then we plugged the
PT100 sensor inside the chamber and closed the upper cover. Immediately afterwards, we
turned on the primary pump to quickly evacuate the chamber, and the temperature-pressure
reading started. At a pressure of about 10´2mbar, we turned on the turbomolecular pump,
allowing to reach about 10´6mbar in a few minutes. The samples rested a few hours in these
conditions until we achieved an equilibrium pressure and temperature inside the chamber.
We then turned off the cryocooler and the samples slowly heated up by the thermal radiation
coming from the window above and the walls of the chamber. The temperature increased in
about 25 hours to room temperature. At this point, we turned off the pumps to ventilate
slowly the chamber. For different types of pebbles, more experiments have been carried out.

The temperature profile of the sample holder during the experiment evolves logarithmically
over time, from a temperature of around 100K to a final temperature of about 280K. The total
pressure inside the chamber settles down to 10´7mbar before turning off the He-cryocooler.
When the temperature starts to increase, the total pressure inside the chamber increases
slowly up to „ 10´3mbar due to the sublimation of ice condensed on the cold copper plate
at the closure of the chamber. At around 10 hours after the beginning of the experiments, it
slowly decreases down to „ 10´6mbar.

Disruption measurement

After the sublimation process inside the chamber, pebbles can either keep their spheroid shape
or disrupt completely or partially in piles of dust. Both gravity and sublimation participate
in this disruption process (see section 4.4.3). In Fig. 4.7 we show how pebbles look like once
removed from the chamber when the experiment is finished. The preserved pebbles show a
clear spheroid shape, conserving overhangs and protrusions, while the disrupted pebbles are
just piles of dust and lost their initial spheroidal shape.

Analyzing the pebbles outside the chamber is difficult.The vibrations caused while remov-
ing the sample holder from the vacuum chamber can disrupt weak preserved pebbles, and the
re-compression of the chamber after the experiment could as well participate in the disruption
of weakly preserved dust aggregates. To address this problem, we developed a method for
evaluating the disruption of the aggregates directly inside the chamber, without handling the
samples. To determine quantitatively the level of preservation or disruption of the pebbles,
we placed a camera above the window, pointing at the sample. Two images were taken at
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Figure 4.6: Scheme of the SCITEAS-2 setup. A camera is placed in front of a window
above the vacuum chamber. The chamber is evacuated through a primary pump and a
turbomolecular pump, and the sample holder is in contact with a copper head cooled down
with a He-cryocooler.

the beginning and at the end of the experiment, allowing the detection of differences in the
projected area of the pebbles before (Ab) and after (Aa) sublimation. For geometrical rea-
sons, when a spheroidal aggregate disrupts into a pile of dust, its projected area increases.
We define then the disruption parameter D as follows:

D “
Ab

Aa
. (4.1)

If the ratio of the areas is close to 1, then the pebble shape did not change and the pebble
survived the sublimation of the ice. If the ratio is ă 1 then the projected area increased
and the pebble disrupted in a pile of dust (Fig. 4.8). Disruption is measured at the end of
the sublimation, before the re-compression of the chamber and its ventilation. This method
allows recognizing small changes in the projected areas of disrupted pebbles, leading to a
detection of disruption. For each type of pebbles and dust combination, we have run sufficient
sublimation experiments to obtain a sample with good statistic relevance. The pebbles which
do not disrupt during the experiment, can resist months at room temperature and ambient
pressure, until some external forces stronger than gravity break the aggregates (handling,
vibrations).
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Figure 4.7: Different outcomes of the experiment: pebbles can preserve their 3D shape or
disrupt in piles of dust. a) Preserved PA made of olivine with grain size range ă50 µm. b)
Preserved PB made with pyroxene. c) preserved PB made with olivine. d) Disrupted PB
made with coarse dust of pyroxene. Note a partially disrupted pebble on the top of the
image, surrounded by a halo of settled dust with a bigger projected area than the original
pebble. All scale bars are adjusted to be about 1 cm.

4.3 Results

The sublimation outcome of icy pebbles depends on the grain size ranges of the dust, the ice
content (i.e. PA or PB), the silicate type, and the dust-ice distribution inside the pebbles.
The experiments aim at distinguishing the effects of each of these contributions to the final
preservation or disruption of the pebble after sublimation.

The disruption parameter D is averaged between pebbles of the same type (PA or PB,
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Figure 4.8: a) Setup for observation of pebble disruption. The ratio between Ab and Aa

provides information on the level of disruption of the pebble. The images before and after
sublimation are used to calculate the ratio between projected areas. b) PAs of olivine before
sublimation. c) The same pebbles after sublimation. The disruption created piles of dust
with bigger cross-sectional area. The scale bar is 1 cm.
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dust type, and grain size range). The maximum error related to the average D̄ is:

∆D̄ “
a

σP 2 ` 4%D̄ (4.2)

where σP is the standard deviation of D between pebbles of the same type, and, assuming
2% relative error on the experimental evaluation of the pebble area on the image, the term
4%D̄ is the absolute error of the average disruption parameter measured for pebbles of the
same type. When the measurement of D with its maximum error is consistent with D “ 1,
then the pebbles are not disrupting.

4.3.1 Pebbles of olivine and pyroxene with different grain size
ranges

We created the two types of pebble (PA or PB) with different grain sizes for the two dust types
(olivine and pyroxene). The grain size ranges are obtained by grinding the powder in a mortar
and dry sieving the dust with nylon sieves. Three ranges are used in the present work: grains
smaller than 50 µm (referred to as “fine component”), 50´10 µm, and 100´300 µm (referred
to as “coarse component”). Olivine pebbles made with dust grains smaller than 50 µm are not
affected by sublimation (Fig. 4.9). At 50´10 µm, we already see that PAs do not maintain
their integrity, while PBs are still preserved. For coarser dust, 100´300 µm, both PAs and
PBs are not able to counter ice sublimation and gravity, and they disrupt. Pyroxene pebbles
(Fig. 4.10), on the other hand, show complete disruption for PAs, for all the size ranges. PBs
however are following the same pattern as olivine pebbles: the pebbles survive up to 100 µm,
and the coarse component is disrupting under sublimation pressure and gravity.

Big error bars are usually associated to the presence, in the same sample, of both disrupted
and preserved pebble (e.g. PA with olivine). This is leading to a bigger standard deviation
of D within the sample.

4.3.2 Pebbles of olivine and pyroxene with two-component dust size ranges

Disruption of pebbles with 100´300 µm dust grains of olivine and pyroxene is observed for
both PA and PB. Mixing a certain amount of the fine component (ă50 µm) with the coarse
component (100´300 µm) can change this outcome drastically (Fig. 4.11 - 4.12):

1. PBs made with olivine survive if 20% of the dust mass is the fine component;

2. PAs made with pyroxene are always disrupting, even if they are made with 100% of fine
dust (see also Fig. 4.10);

3. PBs made with pyroxene do not disrupt through sublimation when at least 5 ´ 10%
mass of dust is ă50 µm;

4. PAs made with olivine disrupt unless the fine dust component is up to 90´100% of the
total dust mass.

This is an indication of the capability of fine dust to cement bigger particles together after
sublimation. If the icy pebbles contain a higher amount of ice (PAs), then the amount of fine
dust needed to cement bigger grains increases or in extreme case sublimation disrupts the
pebbles even if they are made of small grains only.
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Figure 4.9: Disruption parameter depending on grain size range of olivine, for both PA
and PB. When the measurement of D is consistent with 1, then the pebbles survived the
sublimation process.

Figure 4.10: Disruption parameter depending on grain size range of pyroxene, for both PA
and PB. When the measurement of D is consistent with 1, then the pebbles survived the
sublimation process.
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Figure 4.11: Disruption parameter depending on the amount of fine component (ă50 µm)
mixed with coarse component (100´300 µm) of olivine for both PA and PB. When the mea-
surement of D is consistent with 1, the pebbles survived the sublimation process.

4.4 Discussion

In this work, we present sublimation experiments with two different icy pebble models to
investigate how the initial amount of ice in the pebble, the dust type, and the dust size
ranges are affecting the disruption of the icy pebble through the sublimation process. In
the case of an intimate mixture of ice and dust, icy aggregates are thought to be unstable
upon sublimation of the ice and undergo disruption releasing small silicate particles (Saito
and Sirono, 2011; Schoonenberg and Ormel, 2017; Hyodo et al., 2021). Our experiments show
that it is possible to maintain the integrity of pebbles after the complete sublimation of the
ice intermixed between the dust grains.

4.4.1 Sublimation rate

Inside the vacuum chamber SCITEAS-2, the temperature below the pebbles rises from „120K
to 280K in about 20 hours. The sublimation of the ice occurs during this time, although the
experimental setup does not allow detecting exactly when it ends.

The mean size of PAs is about 1.5 mm in radius, with an ice volume ratio of 77%. The
equivalent ice would be contained into an equivalent sphere with a radius of around 1.4 mm.
The linear decrease rate of ice in the direction of the surface normal Rice, can be calculated
with the Hertz-Knudsen formula (Knudsen, 1909),

Rice “
Vmpp ´ psatq
a

2πµRgT
(4.3)
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Figure 4.12: Disruption parameter depending on the amount of fine component (ă50 µm)
mixed with coarse component (100´300 µm) of pyroxene for both PA and PB. When the
measurement of D is consistent with 1, the pebbles survived the sublimation process.

where Vm is the molar volume, p is the vapor pressure above the surface, psat the saturation
pressure, µ is the molar mass of ice, Rg is the gas universal constant, and T is the temperature
of the ice. The saturation pressure psat is related exponentially to the temperature T (Haynes
et al., 1992)

psat “ 6.034 ¨ 1012g cm´1s´2 ¨ e´ 5938K
T . (4.4)

The total pressure inside the vacuum chamber varies over time (from 10´7mbar to 10´3mbar),
depending on the sublimation processes of the condensed gasses trapped inside. Since at the
beginning of the experiment some vapor condenses inside the chamber on the cold copper
plate, when the temperature increases during the experiment, the pressure increases as well,
until all the condensed ice is sublimated. Assuming that the pressure inside the chamber
is due to the sublimation of such ice, the vapor partial pressure p is exactly the pressure
measured during the experiment inside the vacuum chamber. Once the partial vapor pressure
is known, the rate of linear decrease of ice can be calculated as a function of the temperature
only. Assuming that the ice of the pebbles is at the same temperature of the sample holder
on which they lay and since the temperature of the sample holder is known, it is possible to
calculate at what temperature the sublimation happens and how much time it requires. For
our experiments, the sublimation time of a compact ice sphere with a radius of around 1.4
mm is between 4 and 6 hours and it happens on average when the temperature spans from
„ 190 to 240K. This gives a sublimation rate of about 2 ¨ 10´1 mm/hour.

At the water ice line temperature, the sublimation rate is considerably slower than in
the laboratory. If we assume a protoplanetary disc with gas surface density Σprq and a
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temperature profile T prq described by

Σprq “ 1000 g cm´2
´ r

au

¯´1
(4.5)

T prq “ 280K
´ r

au

¯´ 1
2 (4.6)

where r is the radial distance from the central star, and the amount of water (in both ice
and vapor phases) with respect to the hydrogen and helium content of the disc is equal to
ZH2O “ 0.005, it is possible to calculate the partial vapor pressure Pv from:

Pv “
kbZH2OT prqΣprq

µH2O

?
2πHgasprq

(4.7)

where kb is the Boltzmann constant, µH2O is the weight of a molecule of water and Hgasprq

is the disc scale height given by

Hgasprq « 0.033 au
´ r

au

¯
5
4 (4.8)

Given these parameters, the ice line is around 2.7 au, and the sublimation rate at 2.5 au (just
inside the ice line), is about 10´4mm/hour.

Considering an amount of water equal to ZH2O “ 0.005 in the disk, the water vapor pressure
at the ice line is within the range of the vacuum chamber pressure (around 10´6mbar), but the
temperature of the sample holder increases quickly above the ice line temperature („170K)
up to 280K in 20 hours. This means that pebbles undergoing sublimation in the laboratory
are at least three orders of magnitude faster in sublimating their ice than pebbles just inside
the ice line, highlighting the fact that survivability of icy pebbles is possible at a much higher
sublimation rate than the one found at the ice line. It is probable that some of the pebbles
that are disrupting in our experiment could survive a sublimation process in conditions of
slower sublimation rates and in the absence of gravity. Nonetheless, temperature fluctuations
in protoplanetary discs could lead to faster sublimation rates than the one at the ice line (see
e.g. McNally et al. (2014) and Bodénan et al. (2020)).

Previously, theoretical works have assumed that pebbles disrupt after sublimation freeing
micrometer-size dust particles inside the ice line, leading to enhancement of planet formation
just inside and outside the ice line. What would happen if a pebble similar to a PA (in size
and porosity) passes the ice line without disrupting? If pebbles are not disrupting through
sublimation, then planet formation due to pebble accretion could be enhanced inside the ice
line. This is a direct effect of the change of the Stokes number of pebbles or dimensionless
friction time of the pebble in the Epstein regime,

St “
aρp

Hgasρgas
(4.9)

with a particle radius, and ρp and ρgas being the pebble and gas density. When the ice
sublimates, the pebble changes its apparent density, while maintaining the same size. The
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Stokes number of a sublimated olivine pebble with 1.5 mm of radius and 77% porosity (see
section 4.4.2) is about 5 ¨ 102 times the Stokes number of a µm-size olivine grain. Since the
effective radius for accretion onto planetesimal depends on the Stokes number of the accreting
pebbles according to reff9St

1
3 , their accretion efficiency would be increased inside the ice line

(Lambrechts and Johansen, 2012; Morbidelli et al., 2015a). On the other hand, a higher
Stokes number means a higher drift velocity toward the star, decreasing the efficiency of
planet formation from pile-up of material close to the ice line. It should be noted, however,
that higher velocities of pebbles could result in disruptive pebble-pebble collisions, so pile-up
of fine dust material could still be possible.

4.4.2 Role of porosity

Many studies show that porosity is important for pebble evolution and for hit-and-stick growth
(Dominik and Tielens, 1997; Ormel et al., 2007; Garcia and Gonzalez, 2020). For our ex-
periments, we use two pebble models that have negligible porosity at the beginning of the
sublimation experiment. At the end of the experiment however, the porosity of the preserved
pebbles increases since all the ice sublimated, but they maintain their shape with insignificant
changes. We can therefore calculate the final porosity of pebbles Φf :

Φf “ 1 ´
Vdust

Vpebble
“

i

i ` p1 ´ iq ρice
ρdust

(4.10)

Where Vdust is the volume occupied by the dust, Vpebble is the total volume of the pebble, ρice
and ρdust are the ice and dust densities respectively, and i is the ice mass percentage inside
the initial pebble. The final porosity of PAs is p77 ˘ 7q% and the final porosity of PBs is
p37 ˘ 12q%. PBs porosity is close to the expected porosity of pebbles in the nucleus of 67P
(Fulle et al., 2016), and their initial dust-to-ice volume ratio is 1.7 ˘ 0.4 which is consistent
with the limits found by Kofman et al. (2015).

After sublimation, preserved pebbles are porous, highlighting that such kind of dry porous
aggregates would survive sublimation with an amount of ice filling the space between dust
grains up to the initial mass ratio (50 and 15% mass of ice for PAs and PBs, respectively).
In the limit case, the ice is filling all the space inside the dry porous pebble, but sublimation
is not strong enough to push apart the dust particles.

4.4.3 Role of gravity

In the laboratory, sublimation and gravity are both concurring to the disruption of pebbles.
Ice sublimation pushes the grains apart and tends to disrupt the pebble, while gravity disrupts
any grain-to-grain adhesion that is weaker than the gravity force of the dust column above it
inside the pebble.

Hereafter, we refer to gravity as a “disrupting” force. There are many configurations of
granular materials where the dust is kept in a certain position because of gravity which acts
as a “constructive force”. For example, a dust pile maintains its shape because of the static
friction between grains, which counters actively the tangent force of gravity and prevents
the grains to slide further. On one hand, if we consider a spheroidal aggregate of dust,
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the top hemisphere of the pebble is similar to a pile of dust, where friction and adhesion
between particles are preventing them to slide and roll down. On the other hand, the bottom
hemisphere can be seen as an upside-down pile of dust. Gravity and friction forces would
tend to disrupt such configuration of dust in a pile of dust, and the weight of the top-half
hemisphere of dust contributes to the disruption of the bottom-half hemisphere. This is not
observed for preserved pebbles (see Fig. 4.7 a-b-c). The bottom-half of the pebble is well
preserved and overhangs and protrusions are conserved in the final shape. Therefore, gravity
has a disruptive role in transforming pebbles in piles of dust and preserved pebbles survived
both gravity and sublimation forces during the experiment.

While it is clear that preserved pebbles survived both forces, disruption of pebbles in our
experiments could be caused by both sublimation and gravity and there is a regime for which
sublimation is more important than gravity. If we assume a spherical dust grain resting on
an icy surface, we can compare the gravity force to the drag force of the sublimated ice acting
on the small grain. The drag force Fd in Epstein regime is given by

Fd “
π

3
ρvapRp

2σthν (4.11)

with ρvap vapor density just above the surface of the pebble, Rp dust particle radius, σth
thermal velocity, and ν flux velocity of the sublimating gas. The flux velocity can be retrieved
applying the conservation of mass at the surface of the pebble passing from ice to vapor

µρiceRice “ ρvapν (4.12)

where ρice is the ice density (in molm´3), Rice is the sublimation velocity (see equation 4.3)
and ρvap is given by the ideal gas law

ρvap “
psat
RTice

(4.13)

with psat saturation pressure (see equation 4.4), and Tice temperature of the ice. The thermal
velocity σth is

σth “

d

8RTice

πµH2O
(4.14)

If we assume that the temperature of the ice is the same of the sample holder, it is possible
to calculate the drag force during the experiment and compare it to the gravity force acting
on different grain sizes. Fig. 4.13 shows how the ratio between drag force and gravity force
is varying depending on the temperature of the ice, for different grain diameters. In the
temperature range where sublimation is important for the pebbles, gravity is the disrupting
force in the case of coarse grains, while the drag force due to sublimation dominates the
gravity force for small grains (up to 100 µm) above „225K. This means that all the preserved
pebbles with grains smaller than 100 µm overcame sublimation-driven disruption. Gravity
force can be still important for preserved pebbles if inside the pebble there is a heterogeneous
dust-ice distribution. In this case, if the pebble survives sublimation, it can still collapse
under gravity because of a structural deficiency, like a hole left by the ice inside the core of
the pebble. This is why the error on the disruption parameter for PAs is large, although the

62



general trend for different dust size ranges is not affected because of the presence of pebbles
that are homogeneous and do not have any structural weaknesses when the ice is gone.

A detailed description of the sublimation-driven disruption process should take into con-
sideration what happens inside the pebble, and the possible formation of over-pressure in
pores of the pebbles, but this kind of model is beyond the purpose of the present work, and
will be topic of future investigations.

Figure 4.13: Ratio between sublimation drag force Fd and gravity force Fg acting on particles
of different diameters vs. temperature of the ice. The sublimation of the pebble happens
between 190 and 240K, and in this range of temperatures, gravity is the main disruption
force for coarse grains, while sublimation is important in the higher range of temperatures
for grains smaller than 100 µm. The black continuous line is a reference for the case in which
sublimation drag force and gravity are equal.

4.4.4 Role of grain size ranges and mineralogy

For our experiments, we used two types of silicates: olivine and pyroxene. The dust grain
size ranges considered in this work span from 0 to 300 µm, divided in three categories: ‘fine
component’ (less than 50 µm), 50´100 µm, and ‘coarse component’ (100´300 µm). In proto-
planetary discs before growth to pebbles size, dust is mostly present as sub-µm or µm-size
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covering a narrower size range than our ‘fine component’ (Bouwman et al., 2001; Boekel et al.,
2003). Nonetheless, our experiments show that pebbles can overcome sublimation with a dust
size up to 50 µm in the case of olivine PAs, and 100 µm in the case of PBs.

A pebble made with the coarse component always disrupts, but when mixed with a certain
amount of fine component, it can be preserved through sublimation. The minimum amount of
dust fine component needed for preservation varies with the mineral species, being higher for
PB olivine (about 20% of the total dust mass) and lower for PB pyroxene (10% of the total
dust mass). The pyroxene PAs are always disrupting with any percentage of fine dust, while
olivine PAs increase their stability through sublimation when the fine component is between
90 and 100% of the total dust mass. Some olivine PAs do not disrupt, increasing the variability
of the disruption parameter within the sample, and therefore the total error associated with
the measurement. Therefore, the measurement of olivine PAs shows an increasing disruption
parameter with increasing amount of fine component, but the exact minimum amount of fine
component needed to avoid disruption is difficult to retrieve. In general, the introduction of
fine dust mixed with coarse dust increases the pebble stability through sublimation. The small
particles could act as bridges between bigger particles, increasing their adhesion capability
in a way similar to the one described by Seiphoori et al. (2020). Future laboratory work
should address this point, by observing the microscopic morphology of the icy pebbles and
their sublimated remnants in loco.

Olivine and pyroxene pebbles have slightly different behaviors. PAs with dust size smaller
than 50 µm are preserved for olivine and disrupted for pyroxene (Fig. 4.9 - 4.10). Furthermore,
when fine and coarse dusts are mixed, olivine PBs seem to necessitate a higher percentage
of fine component than pyroxene PBs to be preserved (Fig. 4.11 - 4.12). Explaining these
differences is challenging, since several factors are governing the adhesion strength of particles.
The ability of grains to aggregate and to form bonds between each other is given by properties
of the material (such as surface energy, Poisson ratio and Young’s modulus), grain shape
characteristics (surface roughness, crystal faces) and physical and chemical state of grain
surfaces (adsorption layers, chemical reactions, electric charges). Our SEM measurement
do not show significant alterations of the grain surfaces before and after the experiment,
and the spectra of the grains after the experiment exclude the presence of large quantity
of hydroxylated material (Fig. 4.2), which could also weaken grains bonding (Quadery
et al., 2017). Although the SEM images do not show clear difference in the amount of very
fine material (ă5µm), a difference in particles size distribution could explain the different
behaviour of olivine and pyroxene, leading to a more adhesive behaviour of pyroxene over
olivine (Fig. 4.11 - 4.12). It should be noted, however, that the adhesion capability of the
two species are determined also by other parameters cited above (e.g. grain roughness).

Future experiments will address the different behavior of pyroxene and olivine, and the
role of ice interaction with grains of different sizes.

4.5 Conclusions

Different studies show that it is possible to enhance the growth of dust inside and outside
the ice line, if icy pebbles are assumed to completely disrupt by sublimation inside the ice
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line (Saito and Sirono, 2011; Schoonenberg and Ormel, 2017; Hyodo et al., 2021). We re-
searched experimentally the outcome of two icy pebble models undergoing sublimation in
low-temperature and low-pressure conditions varying the dust mineralogy, the water ice con-
tent, and the dust size range.

Our findings can be summarized as follows:

1. Icy pebbles can survive sublimation. We demonstrate that a range of combinations
of dust type (olivine or pyroxene), dust size ranges and ice content lead to preserved
pebbles upon sublimation of the ice.

2. Pebbles with low ice content survive sublimation better than the ones with higher ice
content. Our results show that pebbles with 15% ice mass are more resistant to disrup-
tion than pebbles with 50% ice mass for different dust size ranges.

3. Icy pebbles survive better sublimation if the dust particles are smaller than 50 µm. If
the pebble is made with coarse particles (100´300 µm), a minimum amount of fine dust
allows it to avoid disruption. The minimum amount of fine dust increases with the
amount of ice and is dependent on the silicate type.

These results are relevant for planet formation processes close to the water ice line and
downstream of it, providing useful information for modeling the behavior of ice-dust ag-
gregates in protoplanetary discs when sublimation is occurring. In particular, they provide
elements for modelling the sublimation outcome of icy pebbles depending on their ice content,
dust type, and dust size ranges, which play a major role in the disruption process. Verifying
these results for other dust types, narrower dust size distributions, and in the presence of
organics is an important future extension of this work.
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4.6 Annex 1 to Chapter 4 - Imaging pebbles sublimation

This section illustrates further experiments that I did not include in the published paper,
regarding the pebble sublimation process observed with a long distance microscope.

At the end of the experiments described in chapter 4, it happened that some pebbles
showed a partial disruption or a thin halo of powder around them after sublimation, while
other pebbles split in two and collapsed. Since the perpendicular view of the camera and its
objective magnification did not allow a proper inspection of the disruption process, I used
the Side View Setup (SVS) coupled with a long distance microscope to image the pebbles
during the increase of temperature. With such configuration, the silhouette of the pebbles are
imaged every five minutes. Unfortunately, it was not possible to track the complete evolution
of the pebbles, because of some technical problems with the computer and the vibration of
the chamber that changed the field of view of the microscope over time. Nonetheless, it was
possible to distinguish the different phases of disruption of a PA made with olivine grain sizes
in the range 50´100 µm (Fig. 4.14).

The image A) of Fig. 4.14 is taken before turning off the He-cryocooler, and the surface
of the pebble has a certain roughness given by the condensation of frost on the top of the
pebble surface. The frost condensation is not avoidable, since the insertion of the sample
inside SCITEAS-2 exposes it to the air, although the pre-cooling process of the cryocooler
hear already removed some of it through outgassing of liquid nitrogen. In picture B), the frost
is gone and the surface of the bare pebble is visible. The intensity values of each pixel are
stretched so that we can see the ice transparency. Already in C) and D), the ice sublimates
and retreats, and produces the first layers of porous dust mantle. While the shrinkage of the
ice continues, the dust grains stick together forming porous flake that persist on the surface
in the form of “fairy castles”, until the gravity pulls them off the surface (E) and F)).

The formation of porous layers of dust on top of the pebbles is fascinating. The single dust
grains organize in structures that are persistent over time, and they fall out from the pebble
surface only when the retreating ice does not provide a good enough anchor for the mass of
the dusty flake. This means that the inter-particle interactions play an important role in the
stability of the pebble and that the disruption is gravity-driven. Once the gravity is out of the
picture, we can imagine that the sublimation drag can remove some of the fine particles only
if they do not stick together. In that case, the cohesiveness given by the adhesion between
particles can overcome the sublimation strength and preserve a porous pebble through the
sublimation process.

Fig. 4.15 shows the stages of sublimation compared with the temperature and pressure
conditions of the experiment. The temperature is measured on the copper plate where the
pebble lies, and we assumed that the pebble is in thermal equilibrium with the sample holder.
The labeled letters refer to the times at which the images in Fig. 4.14 were taken. An exact
overview of the sublimation stage of pebbles was not possible before acquiring images with
the long-distance microscope coupled with the SVS. Now, it is possible to detect the single
stages of the pebble disruption and correlate them to its temperature and the environmental
pressure.

The PA sublimates its frost in the first hours after the cryocooler is turned off, and both
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Figure 4.14: An olivine PA undergoing sublimation, observed with the Side View Setup
coupled with a long-distance microscope. A) The pebble at the beginning of the experiment,
that is covered by a layer of frost deposited while inserting the pebble inside the SCITEAS-2
chamber. B) the pebble loses the frost layer, showing a compact and smooth icy surface. C),
D), E) and F) the ice surface retreats and leave behind a highly porous crust of dust that falls
off the pebble in flakes, when they reach a sufficiently high mass (gravity driven disruption).
The scale bar is approximately 1mm.

the pressure and the temperature increase (up to 10´3mbar and „ 200K, respectively). The
increase of pressure is most probably due to the sublimation of condensed volatile species
inside the chamber during its pre-cooling at nitrogen temperature. At 200K starts already
the sublimation of the PA icy core, that steadily continues up to 250K. Compared to the
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Figure 4.15: Temperature-pressure of the sublimation experiment performed with SVS and
long-distance microscope. The times of the images in Fig.4.14 are labeled, for comparison
with the sublimation stage.

estimation made in before this experiment (Fig. 4.13), the sublimation range was underes-
timated of about 10K, that is a fairly good result, since I used first principles to determine
the sublimation speed of the ice. Note that a possible cause of such discrepancy is the sub-
limation rate calculated with the Hertz-Knudsen formula 4.3. This formula assumes a slab
of compact ice, while in our case we do not have pure ice, instead it is mixed with silicate
particles. Furthermore, the partial vapor pressure was assumed to be equal to the pressure of
the chamber, but this is an upper limit, since other species contribute to the total pressure.
Finally, the picture is complicated by the real temperature of the ice-dust mixture, that might
show gradients and not be in equilibrium with the sample holder.

The maximum resolution of the long-distance microscope (minimum observable grains
sizes down to 10´15 µm) and its relatively long exposure time, does not allow the detection
of small particles pushed away from the surface by the sublimation drag force. While this
process is expected, the presence of dust flakes on the top of the pebble could partially prevent
the small particles to leave the surface, and be trapped by the other dust particles instead.
Whether the drag of dust grains is inhibited by a porous dry layer of dust, and the minimum
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thickness and porosity needed to trap the particles is of interest for both comets and pebbles
in protoplanetary disks.

4.7 Annex 2 to Chapter 4 - Organics, ice, and dust: morpho-
logical and spectral evolution

This section illustrates the very first experiments with the new pebble production methods
that have been carried before the experiments presented in chapter 4. The experiment pre-
sented here asses the spectral and morphological evolution of PAs undergoing sublimation
made with complex dust mixtures (CI asteroid simulant), and pyroxene with different grain
sizes. At this stage, the laboratory experiments on PAs and PBs were still exploratory, and
the choice of using CI asteroid simulant (see Britt et al. (2019) for full description) was due to
its complex mixture of minerals (Mg-serpentine, magnetite, epsomite, palygorskite, olivine,
vermiculite, and pyrite) and organics (sub-bituminous coal). I sieved both CI and pyroxene
dust with nylon sieves, and I obtained two dust size distribution: dust smaller than 50 µm,
and dust size in the range 50´1000 µm. The method for PA production is the same as the one
described in section 4.2.2. The experiment was carried out with the MoHIS setup mounted on
top of the SCITEAS-2 vacuum chamber. The icy samples were organized on the bottom of a
cylindrical aluminum sample holder, separated in squares made of black aluminum tape. The
cylindrical sample holder is then accommodated on top of the pre-cooled head of SCITEAS-2
cryocooler. The evolution of the temperature at the bottom of the PAs and the pressure
inside the vacuum chamber are displayed in Fig. 4.16. The spectra of the samples have been
measured after the insertion in the chamber (Fig. 4.17-A) and every 30 mins between 16 and
42 hours after the start of the experiment (Fig. 4.17-B, C, and D are in this time range). I
acquired an image of a spectralon before starting the experiment to calibrate the final spectra.

The cylindrical sample holder was in a cryogenic box filled with liquid nitrogen while I was
cooling down the head of the He-cryocooler. When the He-cryocooler reached a temperature
of about 150K, I inserted the sample holder inside SCITEAS-2, connected the temperature
sensors to the plugs at the top of the shroud, closed the top window, placed MoHIS on top
of the window, and finally started the primary vacuum pump. During this time, the little
amount of water vapor inside the chamber had a chance to deposit on the coldest point, i.e. the
samples, forming a layer of frost. This is well visible both from the RGB image of the samples
and their overall blue spectra (Fig. 4.17-A). I evacuated the chamber overnight, with the
He-cryocooler actively cooling the sample. The day after, I turned off the cryocooler, letting
the sample temperature evolve freely. At this point, the samples loosed quickly their frost and
started to sublimate their ice (Fig. 4.17-B). It is interesting to observe that the fine pyroxene
dust looks the darkest at this stage, when the particles on top of the pebbles are intermixed
with compact ice. The absorption bands of water ice at 1.25, 1.5, and 2 µm are immediately
noticeable, although the CI simulant is dark enough to efficiently hide them. After about
14 hours from the He-cryocooler shutoff, the water ice bands disappear completely from all
samples (Fig. 4.17-C). We know that ice is still present inside the PAs for two reasons: the
pressure is almost at 10´2mbar, meaning that there is some outgassing going on, and the PAs
of pyroxene have still a roundish shape, while they are expected to disrupt for both the dust
size distributions. Only when the pressure lowers down to 10´6mbar and the RGB images
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Figure 4.16: The temporal evolution of sample temperature and SCITEAS-2 pressure of the
CI and pyroxene PAS experiment. The labelled letters indicate the time points at which the
spectra shown in Fig. 4.17 were acquired.

show completely disrupted pyroxene pebbles, we know that the ice is completely sublimated
(Fig 4.17-D). Still, the CI aggregates are strong enough to keep their roundish structure.

At the end of the experiment, I extracted the samples from SCITEAS-2 to visually in-
spect them (Fig. 4.18). While pyroxene pebbles seemed completely disrupted from the RGB
composed images of MoHIS, at higher resolution it is possible to observe that the pyroxene
pebbles made with fine dust might maintain a small aggregated shape after sublimation, al-
though this is probably very delicate. The CI PAs are well preserved, and in particular the
ones with finer dust distribution. The CI pebbles made with coarser dust show some cracks
on their surface, or partial disruption. It also seems that the fine particles are creating an
outer stratified shell enveloping the dust within the core of the PAs (blue star in 4.18).

I repeated the same experiment with some PBs and PAs made of humic acid mixed with
pyroxene or olivine, although this time I did not measure the spectra with MoHIS. The pur-
pose of these experiments was to investigate if the presence of organics compounds increases
the resilience of pebbles undergoing sublimation. Humic acids (HAs) are complex organic
molecules containing aromatic compounds with phenolic and carboxylic constituents found
naturally in soils. In the past, HA has been used as astrophysical organic simulants for labo-
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Figure 4.17: Spectral evolution of pyroxene and CI PAs with two different dust size distribu-
tion undergoing sublimation. On the left are the RGB composed images of the samples with
the corresponding ROIs, while on the right the spectra are presented. The shaded line rep-
resents the variability within the ROIs. A) at the insertion of the sample inside SCITEAS-2,
some frost covered the samples, creating a blue spectral slope. B) after the temperature starts
increasing, the frost disappears and the ice sublimates. C) the sublimation continues inside
the pebble, but the water ice absorption bands are now covered by a dust mantle. D) the
sublimation is finished and there is no ice left within the pebbles. Pyroxene PAs completely
disrupted. The spectral feature at 1.35 µm is an instrumental artifact.
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Figure 4.18: Pictures of CI and pyroxene PAs after the sublimation experiment. The sam-
ple holder has been extracted from SCITEAS-2 to take pictures with camera and a macro
objective. The CI pebbles are well preserved, with the ones made of finer dust grains that
keep their shape completely intact. The blue and red star indicate two pebbles captured with
higher magnification (figures at the bottom).

ratory experiments (Bischoff et al., 2020; Feller et al., 2020). The HA that I used is produced
by Sigma-Aldrich and appears as a brown powder with grain size smaller than 32 µm. I mixed
it with different grain distributions of pyroxene and olivine in such a way that 20% of the
dust mass is HA. Then I created both PAs and PBs, let them sublimate overnight inside
SCITEAS-2, and finally retrieved them from the vacuum chamber to acquire some close-up
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pictures (Fig. 4.19).

Figure 4.19: PAs and PBs made with humic acid (HA) and olivine or pyroxene. For all
pebbles, 20% of the dust mass consists of HA. The dust size ranges of pyroxene or olivine are
indicated on the bottom of the images. HA helps in preserving PBs made with coarse dust,
while sublimated PAs show a HA-rich shell partially collapsed.

The PBs do not show any sign of disruption, and the HA seems to act as binding agent for
coarse dust (pyroxene PBs made with 100´ 300 µm dust size should disrupt completely upon
sublimation, see Fig. 4.10). In general, PAs seem to create a HA-rich crust that contains
most of the dust. The crust collapses under its weight and because of the void left from the
dust collapsed under its own gravity. It is still interesting to note, however, that small PAs
(secondary droplets) are preserved under sublimation. The shell of HA mixed with dust is due
to its partial hydrophobicity (Bischoff et al., 2020) that causes it to remain on the superficial
part of pebbles, particularly evident in PAs. The segregation of HA from dust is more evident
for those PBs and PAs where it was mixed with coarse dust, since the pebbles appear to have
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a browner exterior.

I finally analyzed the olivine PAs HA-rich shell with scanning-electron microscope (Fig.
4.20). HA seems to have covered the single olivine grains by a solidified unstructured layer,
and this means that it was partially dissolved in water before freezing the pebbles in liquid
nitrogen. The partial dissolution of HA in water is expected, and it varies depending on the
temperature, the HA specific molecules, and the pH of the solution (Shaban and Mikulaj,
1998). Another interesting phenomenon is the appearance of holes of different sizes on the
pebble crust. The biggest holes are around 15 µm-size, and they seem to have developed
between spaces left by HA and olivine grains. The smaller holes have diameters between
100 nm and 1µm, and are characterized by more circular openings on relatively flat HA
solidified layers on top of olivine grains. I interpret the presence of circular openings in the
crust as a trace of the ice sublimation. The pressure developed by the sublimating ice can
find a preferential path between the grains and create tunnels in the cohesive material.

Figure 4.20: SEM images of the HA-rich crust remnant of PAs made with olivine and HA
mixed together. Part of the HA has dissolved in water, since it appears that many dust
particles are covered by an unstructured layer of HA (compare with clean olivine in Fig.
4.1). Furthermore, from tens of micrometers to sub-micrometers scale, the crust is covered by
circular openings. I interpret this pattern due to sublimation of the ice, that moves olivine and
HA grains and perforates the small HA crust on top of single olivine grains at sub-micrometer
scale.
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The presence of a liquid water phase during the production of PAs and PBs allows some
compounds like HA to dissolve, and then solidify, creating stronger bonds between silicate
grains. The presence of liquid water is not expected in pebbles in protoplanetary disks. One
could argue that the strength of our pebble models containing organic material is only caused
by dissolution of such organic compounds in the liquid phase, but this might be correct only
for HA. Indeed, coal constitutes 5% and 2% of the CI and CR asteroid simulants, respectively,
but it does not dissolve in water ((Painter et al., 2010)), and the pebbles made with these
simulants show incredible stability upon disruption. Complex organic compounds have been
demonstrated to have very different tensile strengths, resulting in higher (Kouchi et al., 2002)
or lower (Bischoff et al., 2020) cohesiveness compared to silicate and ice grains. The stickiness
of complex organic compounds have been invoked to be helpful for collisional growth of
planetesimals (Kudo et al., 2002; Piani et al., 2017; Homma et al., 2019), but the physical
properties of real astrophysical organic materials remain largely unknown, and as showed by
Bischoff et al. (2020), wrong assumptions on the surface energy of the organic component
can lead to very different tensile strengths. The main problem is a lack of knowledge of the
exact composition of the organic material in comets and asteroids, and hence the difficulty in
simulating the properties of such compounds both in the laboratory and from a theoretical
perspective. I want to draw the attention to the fact that the most recent published works
studied the properties of organic materials, ice and dust separately. To my knowledge, the
experiments presented here are the first attempt to study the evolution of complex aggregates
made with organic material, ice and dust together. Addressing realistic planetary formation
scenarios requires an increase of complexity that could mimic the complexity of comets and
asteroids in terms of chemical compounds, mineralogy, ice types, and grain sizes.

The results of the experiments shown in this section can be summarized as follows:

• when the first layer of ice sublimates, the water absorption bands are hidden by a dust
mantle, masking completely the icy nature of the pebble;

• when the dust is mixed with organic compounds such as sub-bituminous coal and humic
acid, the overall resilience to the sublimation process is increased;

• the sublimation of the ice through preferential paths in the dust-organic mantle creates
organized holes at all scales ranging from hundreds of nanometers to tens of micrometers.

The importance of organics should be considered in future experiments aimed at under-
standing the physical properties of complex aggregates made of ice, silicates, and organics
compounds.

4.8 Annex 3 to Chapter 4 - The strength of sublimated aggre-
gates

This section illustrates further experiments that are not included in the published paper,
regarding the strength of the sublimated pebbles after the sublimation process. To measure
qualitatively the resistance of the pebbles to disruption, I used the Centrifuge for Accelerated
Pebbles Observation (CAPO). This experiment is meant only to test CAPO functionality for
measuring the compressive strength of dust aggregates, so I created the dusty pebbles with
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a simplified procedure. Firstly, I produced only pyroxene PBs, with 100 ´ 300 µm coarse
dust mixed with different mass percentages of fine dust (less than 50 µm), namely 10, 20,
30, 50% of the pebble dust mass. Secondly, I did not produce icy pebbles, but only the wet
aggregates. The wet aggregation creates really strong aggregates that are easy to manipulate
without disruption. I put the wet aggregates inside the transparent PMMA sample holders of
CAPO and I left them evaporating their water content for 24 hours before accelerating them
in the centrifuge.

From the point of view of the GoPro camera, the pebbles appear like in Fig. 4.21. I define
the failure of the pebble as the acceleration at which there is a visible change of the pebble
shape against the external wall of the sample holder, or flakes of dust are detaching from the
pebble. After the experiment, one can observe a layer of detached dust against the external
wall of the sample holder, although even the weaker aggregate does not completely disrupt.

Figure 4.21: A) A series of images taken with the GoPro of the CAPO setup during the
disruption of a pyroxene PB. These PBs dust is composed by 10% in mass of fine component,
and 90% in mass by coarse dust grains. B) PBs before the experiment, C) after the experiment.
Note that the pebble is not completely disrupted.

I created a total of four PB for each dust size distribution, and the final result is shown
in Fig. 4.22. With some assumptions, we can translate the acceleration at which the pebble
start to be compressed by the wall of the sample holder to a pressure indicating the uniaxial
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stress σ (compressive strength) of the aggregate. Knowing an approximate aggregate porosity
of 40%, and the average bulk density of pyroxene (3.5 g cm´3), we can derive a mass of the
aggregate of about 0.15 g. If we assume that at the moment of failure, the aggregate shares
with the wall of the sample holder about 1mm2, we obtain that the centrifugal acceleration
ac is linearly correlated to the failure pressure through

σ » 0.15 ac rkPas (4.15)

Figure 4.22: The plot shows the compressive strength of PBs created with 100´300 µm mixed
with different masses of fine dust (less than 50 µm). The acceleration at which the PBs start
to deform is labelled on the left, while on the right the corresponding pressure is shown. The
error is the standard deviation between the four PBs, except for the 50% fine component case,
where two pebbles disrupted (the scatter point indicates their average), and two did not for
our range of accelerations. The shadowed area indicates the area of accelerations at which
PBs disrupt.

The particles with most fine (50% of the dust mass) do not disrupt easily, even when
centrifuged to maximum acceleration. The disruption seen by the GoPro camera is minimal,
and it seems to come not from compression of the aggregate, but from loss of some grains
weakly attached to the surface of the pebble. In this case, the disruption of such dust grains
is due more to some tensile strength that is pulling them apart from the bulk of the pebble.
More measurement with higher magnification and macro objectives are needed to assess if
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we are disrupting the pebble through compression, by tensile stress, or by a composition of
the two. Our results are comparable to the one found by Meisner et al. (2012) who studied
the compressive and tensile stress of cm-aggregates of silica particles (the same used in our
experiment in chapter 5). They found a compressive strength in the range of 1´ 8 kPa and a
tensile strength of 1´ 5 kPa, with 40% porosity aggregates showing a compressive strength of
about 6 kPa. Their dust has higher amount of fines, with 80% of the dust mass less than 5µm
and maximum grain size 10 µm. Different results of compressive strength could be a sign of
better cohesion between particles, either because of their production method (water bridges),
an increased surface energy of pyroxene, or favorable particle distribution within the pebble.

Finally, I tried to centrifuge some PBs made with bulk CR asteroid simulant (the CR
simulant is better described in chapter 6). The CR asteroid simulant contains a mixture of
different minerals (olivine, pyroxene, magnetite, Mg-serpentine, metallic iron, pyrite, metallic
nickel), and organic material (sub-bitumunous coal), with a broad grain size distribution (Fig.
6.2). PBs made of this simulant are extremely difficult to break, and they can be manipulated
by hand without disrupting them. The acceleration reached by the centrifuge is not enough
to estimate their compressive strength.

Further experiments with the CAPO setup could try to derive the effective surface energy
of complex aggregates made with different grain sizes and materials. If the pebble is contained
in a box and glued on one side of it, the tensile strength can be measured directly, measuring
the acceleration at which the aggregate detach from the wall. An approximate surface energy
of the material can then be derived from the formula proposed by Blum et al. (2006), who
found an upper limit to the tensile strength of an aggregate depending on the grain size r,
the filling factor ϕ, and the surface energy of the material γ:

σ “
9ϕγ

4r
(4.16)

The resulting surface energy of a complex aggregate formed by dust and organic material
can then be compared to γ “ 0.07 Jm´2 found by Bogdan et al. (2020) for aggregates with
„ 60% porosity of chondritic material under ambient conditions at room temperature. Future
experiments and improvements of the current CAPO setup will provide interesting data on
the strength of complex aggregates.
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Abstract

Polarization phase curves of asteroids and other small airless bodies are influenced by the
compositional and physical properties of their regolith. The mixing of minerals composing
the regolith influences the negative polarization at small phase angles because it changes the
multiple scattering properties of the medium. This work aims to demonstrate experimentally
how the mixing effect influences the polarization phase curve at small phase angles for differ-
ent mineralogies relevant for asteroids, and to determine how different aggregate sizes affect
the negative polarization. We prepared a set of binary and ternary mixtures with different
common minerals on asteroids and one set of the same mixture with different aggregate sizes.
We measured their reflected light at 530 nm with full Stokes polarimetry at phase angles
ranging from 0.8˝ to 30˝. The mixing effect of the mixtures with both bright and dark miner-
als significantly changes the behavior of the phase curves in terms of minimum polarization,
phase angle of the minimum, and inversion angle with respect to the mineral components that
are mixed together. The changes in phase curve could explain the polarization observation of
particular classes of asteroids (F and L class) and other asteroids with peculiar polarization
curves or photometric properties. Furthermore, we demonstrate that the negative polarization
is invariant to the presence of dust aggregates up to centimeter sizes.

5.1 Introduction

Polarimetry is a powerful tool for studying the properties of many objects in our Solar System
and beyond. The induced linear polarization in the light reflected from a surface can provide
valuable information about the porosity, multiple scattering, shape of the grains, and their
indices of refraction. The challenge lies in disentangling this intricately interwoven mass of
information when the polarization of astronomical objects is measured.

One of the most commonly used methods is the analysis of the relation between the linear
polarization P and the phase angle (α, i.e., the angle between the reflected light and the light
source in the scattering plane). P is given by

P “
IK ´ I∥

IK ` I∥
, (5.1)

where IK and I∥ are the intensities of the reflected light with the polarization axis normal
and parallel to the plane of scattering, respectively. We note that P “ Q{I using the Stokes
formalism.

Irregular particles of many bodies in the Solar System show similar features in their po-
larization phase curve. At very small α (ă3˝), the coherent backscattering opposition effect
(CBOE) occurs and the reflected light increases nonlinearly (Shkuratov, 1989; Muinonen,
1990; Hapke, 1993). The CBOE causes a surge in reflected circular polarization and a de-
crease in reflected linear polarization when the object is illuminated with circular and linear
polarized light, respectively (Nelson et al., 1998). For unpolarized incident light, the linear
polirization at small α (i.e., smaller than 15´25˝) is negative and thus is in the backscattering
regime IK ă I∥. The part of the phase curve that is dominated by negative polarization is
commonly referred to as the negative polarization branch, and the minimum of polarization
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|Pmin| usually falls at phase angles αmin “ 8´15˝. The phase angle at which the polarization
is zero is called inversion angle αinv. At higher α (between 30 and 90´100˝), the polarization
increases and reaches a maximum. Generally, the maximum linear polarization is inversely
correlated to the albedo of the surface by the so-called Umov effect (Umov, 1905; Zubko,
2011).

The negative polarization feature of asteroids, comets, and other bodies has been studied
extensively both theoretically and experimentally, in order to understand its origin and its
possible use as a proxy for retrieving small-particle properties through remote sensing (see
Cellino et al. (2015b) and Levasseur-Regourd et al. (2018b) for a complete review). Within
this framework, the relation between different parameters that control the shape of the phase
curve has been analyzed.

Minor bodies such as comets and asteroids are covered by regolith, that is, by a loose
deposit of fine dust and rock pieces developed by space weather and meteroid impacts. The
shape of the polarization phase curve of dust depends on the number of interactions the
incident radiation has with the sample, which can be one time (single scattering) or multi-
ple times (multiple scattering). Single scattering predominantly occurs in environments with
low particle density, for example, cometary comae, while regolith-like surfaces are charac-
terized by multiple scattering. Shkuratov et al. (2004) and Zubko (2011) showed that the
polarization phase curves of multiple and single-scattering environments are not identical.
Multiple-scattering events effectively scramble the overall polarization signal that is reflected
back to the observer, resulting in an overall weaker polarization. The single-scattering polar-
ization phase curves are also usually characterized by higher inversion angles, higher α at the
polarization minimum, and higher maximum polarization.

Many studies have been carried out with the aim to understand the origin of the negative
polarization in the case of single scattering. There are indications that the negative polariza-
tion arises from the coherent backscattering effect of the particles (Zubko et al., 2008). The
single-scattering negative polarization of dust grains is stronger for small particles (below
3 µm), and it also depends on their absorption properties (Zubko, 2013; Zubko et al., 2020).
Interestingly, the negative polarization tends to disappear when the submicrometer particles
are removed from dust simulant samples (Escobar-Cerezo et al., 2018) and from clouds of
silicates (Muñoz et al., 2021). In the case of multiple scattering, the negative polarization is
also dependent on the porosity of the sample, showing an increase in amplitude of the nega-
tive polarization with sample compression (thus decreasing the surface porosity) and exhibits
a dependence on changing the incidence and emission angle after the phase angle is fixed
(Shkuratov et al., 2002; Halder et al., 2018).

Various authors have correlated the presence of particular minerals in asteroid regolith
(identified by scalar spectroscopy) to their multiple-scattering polarization properties. Cellino
et al. (2015a) investigated the variation in negative polarization of asteroid (4) Vesta depend-
ing on its rotation and found a good correlation between the surface albedo variations and
the polarizance. The authors, however, pointed out that a complete explanation of the polar-
ization data needs to take variations in surface geometry and mineralogical composition into
consideration. Particularly, they demonstrated that dark regions dominated by eucrite seem
to show higher |Pmin|. More recently, Castro-Chacón et al. (2022) observed a variation in
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polarized light with the rotational curve of asteroid (16) Psyche, correlating with changes in
albedo and in surface geometry. Gil-Hutton and García-Migani (2017) used the phase curve
model of Muinonen et al. (2002) to calculate the refractive index of the regolith on the surface
of 129 asteroids, and observed that there is a strong correlation between the refraction index
and the inversion angle, and between |Pmin| and the distance between single scattering par-
ticles. A similar result was obtained by Masiero et al. (2009), who found that the refractive
index plays a more important role in determining the inversion angle than the particle size.

It has been demonstrated that asteroids cluster together in the Pmin´αinv space depending
on their class types (Belskaya et al., 2017). Generally, this indicates that asteroids in the same
family share similar mineralogical compositions and physical properties. To some extent,
this is also affected by the asteroid albedo. Asteroids with a high albedo in the V band
(more than 0.2) have a higher Pmin than moderate-albedo asteroids (0.1-0.2 in V), and the
darkest asteroids (C, Ch, and B classes; an albedo lower than 0.1) populate the lowest Pmin

region. In this context, Cellino et al. (2015a) noted that there is some degree of mixing
between moderate- and low-albedo asteroids defined in the region Pmin “ ´1.1% ´ 1.4%
and αinv “ 18´21˝ in Fig. 5.8. Dollfus et al. (1989) interpreted the fact that terrestrial
rocks and lunar fines show a smaller and larger polarimetric inversion angle, respectively,
than most asteroids as an indication that the surface of asteroids contains coarser material
than the surface of the Moon. More recently, two new classes of rare asteroids have been
identified (Belskaya et al., 2005; Cellino et al., 2006): the F-class asteroids, which show
small inversion angles (14´16˝), and L-type asteroids (”Barbarians“), with inversion angles
in the range αinv “ 25´30˝. These asteroid classes are outliers with respect to the normal
distribution of asteroids in the Pmin ´ αinv space.

It has been suggested that the high inversion angle of L-type asteroids is due to the presence
of white spinel-bearing CAIs on the surface (Devogèle et al., 2018a; Sunshine et al., 2008),
mixed in a dark matrix (Burbine et al., 1992). Nevertheless, asteroids and their corresponding
meteorite classes show a wide range of mineral compositions, including olivine, pyroxene,
plagioclase, spinel, and phyllosilicates (Michel et al. (2015) and references therein). While it
is possible to directly observe the presence of multiple minerals on a surface through scalar
spectroscopy, the effect on the polarization phase curve of such mixtures is not clear. Studies to
clarify this were made by Boehnhardt et al. (2004) and Bagnulo et al. (2006), who successfully
modeled the phase curve of trans-Neptunian objects at very small phase angles, under the
assumption of a two-component surface medium composed of bright (ice) and dark particles.

Shkuratov (1987b) and Shkuratov et al. (1994) demonstrated that a material with a mix-
ture of small and large albedos can show a different negative polarization phase curve and
a higher |Pmin| than the endmembers of the mixture. This effect was also used by Belskaya
et al. (2005) in order to explain the very small inversion angle of F-type asteroids, which are
thought to share some physical properties with comets (Cellino et al., 2018). Belskaya et al.
(2005) proposed that because F-class asteroids are very dark (0.03-0.07 albedo) but have a
higher Pmin than C-class asteroids, the surface regolith must be homogeneous, because any
mixing effect would decrease |Pmin|. A systematic study of the mixing effect, however, is
lacking in the literature.

The surface roughness can also influence the linear polarizance. The irregular shape
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(and/or macroscopic roughness) of an asteroid can result in nonzero polarization at α “ 0,
which generally results from polarization contributions arising from different parts of the
asteroids with a distribution of incidence and emission directions. The Hayabusa spacecraft
observed a great variety of surface morphology on (25143) Itokawa, ranging from boulders and
rough terrain to flatter terrain characterized by millimeter (mm) to centimeter (cm) gravel.

While the effect of particle size on the negative polarization at small phase angles is
generally understood, there are still important effects that could influence this part of the
polarization phase curve, such as the mixing of materials with different optical properties
and the aggregation of small particles. The aim of this work is to systematically explore the
change in polarization phase curve of relevant regolith-like minerals when the minerals are
intimately mixed together in different compositions. In addition, we demonstrate the change
in polarizance when the powder grains are incorporated into mm-cm size aggregates.

The remainder of this chapter is structured as follows: in section 2 we describe our method
and experimental apparatus, in section 3 we present our results and summarize the findings,
and section 4 provides a discussion of the results in the context of asteroid surface features.
We conclude in section 5.

5.2 Materials and methods

5.2.1 Experimental Setup

The polarization measurements were carried out with the POLarimeter for ICE Samples
(POLICES) at University of Bern (see also Poch et al. (2018) and Patty et al. (2022)).
POLICES is a full Stokes polarimeter (Dual PEM II/FS42-47, Hinds Instruments) that allows
us to measure the polarization state of the light scattered by a sample at different phase angles.
It consists of an enclosure in which an arm holding a collimated light source illuminates a
sample placed at the bottom of the enclosure. The scattered light is measured at the top of
the enclosure in nadir direction. In this configuration, the reflection angle is approximately
0˝, while the incident angle, which is thus similar to the phase angle α, can be varied.

The light source is a 530 nm LED (Thorlabs M530F2) that is depolarized and fiber-fed to
a collimating head, providing an illuminated sample area with a diameter of approximately
15 mm. The remnant polarization of the incidence light at 530 nm is lower than 0.01%, which
agrees well with the polarization of the global light coming from the solar disk (Clarke and
Fullerton, 1996). The arm can span a wide range of phase angles (the angle formed by the
incidence light and the emission direction), from ´30˝ to 75˝. The minimum rotation step
of the arm is 0.1˝. The sample is placed on the same plane that contains the rotation axis
of the arm, and it sits on a rotation stage that can change the azimuth of the sample θ from
0˝ to 360˝ (Fig. 5.1). The polarimeter entrance pupil is approximately 50 cm away from the
sample, and the fiber used to illuminate the sample is at about 44 cm from the sample. The
width of the illuminated spot on the sample has a negligible effect on the estimation of the
phase angle (about 0.1˝).
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Figure 5.1: Geometry of the POLICES setup. A nearly collimated light source illuminates
the sample with a phase angle α that varies between 0.8 and 30˝. The sample can be turned
in steps of 45˝ on the azimuth angle θ. The full Stokes polarimeter is is fixed perpendicular
to the sample and measures Q{I at different sample angles α and θ.

5.2.2 Samples

In Table 5.1 we list the mineral powders that were used in the experiments. These include
silicates (silica, forsterite, and fayalite), spinel-group minerals (magnetite, Mg-spinel) and
graphite. The table also includes the reflectance R of the pure powders measured at 530
nm using an integrating sphere for homogenous illumination. In general, the samples can be
divided into two groups according to their reflectance: dark powders (R ă 0.5, magnetite,
graphite, and fayalite) and bright powders (R ą 0.5, silica, forsterite, and Mg-spinel). Table
5.2 lists the different mixtures with abbreviations measured in this work. The mass ratios of
the two components mixed together (1:0, 9:1, 4:1, 7:3, 1:1, 1:3, and 0:1) are equivalent to 100-
0%, 90-10%, 80-20%, 70-30%, 50-50%, and 0-100% of the total mass being first endmember
and second endmember. The grain size ranges are comparable between different minerals;
they are mainly about 1 µm. We acquired scanning electon microscope (SEM) images of
forsterite, spinel, and fayalite, confirming that these powders are mainly composed of µm and
sub-µm sized particles. We acquired SEM images of the endmembers (Fig. 5.2) and of some
of the mixtures (Fig. 5.3). The grain shapes are generally irregular and within the size ranges
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provided by the supplier. Forsterite and magnetite mainly have sub-µm grains, while graphite
and fayalite have larger grains, although sub-µm grains are still present and the surfaces of
larger grains display features at the sub-µm scale.

Figure 5.2: Scanning electron microscope images of the six minerals used in this study. A)
Mg-spinel, B) graphite, C) forsterite, D) silica, E) fayalite, F) magnetite. All the scale bars
represent 10 µm.

5.2.3 Sample preparation

In order to create binary mixtures, we weighed the two end members to the correct mass
ratio. We subsequently mixed them until we obtained a homogeneous sample.

As silica can easily create aggregates of cm size (Blum et al., 2006), we used a binary
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Figure 5.3: Scanning electron microscope images of four mixtures used in this study. A)
Forsterite-graphite 7:3, B) silica-forsterite 7:3 , C) spinel-graphite 7:3, D) silica-magnetite
7:3. All the scale bars represent 10 µm.

mixture of silica and graphite to study the effect of aggregation on the negative polarization.
After a homogeneous mixture was obtained, aggregates were created by gently moving the
mixture in a bowl. Then we sieved the aggregates through a 200 µm sieve to obtain fine
aggregates. Larger aggregates are easily breakable if passed through a sieve, and therefore we
individually chose aggregates larger than 2 mm that were then gently placed in the sample
holder. Generally, the aggregates formed with this method reach sizes up to „ 1cm.

The sample holder used for all our measurements consists of a plastic petri dish covered
by black aluminum tape. The height of the sample is then adjusted in the enclosure so that
the sample surface coincides with the rotation axis of the arm holding the incident light. In
this way, the light spot always illuminates the center of the sample holder at the different
phase angles. The sample holder is 5 mm deep and is filled with the sample in such a way
that the walls and the bottom of the sample holder are completely concealed by the sample.
Furthermore, the sample holder is covered by black aluminum tape to minimize the risk of
polarization signal from the edges of the sample holder at large phase angles. The dust sample
is gently deposited on the sample holder, without touching the surface to avoid compression
of the powder.

From the SEM images of the mixtures (Fig. 5.3), it is clear that the mixing procedure is
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Table 5.1: List of minerals used in the experiments.
Mineral Ch. formula Grain size Reflectance (530 nm) Supplier
Silica SiO2 ă10 µm 0.650 ˘ 0.013 Honeywell Fluka
Magnetite Fe3O4 ă5 µm 0.010 ˘ 0.001 Sigma Aldrich
Graphite C ă20 µm 0.028 ˘ 0.002 Sigma Aldrich
Forsterite Mg2SiO4 ă15 µm 0.758 ˘ 0.014 F.J. Brodmann & Co
Spinel MgAl2O4 ă15 µm 0.822 ˘ 0.013 F.J. Brodmann & Co
Fayalite Fe2SiO4 ă15 µm 0.158 ˘ 0.004 F.J. Brodmann & Co

Table 5.2: List of mixtures measured in this work.
Powder 1 Powder 2 Powder 3 Mass ratio Abbreviation
Silica Graphite ´ 99:1, 9:1, 4:1, 7:3, 1:3 si-graph
Mg-spinel Graphite ´ 9:1, 4:1, 7:3, 1:3 spi-graph
forsterite Graphite ´ 9:1, 4:1, 7:3, 1:3 fo-graph
forsterite Mg-spinel ´ 9:1, 4:1, 7:3, 1:3 fo-spi
Magnetite Graphite ´ 9:1, 4:1, 7:3, 1:3 mt-graph
Forsterite Fayalite ´ 9:1, 4:1, 7:3, 1:3 fo-fa
Forsterite Silica ´ 9:1, 4:1, 7:3, 1:3 fo-si
Silica Magnetite ´ 9:1, 4:1, 7:3, 1:3 si-mt
Silica Forsterite Graphite 1:1:1, 2:9:9, 9:2:9, 9:9:2 si-fo-graph
Silica Magnetite Graphite 1:1:1, 2:9:9, 9:2:9, 9:9:2 si-spi-graph

effective at the particle level. Particles of different materials are well intermixed and adjacent
to each other.

5.2.4 Data acquisition

The polarized light reflected by the sample was measured with „ 35 different phase angles
ranging from 0.8˝ to 75˝. At angles smaller than 30˝, the sampling was smaller in order to
better depict the behavior of the sample at small phase angles.

Comparing the polarization of different samples, we consider different sources that con-
tribute to the total error. Variations resulting from the sample geometry: each phase angle
curve is the result of at least five measurements in which the sample azimuth was varied
by 45˝ incremental steps, essentially dampening the contribution of geometric effects related
to nonflat samples.The presented phase curve average and standard deviation are taken over
these repetitions. When the same sample is prepared different times and measured, the polar-
ization signal is slightly different. This is due to the differences in the mixing process and in
the sample preparation (i.e., geometrical effects are different for each sample). The differences
between the average phase curves of the same sample mixed different times are minimal and
give a standard deviation of 7 ¨ 10´5 (negligible error on the mixing). On the other hand, the
standard deviation of each sample due to the azimuthal rotation is two orders of magnitude
larger, depending on their different rough surfaces. This is the most important source of error
when two different mixtures are compared.
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From the repetition of the silica-graphite mixture (99:1 mass ratio), we estimated the
maximum variation in polarization due to geometrical effects when preparing the sample to
be ˘0.03%. This error is to be used when the polarization of different mixtures is compared.
The error on the evaluation of αmin is ˘0.5˝ because all curves are sampled with 1˝ step
around the polarization minimum. The error on the inversion angle was estimated using the
maximum range of the geometrical error on the repetitions of the mixture, and it is ˘0.3˝.

The reflectance of the dust powders (Table 5.1) has been measured with a camera (CS126MU,
Thorlabs) and through the use of an integrating sphere in combination with the 530 nm LED
source for homogeneous illumination. In this configuration, the measured reflectance is a
hemispherical-directional reflectance, but we refer to it as reflectance in this work. A spec-
tralon target was used for image calibration. The errors associated with the measurements
are the standard deviation of the pixel signal of the selected region of interest over the sample.

5.3 Results

We measured the polarization of different mixtures at small phase angles to understand how
the polarization minimum |Pmin|, the phase angle at minimum of polarization αmin , and the
inversion angle αinv change with respect to the dust endmembers of the mixture (see also Fig.
5.4). In Appendix 5.3 we present the main properties of the polarization phase curve of all
the mixtures.

5.3.1 Binary dust mixtures

We prepared different mixtures and investigated the negative polarization depending on the
mixing ratio of the two components (Fig. 5.4). The mixtures were silica-graphite, spinel-
graphite, magnetite-graphite, forsterite-spinel, forsterite-graphite, silica-magnetite, silica-forsterite,
and forsterite-fayalite (see also Table 5.2). The mixtures cover a range of contrast in re-
flectance between endmembers: dark-dark mixtures (magnetite-graphite), dark-bright mix-
tures (silica-graphite, spinel-graphite, forserite-graphite, silica-magnetite, and forsterite-fayalite),
and bright-bright mixtures (forsterite-spinel and silica-forsterite). For most of the mixtures
(spinel-graphite, magnetite-graphite, forsterite-spinel, silica-forsterite, and forsterite-fayalite),
the phase functions of the different mixing ratios change monotonically between the phase
functions of the pure endmembers. In three of the dark-bright mixtures, we observe a non-
monotonic behavior of the phase function of different mixing ratios. In particular, some
mixing ratios of silica-magnetite, forsterite-graphite, and silica-magnetite show higher |Pmin|,
αmin and αinv than the phase curves of the endmembers.

Here we present a summary of our observations (for the mixture silica-graphite, we sieved
the mixture to remove all aggregates larger than 200 µm). In some of the mixtures, the mix-
ture behaves very differenty from the two pure minerals that were mixed (called hereafter
endmembers of the mixture). We observe a deepening of |Pmin| respect with both the end-
members in the case of silica-graphite, forsterite-graphite, silica-magnetite, while the other
mixtures do not show deepening of |Pmin| (within error). Of the three, the maximum of |Pmin|

is found for silica-magnetite, starting at about Pmin “ ´0.5% and reaching Pmin “ ´2.2%
when the mass ratio of the two endmembers is 1:1. The mass ratio at which |Pmin| is found
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Figure 5.4: Polarization phase curves of binary mixtures. The two mineral components are
mixed with mass ratios showed by different colors, with the endmembers of the mixture being
purple and red. The mass ratios of the two components mixed together (1:0, 9:1, 4:1, 7:3, 1:1,
1:3, 0:1) are equivalent to have 100-0%, 90-10%, 80-20%, 70-30%, 50-50%, 25-75%, 0-100%
of the total mass being first endmember and second endmember. The shaded areas around
the curves denote the standard deviation, which in this figure is often smaller than the line
width.
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varies with the different mixtures (e.g., 7:3 for silica-graphite and 4:1 for forsterite-graphite).

Generally, the inversion angle of the mixtures varies monotonically from one of the end-
members αinv to the other. There are two exceptions: forsterite-graphite and silica-magnetite.
In both cases, some of their mixtures have a larger inversion angle than both endmembers (the
endmembers with a larger inversion angle are forsterite and silica). In the forsterite-graphite
mixture, the maximum inversion angle is reached in the 1:1 mixture with αinv “ 16.7˘0.3˝

(to be compared with the inversion angle of forsterite, αinv “ 16.0˘0.3˝). In the case of silica-
magnetite, the maximum inversion angle is reached by a 1:1 mixture with αinv “ 23.2˘0.3˝

(to be compared with silica, αinv “ 22.3˘0.3˝)

The binary mixtures that show a deepening of |Pmin| also show an increase in phase
angle at which the minimum polarization occurs, αmin. Silica-graphite, silica-magnetite, and
forsterite-graphite mixtures all show a higher value of αmin than the endmembers αmin. As in
the case of |Pmin|, the maximum αmin does not occur at fixed mass ratios, but depends on the
minerals that are mixed together. The highest αmin compared to the endmembers is given by
silica-magnetite, with αmin “ 10˘0.5˝ for the 1:1 mass ratio mixture (to be compared with
αmin “ 6˘0.5˝ of pure silica).

The change in magnitude of Pmin with varying mixing ratios is generally nonlinear, in
particular for the mixtures with a bright and a dark component. In the mixture spinel-
graphite, for example, adding 10% of graphite to spinel changes Pmin strongly, while adding
more graphite results in only slight changes. Finally, if 25% of spinel is added to graphite, the
changes in phase curve are practically invisible without a precise polarization measurement.

5.3.2 Ternary dust mixtures

Two ternary mixtures were prepared with silica, forsterite, and graphite (si-fo-graph) and
silica, magnetite and graphite (si-mt-graph). The measured mixing ratios for the two ternary
mixtures are 1:1:1, 2:9:9, 9:2:9, and 9:9:2 (corresponding to a weight percentage of the three
minerals of 33.3 ´ 33.3 ´ 33.3%, 10 ´ 45 ´ 45%, 45 ´ 10 ´ 45%, and 45 ´ 45 ´ 10%). As
expected, |Pmin| increases when bright and dark material are mixed together (Fig. 5.5-
5.6). The inversion angles of the ternary mixtures are within the two endmembers with
lower and higher inversion angle, that is, forsterite-silica for the first ternary mixture, and
magnetite-silica for the second one. Another interesting result is that the phase angle of
the minimum polarization is larger for the mixtures than for the single endmembers, reaching
αmin “ 8.0˘0.5˝ in the 9:2:9 si-fo-graph mixture and αmin “ 9.0˘0.5˝ in the 9:9:2 si-mt-graph
mixture.

5.3.3 Aggregates of silica-graphite

Silica can easily form cm size aggregates due to strong Van der Waals interactions between
the particles (Blum et al., 2006). We measured different amounts of graphite in silica (99:1,
9:1, 4:1, 7:3, 1:1, and 1:3) with two different aggregate sizes for each mixing ratio: aggregates
smaller than 200 µm, and aggregates larger than 2 mm (Fig. 5.7). As we already observed
for the aggregates that are smaller than 200 µm, larger aggregates (ą 2 mm) follow the same
evolution pattern when the graphite mixing ratio is increased. |Pmin| increases reaching
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Figure 5.5: Negative polarization of the ternary mixture silica-forsterite-graphite. The three
mineral components are mixed with mass ratios showed by different colors. The shaded areas
denote the standard deviation.

» 1.5% (7:3 mass ratio silica-graphite), and the phase angle at the polarization minimum
increases up to αmin “ 7.5˘0.5˝, as compared to αmin “ 6.0˘0.5˝ for both silica and graphite.
While the inversion angle of most mixing ratios is between the inversion angles of pure silica
and graphite, we observed that for the two aggregate sizes with a 99:1 silica-graphite mass
ratio, the measured inversion angle exceeds the inversion angle of the pure endmembers.
However, the difference was within the error range estimated for comparing different mixtures
(αinv “ 22.6˘0.3˝ to the inversion angle of silica αinv “ 22.1˘0.3˝). This behavior, in which
the inversion angle exceeds that of the pure endmembers, was also observed for the other
binary mixtures that show a deepening of |Pmin| (silica-magnetite and forsterite-graphite).

Generally, the differences between the two aggregate sizes are very small. Most of them fall
within the error on the polarization when different mixtures (and geometries) are compared.
For most of the mixtures, the larger aggregate size shows a slightly lower Pmin.
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Figure 5.6: Negative polarization of ternary mixture silica-magnetite-graphite. The three
mineral components are mixed with mass ratios showed by different colors. The shaded areas
denote the standard deviation.

5.4 Discussion

We presented the polarization phase-angle dependence of different mineral powders, their
binary and ternary mixtures, and the effects of different aggregate sizes. Our results depict a
complicated but interesting picture of phase function behavior that can be used to interpret
the polarimetric properties of asteroids.

5.4.1 Mixing effect

Our results indicate that mixing different mineral powders can cause a surge of Pmin. It is
possible to relate this effect to the mixing of different mineralogies, and exclude the influence
of other parameters (grain shapes, grain sizes, and porosity).

All the analyzed endmembers show very irregular particles with sharp edges and different
morphologies (e.g., flat for graphite, rounder for magnetite). Because the shape is so various
and the polarization increases in mixtures with very different particle shapes, this parameter
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Figure 5.7: Negative polarization of a binary mixture silica-graphite. Solid lines represent
aggregate size smaller than 200 µm, while dashed lines represent aggregate size bigger than 2
mm. The shaded areas around the curves are the standard deviations of the measurements
when the sample is rotated along the azimuthal axis.

is apparently not responsible for the surge in negative polarization upon mixing.

Our samples also show different size distributions within the maximum grain size provided
by the supplier. Forsterite and magnetite are mainly composed by small, sub-µm sized parti-
cles, while the grains of graphite and fayalite are closer to the 5´10 µm average size (Fig. 5.2).
Interestingly, mixtures can have similar grains sizes and completely different phase curves. For
example, the silica-forsterite 7:3 mixture and the silica-magnetite 7:3 mixture show no obvious
differences in grain sizes (Fig. 5.3 B and D), but silica-magnetite shows an impressive deepen-
ing in polarization minimum upon mixing, while silica-forsterite does not. This also holds for
forsterite-graphite and spinel-graphite, which both have similar particles sizes. Only the first
mixture shows a deepening of the negative polarization, however. Furthermore, the presence
of sub-µm sized particles in one endmember is not a sufficient condition to cause the deepen-
ing of the negative polarization when mixed with another endmember. As an example, in the
case of the magnetite-graphite mixture, no deepening is observed, while graphite-forsterite
mixtures show a deepening in Pmin . These results seem to exclude that the deepening of the
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negative polarization originates mainly in the particle size distribution of the mixtures.

Finally, we considered the porosity of the sample after mixing as a possible source of the
observed effect. Shkuratov et al. (2002) experimentally investigated the effect of the porosity of
a granular material on the shape of its polarization phase curve. They found that the minimum
of polarization can deepen and shift to larger phase angles, although the analysis was limited
to two very bright powders, namely MgO and SiO2. Other theoretical works (e.g., Mishchenko
et al. (2009)) indeed showed that the dust-packing density can shape the negative polarization
minimum and the inversion angle. Although the samples are deposited in the sample holder
without compressing their surface, the mixing of different mineral species could still change
the packing density of the sample. To investigate the effect of porosity on our samples, we
present in Appendix 5.7 the effect of a compression experiment on a mixture and its two end
members, namely silica, magnetite and their mixture 1:1 (Fig. 5.9). Compressing the samples
with a pressure of 1100 kg m´2 increased the minimum of polarization by approximately 0.2-
0.4% in the case of silica and the mixture 1:1, but increased it by about 0.2% in the case of
magnetite. The inversion angle does not show a consistent behavior upon compression either:
it increases for silica, is almost the same for the silica-magnetite mixture, and decreases for
compressed magnetite. In general, the decrease in Pmin upon mixing cannot be explained by
a difference in the porosity state of the sample. While compression effects are not the purpose
of this work, we note that a full laboratory investigation on natural samples is lacking in the
literature, and our results show that the compression of different mineral powders can change
the shape of the negative polarization in opposite ways (e.g., silica vs magnetite). Future
laboratory work on this topic will be an important extension of this manuscript.

We conclude that although the negative polarization of our samples is determined by the
overall porosity, particle size, and particle shape, none of these parameters controls the surge
in negative polarization upon mixing. In Sect. 5.4.6 we discuss the possibility that the extent
of negative polarization of a mixture is given by the photometric contrast between the two
endmembers.

5.4.2 Binary mixtures

It has been demonstrated that asteroids cluster together in the Pmin ´ αinv space according
to their class types (Belskaya et al., 2017). Generally, this indicates that asteroids in the same
family share similar mineralogical compositions and physical properties. To some extent, this
is also affected by the asteroid albedo. Asteroids with a high albedo in the V band (more
than 0.2) have a higher Pmin than moderate-albedo asteroids (0.1-0.2 in V), and the darkest
asteroids (C, Ch, and B classes, with an albedo lower than 0.1) populate the lowest Pmin

region. In this context, Cellino et al. (2015a) noted that there is some degree of mixing
between moderate- and low-albedo asteroids defined in the region Pmin “ ´1.1% ´ 1.4% and
αinv “ 18´21˝ in Fig. 5.8. Dollfus et al. (1989) interpreted the fact that terrestrial rocks
and lunar fines show smaller and larger polarimetric inversion angles, respectively, than most
asteroids as an indication that the surface of asteroids contains coarser material than the
surface of the Moon. More recently, two new classes of rare asteroids have been identified
(Belskaya et al., 2005; Cellino et al., 2006): the F-class asteroids, which show small inversion
angles (14´16˝), and L-type asteroids (“Barbarians”), with inversion angles larger than 25˝.
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These asteroid classes are outliers to the normal distribution of asteroids in the Pmin ´ αinv

space.

In Fig. 5.8 we present the results of our binary mixtures and their coverage within the
Pmin ´ αmin space. Each line connecting the endmembers was obtained by fitting a spline
through the data points of Pmin and αinv versus the concentration of one of the endmembers.

The minerals used here are not distributed in exactly the same regions as described by
Dollfus et al. (1989) for terrestrial rocks. In particular, both silica and spinel show larer
inversion angles than other samples. Mixing is an efficient way of exploring the Pmin ´ αinv

variable space. Moreover, because two endmembers with similar size distribution are mixed,
we expect that this result is free from grain size effects (the mixture size distribution is similar
to that of the two endmembers). This means that Pmin and αinv are indeed related to the
mineralogy of the sample. Although the endmembers are positioned in the top half of the
Pmin ´ αinv space, mixing of bright and dark minerals allows the exploration of lower Pmin

values, and in some cases, also higher values of the inversion angle (e.g., as observed for
silica-magnetite).

The presence of several different minerals (and organics) clearly affects the overall signal of
asteroids (see 5.4.4). In addition, we did not consider other parameters that would influence
the polarization signal, such as grain size and regolith porosity. However, we would like
to underline that observational data and theoretical results on grain sizes, mineralogy, and
surface properties of the regolith coupled to experimentally derived polarimetric phase curves
could be a powerful tool for constraining these variables.

5.4.3 F-type, L-type and other asteroids

F-type asteroids have been proposed to be covered by a homogeneous dark regolith that could
explain their small inversion angles and relatively small Pmin as compared to C-type asteroids
(Belskaya et al., 2005). We explored the Pmin ´ αinv space in which F-type asteroids reside
through a mixture of graphite and forsterite. While this particular composition is certainly
not relevant for this class of objects, we demonstrate that this region can efficiently be explored
with mixtures of bright and dark material. The mixture that is closest to the F-type albedo,
Pmin and αinv, is a 1:3 forsterite-graphite mixture (R „ 0.03˘0.01,Pmin “ ´1.14˘0.03%, and
αinv “ 16.6 ˘ 0.3). The polarization properties of F-type asteroids are thus still compatible
with the mixing of dark material with small parts of bright minerals, and no homogeneity of
the surface must be invoked.

Barbarians are positioned in a region in Pmin ´ αinv space that is not explored by our
binary mixtures. Their polarimetric properties have been associated with spinel-bearing CAIs
on the surface that have a high refractive index and consequently a large inversion angle
(Burbine et al., 1992; Sunshine et al., 2008; Devogèle et al., 2018a). Our Mg-spinel sample
has a smaller inversion angle than the Barbarians. When mixed with graphite, it shows no
deepening in Pmin, and when only 10% of graphite are added, the inversion angle decreases
from αinv “ 23.7˘0.3˝ to αinv “ 21.7˘0.3˝. When spinel is mixed with graphite with a 1:3
mass ratio, the signature polarizance by spinel is completely hidden, and the total resembling
pure graphite.
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Figure 5.8: Pmin vs αinv for asteroids and laboratory measurements. The polarimetric data
of asteroids is taken from Belskaya et al. (2005), Cellino et al. (2015a) and Belskaya et al.
(2017). Low, moderate and high-albedo asteroids are plotted with dark, grey and white dots,
respectively. The endmembers of our binary mixtures are colored squares, and the binary
mixtures data fitted with a spline are represented by a line connecting two endmembers. Note
that the colors of the lines are not representing the mixing ratios between the endmembers,
but have only an illustrative purpose. The group of L-type asteroids (“Barbarians”), F-type
asteroids, (2) Pallas and (21) Lutetia are highlighted

The polarization minima of Barbarians range from -1.2 to -1.6%, similar to C and B-type
asteroids, but Barbarians also display a higher albedo (0.15-0.2 in V band). A plausible
explanation for these values is the mixing of bright (CAIs) and dark material. Furthermore,
another non-Barbarian asteroid, (21) Lutetia, which shares a large inversion angle (αinv “25˝)
with Barbarians, is thought to be rich in very fine regolith (Keihm et al., 2012).

Another distinct phenomenon that we observe with our binary mixtures is the increase in
inversion angle with increasing contrast of the two endmembers (pure Mg-spinel excluded).
Other studies found similar results for mixing bright and dark materials: Zellner et al. (1977)
found that the inversion angle increases by 3˝ compared to pure fine silicates when 10% of
10 nm soot were added, and Shkuratov (1987a) found that a 1:1 mixture of submicron MgO
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and Fe2O3 shows a 9˝ larger inversion angle with respect to the largest inversion angle of
the endmembers (MgO). In our sample, the largest increase in inversion angle is given by a
1:1 mixture of silica and magnetite, with an excess of 1˝ compared to the inversion angle of
pure silica. We expect that mixtures of very fine dark and bright particles could increase the
inversion angle even more substantially compared with the single endmembers.

We therefore propose that the polarimetric behavior of Barbarians is not merely related
to the presence of a single mineral, but to a combination of very fine regolith that contains
both bright and dark components that are mixed finely together. In-depth polarimetric mea-
surement of CAIs and dark matrix from meteorites are necessary to make further progress on
this question.

In addition, mixtures of bright and dark components can also explain that in the same
Pmin ´ αinv region (Pmin “ ´1.1% ´ 1.4% and αinv “ 18´21˝), a certain mixing occurs
between low and moderate-albedo asteroids. The asteroid (2) Pallas is a good example.
While it is classified as a B-type asteroid, it has a higher albedo (0.145) than the other B-
class asteroids. The reason for the higher albedo has been suggested to be the presence of
salts on the surface (Marsset et al., 2020). Even if these salt spots are localized on its surface,
it is plausible that the salt is mixed to some degree with the asteroid dust. This could give
rise to the polarization mixing effect and thus explain why its Pmin remains low even when
albedo is higher than that of asteroids of the same class. Other M-type asteroids that have
a quite low Pmin but moderate albedo (Pmin “ ´1.1% ´ 1.4% and αinv “ 18´21˝) can
have some degree of mixing on their surface, which determines their polarimetric properties.
Recent observations by Belskaya et al. (2022) showed that the negative branch of M-class
asteroids can be correlated to different compositions of their surface. It might be divided
into sub-groups depending on their different mineral compositions (represented by different
meteorite analogs, such as irons and stony irons, and enstatite and high-iron carbonaceous
chondrites).

5.4.4 More complex mixtures

The mineralogical complexity of asteroids is much broader than simple binary mixtures. Our
results with ternary mixtures show that a more complicate mineralogical mixture can result
in different polarization phase curves. The phase curve does not only depend on the overall
dark and bright materials. For instance, in the silica-forsterite-graphite mixture (Fig.5.5), the
1:9:9 and 9:1:9 mixtures have the same amount of graphite, but different amounts of silica and
forsterite (10-45% of the sample mass in the first and 45-10% in the second mixture). More
silica as the bright component results in an increase in inversion angle and phase angle of the
polarization minimum at more or less similar Pmin. In the silica-magnetite-graphite mixture
(Fig. 5.6), the 9:1:9 and 9:9:1 have the same amount of dark and bright material, while the
first has only 10% of magnetite and 45% of graphite, and the second has 45% of magnetite
and 10% of graphite. The difference of the two mixtures in terms of polarimetric properties
is significant: Pmin decreases by 0.5%, the inversion angle increases by 2˝ and αmin increases
by 1˝.

Similar polarimetric experiments in the laboratory combined with astronomical observa-
tions could provide many important constraints on the mineralogical and physical properties
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of the regolith. When the main mineral constituents that contribute to the bright and dark
components of asteroid regolith are known (deduced from spectroscopy, or from the associated
class of meteorites), the polarization phase curve can provide great insight into the mixing
ratios, grain sizes, and porosity.

5.4.5 Aggregates

We used different mixing ratios of graphite and silica with two different aggregate sizes in
order to investigate the dependence of polarization on aggregate size at small phase angles.
We find that the aggregate size does not play a significant role in changing the negative
polarization, at least for aggregates up to cm size. It is possible that the negative polarization
might vary on those asteroids where regolith is composed of more compact aggregates of very
fine material. The compaction of fine powder increases |Pmin| and can in general change
the shape of the negative polarization (Shkuratov et al., 2002). For asteroids on which very
fine, porous regolith is expected, the phase function at small phase angles is not sensitive to
possible aggregation processes, at least up to cm size aggregates. Above this limit, compaction
could play an important role in shaping the negative polarization.

5.4.6 Reflectance contrast between endmembers

One of the parameters used to evaluate the photometric homogeneity of a granular material
is the contrast parameter K, which can be defined as

K “
Al ´ Ad

Al ` Ad
, (5.2)

where Al and Ad are the albedos of the light and dark components of a mixture, respectively.
Similarly, using our reflectance data, we can calculate a contrast parameter KR. In the past, an
increase in contrast parameter for different wavelengths has been correlated to an increase in
|Pmin| and αinv (Shkuratov, 1987a). The contrast parameters for the silica-graphite, forsterite-
graphite, and silica-magnetite are KR “ 0.92, 0.93, and 0.97 respectively. While this increase
correlates with the maximum decrease of Pmin of the three mixtures ( ´1.44, ´1.53, ´2.20%,
respectively), we observe no deepening in Pmin in the mixture spinel-graphite, even though
the contrast parameter is very high: KR “ 0.93. This indicates that the contrast between
the two components alone does not determine the extent of the negative polarization of the
mixture. Future experiments should aim to address this point and investigate the underlying
causes for the increase in |Pmin| and αinv, and their relation to the mineralogy of the mixtures.

5.5 Conclusion

We have consistently investigated the influence of mixing different minerals on their polar-
ization phase function at small phase angles. We found that the polarization minimum, the
inversion angle, and the phase angle of the minimum polarization are very sensitive to the
mixing of bright and dark components. Furthermore, we observe that larger inversion angles
and minimum phase angles can be reached by mixing different minerals, without changing the
grain size distribution. More complex mixtures of minerals show different negative polariza-
tion properties of the endmembers, and aggregates up to cm sizes do not affect the negative
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polarization. Furthermore, the mixing effect dominates the negative polarization contribu-
tion over other parameters (particle size distributions, porosity, particles shape, and albedo
of the mixed minerals). We propose that this effect contributes to the polarization properties
of particular classes of objects (F- and L-type asteroids) and other asteroids with unusual
polarimetric features (mixing of low- and moderate-albedo asteroids in Pmin ´ αinv space).

A good synergy between modeling, observations, and laboratory experiments has the po-
tential of strongly aiding in interpreting the surface properties of regolith when reflected
polarized light is observed. Future sample-return missions and in-situ highly sensitive po-
larimetric observations will greatly improve our understanding of asteroid regolith properties.
This will help to interpret astronomical measurements and constrain laboratory simulations
to more realistic mineralogies.
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5.6 Appendix A: polarimetric phase curves data

Table 5.3: Polarization phase curve data

Minerals Mass ratio Aggregate size [mm] Pmin (˘0.3) % αinv (˘0.3)° αmin (˘0.5)° R [%]
silica (si) ´ ă 0.2 ´0.56 22.2 6.0 65.0 ˘ 1.0
Mg-spinel (spi) ´ ´ ´0.20 23.7 8.0 82.3 ˘ 1.3
graphite (graph) ´ ´ ´0.84 16.2 6.0 2.8 ˘ 0.2
magnetite (mt) ´ ´ ´0.63 13.8 5.5 1.0 ˘ 0.1
forsterite (fo) ´ ´ ´0.52 16.1 3 75.8 ˘ 1.4
fayalite (fa) ´ ´ ´0.71 11.6 2.5 15.8 ˘ 0.4
si-graph 99 : 1 ă 0.2 ´0.78 22.2 6.0 35.1 ˘ 4.0
si-graph 99 : 1 ą 2 ´0.74 22.6 7.0 ´

si-graph 9 : 1 ă 0.2 ´1.20 21.5 7.0 15.0 ˘ 0.7
si-graph 9 : 1 ą 2 ´1.22 21.6 7.0 ´

si-graph 4 : 1 ă 0.2 ´1.37 21.6 7.0 10.5 ˘ 1.6
si-graph 4 : 1 ą 2 ´1.38 21.3 8.0 ´

si-graph 7 : 3 ă 0.2 ´1.44 20.7 7.0 9.3 ˘ 0.5
si-graph 7 : 3 ą 2 ´1.52 20.7 7.0 ´

si-graph 1 : 1 ă 0.2 ´1.24 19.5 7.0 4.3 ˘ 0.6
si-graph 1 : 1 ą 2 ´1.20 19.1 7.0 ´

si-graph 1 : 3 ă 0.2 ´1.13 18.1 7.0 3.7 ˘ 0.4
si-graph 1 : 3 ą 2 ´1.14 18.1 7.0 ´

fo-spi 9 : 1 ´ ´0.5 16.5 3.0 77.4 ˘ 3.0
fo-spi 4 : 1 ´ ´0.46 16.7 3.5 79.9 ˘ 2.6
fo-spi 7 : 3 ´ ´0.44 17.3 3.0 71.7 ˘ 2.6
fo-spi 1 : 1 ´ ´0.37 17.9 3.5 73.0 ˘ 0.1
fo-spi 1 : 3 ´ ´0.29 20.2 4.0 69.9 ˘ 2.8
fo-graph 9 : 1 ´ ´1.51 16.0 4.0 10.1 ˘ 0.7
fo-graph 4 : 1 ´ ´1.54 16.2 4.5 7.6 ˘ 0.8
fo-graph 7 : 3 ´ ´1.53 16.4 4.5 5.7 ˘ 0.7
fo-graph 1 : 1 ´ ´1.43 16.7 5.0 3.7 ˘ 0.5
fo-graph 1 : 3 ´ ´1.14 16.6 5.0 2.8 ˘ 0.5
fo-fa 9 : 1 ´ ´0.65 15.4 3.0 45.4 ˘ 1.4
fo-fa 4 : 1 ´ ´0.68 15.1 3.5 38.7 ˘ 1.5
fo-fa 7 : 3 ´ ´0.70 14.6 3.0 32.3 ˘ 1.1
fo-fa 1 : 1 ´ ´0.73 13.7 3.0 22.8 ˘ 1.2
fo-fa 1 : 3 ´ ´0.68 12.4 2.5 17.5 ˘ 0.5
si-mt 9 : 1 ´ ´1.31 22.8 8.0 13.9 ˘ 1.4
si-mt 4 : 1 ´ ´1.68 23.2 9.5 8.6 ˘ 1.5
si-mt 7 : 3 ´ ´2.02 23.1 9.0 5.6 ˘ 0.6
si-mt 1 : 1 ´ ´2.20 23.2 10.0 3.9 ˘ 0.6
si-mt 1 : 3 ´ ´1.94 22.0 10.0 1.9 ˘ 0.4
si-fo 9 : 1 ´ ´0.50 22.4 5.0 61.4 ˘ 3.1
si-fo 4 : 1 ´ ´0.50 21.6 6.5 66.4 ˘ 2.8
si-fo 7 : 3 ´ ´0.49 20.7 5.0 64.8 ˘ 2.5
si-fo 1 : 1 ´ ´0.51 18.9 3.5 76.5 ˘ 1.4
si-fo 1 : 3 ´ ´0.51 17.3 3.5 76.1 ˘ 1.6
mt-graph 9 : 1 ´ ´0.69 15.2 6.0 1.8 ˘ 0.3
mt-graph 4 : 1 ´ ´0.75 15.7 5.0 1.9 ˘ 0.3
mt-graph 7 : 3 ´ ´0.76 15.7 5.0 2.3 ˘ 0.5
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mt-graph 1 : 1 ´ ´0.82 16.1 6.0 2.2 ˘ 0.1
mt-graph 1 : 3 ´ ´0.85 16.4 4.5 2.3 ˘ 0.2
spi-graph 9 : 1 ´ ´0.67 21.7 8.0 10.3 ˘ 0.7
spi-graph 4 : 1 ´ ´0.82 21.0 8.0 6.1 ˘ 0.8
spi-graph 7 : 3 ´ ´0.84 20.3 7.0 5.9 ˘ 0.8
spi-graph 1 : 1 ´ ´0.85 18.9 7.0 5.0 ˘ 0.3
spi-graph 1 : 3 ´ ´0.82 17.4 6.5 2.4 ˘ 1.7
si-mt-graph 1 : 1 : 1 ´ ´1.14 19.2 7.0 3.1 ˘ 0.7
si-mt-graph 2 : 9 : 9 ´ ´0.94 17.7 7.0 2.5 ˘ 0.4
si-mt-graph 9 : 2 : 9 ´ ´1.31 19.8 8.0 2.4 ˘ 0.8
si-mt-graph 9 : 9 : 2 ´ ´1.71 22.0 9.0 3.9 ˘ 0.8
si-fo-graph 1 : 1 : 1 ´ ´1.44 18.3 6.0 5.8 ˘ 1.0
si-fo-graph 2 : 9 : 9 ´ ´1.49 17.7 6.0 4.6 ˘ 0.8
si-fo-graph 9 : 2 : 9 ´ ´1.51 18.9 8.0 4.6 ˘ 0.6
si-fo-graph 9 : 9 : 2 ´ ´1.37 22.0 5.0 12.7 ˘ 2.1
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5.7 Appendix B: polarimetric phase curves of
compressed samples

We present here the negative polarization of two endmembers (silica and magnetite) and their
mixture 1:1 (Fig. 5.9) after compression. The samples were compressed with a hydraulic press
up to a pressure of 1100 kg m´2, producing a flat compacted surface. Further compression
was not possible due to the fragility of the sample holder. Interestingly, the compression
changed the negative polarization curves differently, depending on the material, with higher
|Pmin| for silica and si-mt mixture, and lower |Pmin| for magnetite. The inversion angle after
compression is larger for silica, equal for the si-mt mixture, and smaller for magnetite than
in the uncompressed samples.

Figure 5.9: The negative polarization of silica, magnetite and their mixture 1:1 (in solid line).
The same samples have been compressed and measured again (dashed line).
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Abstract

Water ice is ubiquitous in our Solar System. When the temperature and pressure conditions
allow it, water ice can deposit as frost on the regolith of planetary surfaces. Frost is an
important indicator of the surface physical conditions, and the geological processes that might
be triggered by its deposition and sublimation. In general, the detection of ice on different
bodies of our Solar System is important to track their formation and evolution processes.
This works aims to explore experimentally the possibility of detecting early stages of frost
formation and to characterize its spectrophotometric and spectropolarimetric signatures in
visible reflected light. We deposit ice on top of different regolith simulants, measuring the
dust temperature, the thickness and morphology of the frost through a microscope, while
measuring the reflected light at a phase angle of 50˝ and 61˝, and the linear polarization
at a phase angle of 5˝ and 16˝, at three different wavelengths (450, 550, and 750 nm). We
discover that both the spectral slope in particular between 450´550 nm), and the difference
of polarization between 450 and 750 nm are an efficient method to detect frost layers with
thicknesses as low as 10 to 20 µm. Furthermore, we find that the linear polarization at 16˝

relates to the temperature of the regolith i.e. the type of the deposited ice crystalline structure.

6.1 Introduction

Water ice is ubiquitous on many surfaces of our Solar System bodies. Ice in the Solar Sys-
tem can assume many configurations: enclosed in thick polar ice sheets (like on Earth and
Mars), as thin frost layers on objects where the day-night temperature difference allows ice
deposition, intermixed with dust and organic material (like in the case of comets), as tiny ice
crystals in clouds of different planets (Earth, Mars, Jupiter), and finally it is also found in
interplanetary dust particles. The observation of water ice on surfaces of the Solar System
bodies allows tracing their present and past geological processes, but also understand how
water ice distributed among those bodies during the Solar System formation and evolution
(Blum et al., 2022). The deposition of thin layers of water ice crystals (referred in this study
as “frost”) on dusty surfaces is important for minor bodies and planetary surfaces. We dis-
tinguish frost from more compact, thick, sintered, slab-like icy surfaces. Monitoring the frost
formation helps to understand the diurnal and seasonal water cycles of such bodies, providing
important information on how the ice interacts with planetary surfaces and changes their
physical properties.

The superficial water ice on Solar System bodies can be detected by the water absorption
bands in the near infrared (NIR) and infrared (IR) positioned at 1.05, 1.25, 1.5, 2.0, and 3.2 µm,
which are very distinctive and diagnostic of the presence of pure water ice. Nonetheless, when
ice is mixed with low-albedo materials (such as the dark asteroid or comet regolith), its NIR
absorption bands can become shallower, or disappear completely (Clark, 1981; Roush et al.,
1990; Pommerol et al., 2019b; Raponi et al., 2016). Another way to detect ice is through
color differences of the scattered light in the visible range. In general, dust in our Solar
System has a higher reflectance in the red than in the blue, translating into a positive slope
of its visible spectrum. Since the visible spectrum of ice is flat or slightly more reflecting
in the blue (for smaller particle sizes), the spectral slope in the range „400 to 800 nm can
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be indicative of water ice on the surface. On comets 9P/Tempel 1, 103P/Hartley 2 and
67P/Churyumov–Gerasimenko (67P hereafter), the decreases in the 400 and 800 nm range
slopes have been associated to the presence of surface ice (Fornasier et al., 2015; Li et al.,
2007, 2013), and the “blueing” effect of ice has been confirmed through experimental studies
(Pommerol et al., 2015b). On minor bodies, both the deposition and sublimation of ice are
extremely important processes, that change the morphology of the surface, its spectra and
other physical properties such as porosity, compressive strength, and thermal conductivity.
Ice deposition and sublimation have been observed at the surface of 67P, in shadowed regions
showing an increase of albedo and higher blue slopes when illuminated, and becoming darker
and redder a few minutes afterwards (De Sanctis et al., 2015a; Fornasier et al., 2016). The
spectra and thermal modeling of such frost seem to indicate that the ice is inter-mixed with
the dust particles and up to 15 µm thick (Fornasier et al., 2016).

The presence of permanent superficial frost on some asteroids is still debated (Yang and
Jewitt, 2007). While the presence of sub-surface ice is plausible for many main-belt asteroids
(Schorghofer, 2016), icy patches or frost on the surface would be rapidly lost due to the
sublimation rates at that heliocentric distances. Nonetheless, recent observations of 24-Themis
and 65-Cybele have revealed an absorption band at 3.1µm that is consistent with surface water
ice and organic material (Campins et al., 2010; Rivkin and Emery, 2010; Licandro et al., 2011).
Jewitt and Guilbert-Lepoutre (2011) did not find any spectroscopic emission lines associated
with water ice sublimation on 24-Themis and 65-Cybele, and proposed that the surface ice
must have been a transient event due to impacts that blanketed these bodies with a thin layer
of ice. Still, the detection of thin films of ice remains problematic.

Polarization is a powerful observational technique used to characterize the properties of the
dust on the surface of different bodies in our solar system. The polarization of the solar light
scattered by a planetary surface provides useful insights on the composition, size, morphology
and porosity of the regolith particles. The linear polarization is defined as

P “
IK ´ I∥

IK ` I∥
, (6.1)

where IK and I∥ are the intensities of the reflected light with the polarization axis normal
and parallel to the plane of scattering, respectively. Note that P “ Q{I using the Stokes
parameters. P varies depending on the angle between the observer, the observed object, and
the illumination source, called phase angle α. The linear polarization of an astronomical body
depending on the phase angle is called polarization phase curve. Polarization phase curves
have been used intensively to investigate the properties of the Moon regolith (Dollfus, 1998),
of asteroid surfaces (Belskaya et al., 2017; Cellino et al., 2015b; Belskaya et al., 2019), and
comets comae (Levasseur-Regourd et al., 2018a). When unpolarized light shines on these
objects for phase angles about α ă 25°, P is negative, i.e. IK ă I∥. This part of the
polarization phase curve is often called negative polarization branch or negative polarization
(NP). The NP shape is determined by the minimum of polarization Pmin and the phase
angle at which the polarization goes back to zero, called inversion angle αinv. These two
parameters vary importantly depending on the scattering regime of the observed dust: in the
case of single scattering (e.g. cometary comae) the inversion angle is larger and |Pmin| is
higher than in the case of multiple scattering (regolith and planetary surfaces). This is due to
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the fact that multiple scattering contributes to the scrambling of the polarization direction,
decreasing the overall net polarization escaping the medium. The minimum of polarization
can change importantly depending on the phase curve, but in general it lies in the range
Pmin “ 0.2 ´ 2% for asteroids and cometary comae. The inversion angle can also change
importantly, depending on the physical properties of the observed dust: its value lies in the
range αinv “ 14 ´ 28° for asteroids and about αinv “ 22° for comets. Modelling the observed
NP both experimentally and theoretically can provide important constraints on the particle
size distribution, porosity, and mineralogy (Shkuratov et al., 2002; Zubko et al., 2013; Frattin
et al., 2019; Spadaccia et al., 2022).

Frost and small icy particles have a distinctive polarization signal in reflected light, that
makes polarization an interesting tool for detection and analysis of their properties. In the
literature, a limited number of studies are available on the polarizance of frost. The first
pioneering measurements of frost polarization phase curves were carried out by Dollfus (1957),
who observed low polarization values and curve variability depending on the melting state
of the frost. Steigmann (1993) was the first studying frost-dust associations, demonstrating
that Callisto polarization phase curve at small angles (negative polarization) could be fitted
by sprinkling different types of silicate dust on top of a frost layer. The crystal size of frost or
snow influences the polarization signal too - snow crystals with sizes in the range up to 900 µm
show low negative polarization, that is dependent to some degree on the grain size (Shkuratov
and Ovcharenko, 2002; Lv and Sun, 2014). More recently, Poch et al. (2018) studied how the
phase polarization curve of small spherical icy particles (SPIPA-A and SPIPA-B) and frost
change over time due to sintering and frost growth. They discovered that frost deposition
seems to cause oscillations to the polarization phase curve, which they attributed to the Mie
scattering of the first hemispherical nucleation sites of the frost. All these works studied
frost deposition either at one single wavelength or of pure ice on a metal substrate, and more
comprehensive spectropolarimetry studies of frost forming on regolith simulants are lacking
in the literature.

In this chapter, we explore the possibility of detecting early-formation of water frost on
dusty surfaces through observation of both total and polarized reflected light in different
wavelengths and phase angle configurations. Furthermore, we correlate the total reflected light
and polarization variations over time with the frost thickness and physical properties. Frost
is formed on two different regolith surfaces: the Martian Global Simulant MGS-1 (Cannon
et al., 2019) and the CR Carbonaceous Chondrite Simulant (Britt et al., 2019). The asteroid
simulant is cooled down to ´150 ˝C (about 120-130K), that is consistent with the surface
temperature of asteroids like (1) Ceres at mid-high latitudes (Rivkin and Emery, 2010). The
martian simulant was cooled either at ´130 ˝C or ´100 ˝C that are lower than the mean water
frost point on Mars (183´193K) and are consistent with the low temperatures of polar-facing
martian slopes (Schorghofer and Edgett, 2006).

This chapter is structured as follows: in Sec. 6.2 we present our experimental methods
and apparatus, in Sec. 6.3 we summarize our findings, in Sec. 6.4 we provide a discussion of
the results in the context of frost detectability through total and polarized reflected light. We
finally present future perspective and experiments in Sec. 6.5, and we conclude in Sec. 6.6.
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6.2 Materials and methods

In this section, we describe the experimental setup used for the frost deposition, and we give
details about its photopolarimetry measurement procedure.

6.2.1 Experimental setup description

We made some modifications to the POLarimeter for ICE Samples (POLICES) developed at
the University of Bern (Poch et al., 2018) to allow a better control of the conditions at which
the cryogenic samples were exposed. More details on the setup and its operation steps are in
Chap. 3.5.1.

The POLICES setup for frost study is schematically depicted in Fig. 6.1. The POLICES
full Stokes polarimeter (Dual PEM II/FS42-47, Hinds Instruments) is positioned on top of a
trapezoidal enclosure, with the entrance pupil exactly above and perpendicular to the sample.
A motorized arm holds an optical fiber that sends a collimated beam of light to the sample
with a spot diameter of approximately 15mm. The light source is a 250W halogen lamp
which feeds a monochromator (Quantum Design MSH-300) placed outside the enclosure. To
ensure unpolarized incident light, a liquid-crystal depolarizer was placed in front of the optics
converging into the fiber launcher. In this way, the incidence light on the sample has less than
10´4 remnant polarization at 450 ´ 750 nm, which agrees well with the polarization of the
global light coming from the solar disk (Kemp et al., 1987). The arm can assume any position
between 2˝ and 70˝, changing the incidence angle of the illumination, while the polarimeter
measures the reflected light at 0˝ (in this configuration, the incidence angle has the same value
as the phase angle). To measure the total reflected light, we used a monochromatic camera
(Thorlabs Kiralux CMOS CS126MU) placed at 45˝ with respect to the sample surface, on
the opposite side of the motorized arm. The regolith sample is accommodated in a cylindrical
volume carved in an aluminum sample holder, with a diameter of 3.5 cm and depth of 5mm.
The aluminum sample holder is placed on top of the cryo-stage that consists of a copper
cylindrical volume equipped with two pipes (inlet and outlet) connected to two liquid nitrogen
tanks. The first tank is full of liquid nitrogen and thus has a higher pressure than the second
one, which is empty. When the valve of the inlet pipe is open, the nitrogen flows inside the
copper volume actively cooling it down, and the exhaust nitrogen flows in the second tank.
The exhaust valve of the second tank is fully open and connected to a pipe that goes back
in the POLICES enclosure. When the nitrogen flows in the second tank that is at ambient
pressure and temperature, it evaporates and escapes from the exhaust valve in the pipe and
finally into the enclosure. This allows the chamber to be flushed with gaseous nitrogen. To
avoid the gaseous nitrogen to be too cold, the pipe is sunk in a warm water bath before
entering the enclosure.

The experiments consist in measuring the linear polarization at two fixed phase angles
sampling the minimum and the inversion angle of the negative polarization phase curve (α “

5˝ and 16˝) and three wavelengths (blue channel 450 nm, green channel 550 nm, and red
channel 750 nm) of the regolith simulants cooled at low temperatures. At the same time,
the total light intensity in the three wavelengths is measured by the camera that is placed
at 45˝ with respect to the sample (that means, the intensity is measured with phase angles
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Figure 6.1: Schematics of the POLICES setup for measuring the polarization and total inten-
sity of cryogenic samples.

50˝ and 61˝). The intensity measurements are then calibrated using a 75% spectralon target.
The camera is not focused on the target, so that the observed illuminated spot is spatially
averaged, and the reflectance is then calculated over a region of interest within the light spot.

Finally, we repeated the experiment with the different regolith types (see Sec. 6.2.2) ob-
served with a long-distance microscope (K2 DistaMax) and illuminated by broadband incident
light. The images from the microscope were used to measure the frost thickness and growth.

6.2.2 Samples and experimental procedure

The two regolith simulants used in our experiment are the Martian Global Simulant MGS-1
(Cannon et al., 2019) and the CR Carbonaceous Chondrite Simulant (Britt et al., 2019). Both
simulants appear quite dark in the visible: the MGS-1 reflectance is about 11% at 450 nm
and reaches 24% at 750 nm, while CR is about 4% at 450 nm and about 7% at 750 nm (Fig.
6.2 A and B). The scanning electron microscope (SEM) inspection of the simulants reveals
that part of their mass is composed by fine powder with grain sizes less than 5 µm (Fig. 6.2
C and D).

We sieved the simulants to remove grains and aggregates bigger than 2mm and then
we carefully placed the regolith inside the carved volume of the sample holder to obtain a
flat surface without compressing the sample. A Pt100 resistance thermal sensor is placed
inside the regolith layer to measure its temperature during the experiment, at approximately
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Figure 6.2: Spectra of the MGS-1 (in brown, plot A) and of the CR simulants (in brown, plot
B). The spectra are from Cannon et al. (2019) (Fig.4)5 and Britt et al. (2019) (Fig.4, ©John
Wiley Sons, Inc). C) SEM image of MGS-1 and D) CR. The scale bar is 20 µm for both SEM
images.

2´3mm from the regolith surface. The sample holder is then placed on top of the cryo-stage
at ambient temperature. A good thermal contact between the cryo-stage and the aluminum
sample holder is assured by a piece of graphite sheet. Before cooling down the cryo-stage,
the aluminum sample holder is covered by an aluminum lid to prevent frost depositing on the
sample before the target temperature is reached. At this point, we opened the first tank inlet
valve, flowing liquid nitrogen in the cryo-stage that starts cooling down. At the same time,
the exhaust gaseous nitrogen flows from the second tank to the enclosure, rapidly flushing
the chamber. Shortly before the regolith reached the target temperature, we removed the
aluminum lid over the sample through a glove hermetically sealed on one side of the enclosure,
and started the polarization and intensity measurements.

The data acquisition steps are the following. The motorized arm moves to the first target
phase angle (α “5˝), then the monochromator selects the 450 nm wavelength, and we measure
the Stokes parameters. Afterwards, the camera acquires the image in total light. Then, the
other two wavelengths (550 and 750 nm) are selected successively and the polarization and
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intensity data are acquired in the same way. Finally, the motorized arm moves at α “16˝ and
the whole procedure is repeated. The data acquisition for the two phase angles and the three
wavelengths takes 3 minutes.

After the acquisition of the polarization and reflection data in all wavelengths for both
phase angles, the exhaust pipe is removed from the chamber and the inlet nitrogen valve of
the first is closed. The cryo-stage still contains liquid nitrogen and continues to cool down for
about 10-20 minutes (depending on the final temperature reached), until the liquid nitrogen
evaporates completely and goes out through the outlet towards the second tank. At this
point, the temperature of the cryo-stage starts to increase. The measurements continue until
a thick layer of frost has formed on the sample, usually between 80 and 140 minutes after the
beginning of the experiment (depending on the final temperature).

From the reflectance data, we can derive the spectral slope in %{100 nm between two
wavelengths λ2 and λ1 (with λ2 ą λ1)

S “
Rλ2 ´ Rλ1

Rλ1 pλ2 ´ λ1q
. (6.2)

following the definition introduced by Delsanti et al. (2001), and used to interpret 67P spec-
trophotometric data by Fornasier et al. (2015, 2016).

6.3 Results

Here we present the averaged photometric and polarimetric results from five experiments
with the CR simulant, three experiments with the MGS-1 simulant cooled down to ´130 ˝C
(hereafter called cold-case) and three experiments with the MGS-1 cooled at ´100 ˝C (here-
after called hot-case). Furthermore, for both simulants under all temperature conditions, we
performed one separate experiment with the long-distance microscope to observe the frost
formation and measure its thickness.

Since the difference of the spectral slopes between phase angles α “ 50˝ and α “ 66˝ is
within 1%, we show only the spectral slopes measured at α “ 50˝. The frost thickness in
the first minutes of experiment is extrapolated from the measured data through polynomial
fitting.

6.3.1 Frost growth and temperature conditions

The temperatures of CR and the MGS-1 (cold and hot case) are presented in Fig. 6.3. The
long-distance microscope acquired one image every three minutes, starting when the cooling
of the cryo-stage is turned off and the nitrogen exhaust pipe is removed from POLICES
enclosure. The images were compared to each other, and we measured the thickness of frost
in different areas of the image to get an average and a standard deviation. High values of
standard deviation come from the appearance of big single ice crystals localized on top of
bigger dust grains.

The temperature at which the frost deposits on top of the simulant plays an important
role. Counterintuitively, the MGS-1 grows frost faster when it is warmer. This effect is due
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to the fact that the air on top of the cryo-stage is cooled by conduction, and the colder is
the air, the less water vapor it can contain. Furthermore, there is a compositional difference
between CR and MGS-1. Ice deposition is different for different materials, since the vapor
partial pressure needed to trigger the nucleation of ice depends on the substrate material
(Iraci et al., 2010). This is the reason why deposition of frost on CR simulant is faster than
MGS-1, although its temperature is lower.

Figure 6.3: On top, result from the long-distance microscope measurements of frost thickness
with CR and MGS-1 (cold and hot case). The shadowed areas around the curves indicate
the standard deviation of at least ten measurements in different parts of the image. At the
bottom is the average temperature of the experiments. The shadowed areas around the curves
represent the standard deviation of the experiment repetitions.

6.3.2 Spectropolarimetry and spectrophotometry of frost

In this section, we present the spectropolarimetric and spectrophotometric results during the
frost deposition process. The CR simulant is cooled down to T“ ´150 ˝C and during the
first 10 minutes of experiment it deposits approximately 10 µm of frost. At the beginning of
the experiment, the linear polarization at 5˝ and 16˝ show approximately the same value in
the three wavelengths (P “ ´0.6% and P “ ´0.2%, respectively). After about 10 minutes
(i.e. 10 µm of frost), the P at 450 nm (P450) decreases to P450 “ ´0.85% and it is well
distinguished from the P in the other two wavelengths. The differentiation of P between

111



the three wavelengths continues until the frost become between 125 and 150 µm-thick, then
the three channels return to the same P values within the uncertainties. The maximum
difference between blue and red linear polarization |P450 ´ P750| “ 0.4% is reached at 5˝

when the frost thickness is 50 ´ 100 µm, and at 16˝ when the frost thickness is 50 µm. The
spectral slope diminishes over time toward negative values. Because of its definition (see Eq.
6.2), the spectral slope is higher when λ1 “ 450 nm, than when λ1 “ 550 nm. The spectral
slope S450´750 decreases by 10% already at 15 minutes, when the frost is 14 µm thick. We
can observe that CR undergoes a plateau phase in the frost crystal growth when it reaches
approximately 100 µm thickness (Fig. 6.3).

In the first 20 minutes, the MGS-1 cools down to T“ ´130 ˝C (“cold-case”), and then
its temperature evolves slowly back to T“ ´90 ˝C 80 minutes after the beginning of the
experiment (Fig. 6.3). The frost deposition rate is slower than the “hot-case” MGS-1 or CR.
Since MGS-1 is more reflective in the red than in the blue, the reflectance is higher at 750 nm,
and, as a direct consequence, the linear polarization at small angles is lower in the red than in
the other channels (see the linear polarization at α “ 5˝ in the top plot of Fig. 6.5). The linear
polarization close to the negative polarization minimum (at α “ 5˝) is evolving similarly as
CR: |P450| already increases when the frost is 10 µm thick, and the maximum separation from
the red channel happens at „ 20 µm frost thickness, |P450 ´ P750| “ 0.5%. At 16˝, the three
channels evolve mostly together, and it is worth noting that P450 and P550 become negative
with frost thickness between 10 and 20 µm. For both phase angles, the channels converge at
50-60 minutes from the beginning of the experiment, when the frost thickness exceeds 50 µm
thickness, and starts looking as a white blanket over the simulant grains. The spectral slopes
between 450´ 550 nm and 450´ 750 nm differ of 2´ 4%, and they decrease by approximately
10%{100 nm during the first 20 minutes, when the frost thickness is approximately 15 µm,
while the spectral slope at 550 ´ 750 nm decreases by the same amount in slightly more time
(24 minutes i.e. approximately 20 µm of frost).

The second experiment with MGS-1 was performed at higher temperatures (“hot-case”).
The minimum temperature reached by the simulant was T“ ´100 ˝C after about 20 minutes
from the beginning of the experiment. The frost deposition rate is higher compared to the
cold-case throughout the whole experiment duration (Fig. 6.3, red curve). The polarimetric
behavior also shows some differences compared to the MGS-1 cold-case (Fig. 6.6). At 5˝, the
linear polarization in the blue and in the other two channels differentiates only after 13 µm of
frost, reaching a maximum |P450 ´ P750| „ 0.5% (to be compared with the difference at the
beginning of the experiment, |P450 ´ P750| “ 0.2%). At 16˝ linear polarization it is the same
for the three wavelengths at the beginning of the experiment, but P450 rapidly evolves toward
positive values, reaching a maximum P450 “ 0.45% at 17 minutes. At this time, the difference
between linear polarization in the red and in the blue is |P450 ´ P750| “ 0.3%, and the frost
thickness is „ 14 µm. The spectral slope behavior is very similar to the cold-case MGS-1. The
first two data points show an increase of reflectance in the green channel (S450´550 increases
by about 1.5%) and then the evolution is similar to the spectral slopes of CR and colder
MGS-1. Both S450´550 and S450´750 decrease by 10%{100 nm when the frost thickness is
20 µm, while S550´750 decreases by the same amount once the frost reaches approximately
30 µm thickness. Since the frost growth is faster than for CR and cold MGS-1, already at 60
minutes the frost develops its characteristic dendritic crystals with sizes „ 250 µm. When the
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Figure 6.4: The evolution of the linear polarization at 450, 550 and 750 nm at phase angle
of α “ 5˝ (top graph), α “ 16˝ (middle graph), spectral slope (bottom graph), and frost
thickness (top bar) on CR regolith simulant. The shaded areas around the polarization
measurements are the standard deviation of the four experiment repetitions. The slope is
calculated using Eq. 6.2 with wavelengths 450-550, 550-750 and 450-750 nm. The images of
the regolith sample show the deposition of frost on the surface at different times (right), the
scale bar is 1mm.

ice crystals grow to this size, their spectral slope is practically zero for all three wavelengths,
and the polarization signal is indistinguishable in the three channels.

We can draw some general concluding remarks on the visible spectrophotometric and
spectropolarimetric appearance of frost growth and evolution on different substrates:
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Figure 6.5: The evolution of the linear polarization at 450, 550 and 750 nm at phase angle α “

5˝ (top graph), α “ 16˝ (middle graph), spectral slope (bottom graph), and frost thickness
(top bar) on MGS-1 simulant in the cold case. The shaded areas around the polarization
measurements are the standard deviation of the four experiment repetitions. The slope is
calculated using Eq. 6.2 with wavelengths 450-550, 550-750 and 450-750 nm, the phase angle
is α “ 50˝. The images of the regolith sample show the deposition of frost on the surface at
different times (top right). The scale bar represents 1mm.

• When frost is observed at angles close to the minimum of the negative polarization curve
(in our case 5˝), the linear polarization in the blue, green and red differentiates, with the
maximum difference reached by the blue and the red channels |P450´P750| „ 0.25´0.5%
when the frost thickness is „ 10 ´ 20 µm. When the frost is more mature and the ice
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Figure 6.6: The evolution of the linear polarization at 450, 550 and 750 nm at phase angle α “

5˝ (top graph), α “ 16˝ (middle graph), spectral slope (bottom graph), and frost thickness
(top bar) on MGS-1 simulant in the hot case. The shaded areas around the polarization
measurements are the standard deviation of the four experiment repetitions. The slope is
calculated using Eq. 6.2 with wavelengths 450-550, 550-750 and 450-750 nm, the phase angle
is α “ 50˝. The images of the regolith sample show the deposition of frost on the surface at
different times (right), the scale bar represents 1mm.

crystals size exceeds 100 µm, the linear polarization decreases without color differences.

• At phase angles close to the inversion angle (in our case 16˝), the wavelength differen-
tiation in linear polarization appears in the case of CR and hot MGS-1 (|P450 ´P750| „
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0.4%), but it is less pronounced in the cold MGS-1 (|P450 ´ P750| „ 0.1%). Interest-
ingly, there is a strong difference between the blue linear polarization of cold MGS-1
(P450 “ ´0.1%) and hot MGS-1 (P450 “ `0.45%) when frost is 15 µm thick.

• The spectral slopes decrease significantly already when the frost thickness reaches „

20 µm. The spectral slope between 450 and 550 nm changes faster than the others
depending on the frost size. On the contrary, the spectral slope between 550 and 750 nm
shows shallower behaviours and slower changes with the frost thickness.

6.4 Discussion

We performed laboratory experiments to study the evolution of a regolith-like material when
frost deposits on its surface at low temperatures, in reflected polarized and total light at dif-
ferent wavelengths and phase angles. Our experiments showed that a layer of frost depositing
on a regolith sample can be detected already when the ice layer is tens of micrometers thick.

6.4.1 Frost thickness and spectrophotometry

The Rosetta mission allowed us to observe in detail the surface of 67P nucleus, and detect water
ice patches (Pommerol et al., 2015b) and frost (De Sanctis et al., 2015b; Fornasier et al., 2016,
2019, 2021). Previously, bright spots of water ice had been already observed on the surface of
the comet 9P/Tempel 1 (Sunshine et al., 2006) and comet Hartley 2 (A’Hearn et al., 2011).
Although no spectral slope data were produced for the icy spots on these two comets, they
have been correlated to water ice absorption bands and to an increase in reflectance at shorter
wavelengths. Fornasier et al. (2016) detected daily color variations on the surface of 67P in
the Imhotep region with 0.5% uncertainty (Fig. 6.7). These changes are due to nighttime
water frost deposition that disappears shortly after illumination of the Sun. The frost fringes
appear about six times brighter than the average comet reflectance, and disappear after a few
minutes of illumination. The spectral slope of the fringes calculated between 535 ´ 882 nm
is approximately 12%{100 nm, and it increases to 16%{100 nm in about 40 minutes. From
the thermal model of the surface, Fornasier et al. (2016) estimated the sublimation rate of
the water ice, retrieving a 10 ´ 15 µm of frost thickness. We can attempt to compare the
535 ´ 882 nm color variation observed on 67P to the closest spectral slope calculated in our
experiments (550 ´ 750 nm). While the albedo of 67P is closer to the reflectance values of
CR, its visible spectrum is redder, with spectral slopes in the ice-free areas of approximately
S535´882 “ 16 ´ 20%{100 nm (this value depends on the heliocentric distance, with lower
values at perihelion). Such a value lies between the frost-free spectral slope of CR and MGS-1
simulants, S550´750 “ 10%{100 nm and S550´750 “ 20%{100 nm, respectively. In both cases, a
decrease of ∆S550´750 “ 4%{100 nm is equivalent to a frost thickness in the range 10´20 µm.
This result is in agreement with the thickness estimated by Fornasier et al. (2016) derived from
the ice sublimation rate. In the Anhur region, Fornasier et al. (2019) detected long-lasting
water frost in shadowed areas, with spectral slope decreasing from S535´882 “ 18%{100 nm to
S535´882 “ 3 ´ 10%{100 nm at 87˝ phase angle. The phase angle of our experiment is lower
(maximum 66˝) than the phase angle of this observation, nonetheless, such small spectral
slope values are in agreement with thick layers of frost (up to 75 ´ 150 µm). These results
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demonstrate that water frost is detectable already when it is tens of microns thick, tracking
the color changes of a surface. The observation of color changes at shorter wavelengths should
provide an advantage in detecting thinner layers of frost, due to the sensitive response of the
blue color to water ice deposition.

Figure 6.7: Water frost deposits at nighttime on the surface of 67P, and their disappearance at
daytime. At dawn, the retreating shadow leaves a frost layer behind that sublimates quickly
after being illuminated. In these regions, the spectral slope changes approximately from 12%{

100 nm to 16%{100 nm. Image from Fornasier et al. (2016) (Fig.3)6.

There are only a few observations of water frost on Mars. In 1977, Viking 2 detected
H2O forming at nighttime at 48˝N and disappearing a few minutes after sunrise (Jones et al.,
1979; Svitek and Murray, 1990). In 2008, the space probe Phoenix excavated some trenches
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in the Mars soil at 68˝N and found a consolidated slab of subsurface water ice and more
porous, pure underground patches of ice. Later on, it detected frost forming at nighttime
on the landing site surface (Smith et al., 2009). Carrozzo et al. (2009) used the OMEGA
imaging spectrometer near-infrared data on board of Mars Express and successfully detected
water frost on shadowed slopes at low latitudes (between 30˝S and 12˝N). In the northern
hemisphere (between 12˝S and 30˝N), frost was not detected even where the thermal model
predicted its formation. The lack of detection of water frost on the slopes of the northern
hemisphere remains unclear.

Unfortunately, there are no available quantitative data on water frost causing color changes
on Mars, or sensitive polarization measurements of its surface. Nonetheless, some laboratory
works have been carried out in the last years on frost deposition on Mars soil simulants
observed in the visible spectrum. Pommerol et al. (2013) studied how frost deposited on top
of JSC Mars-1 soil simulant affected its bidirectional reflectance at 650 nm. They found that
a thin layer of frost increases the overall reflectance and enhances the forward scattering of
the soil sample, although the experiment was limited to a single wavelength and incidence
angle because of the rapid sublimation of the frost layer. Recently, Yoldi et al. (2021) carried
out a spectral analysis of JSC Mars-1 soil simulant and dark basalt in association of different
types of water ice, included frost. They observed that already 100 µm of frost is enough to
completely flatten the spectrum, making it indistinguishable from pure ice. This result agrees
with our spectral slopes on MGS-1, which approach zero when the frost thickness approaches
100 ´ 150 µm (depending on the temperature of the regolith).

We note that frost growing on regolith samples does not change their reflectance spectrum
in the same way as an intimate mixture of ice and regolith particles. Our data show an
increase of reflectance in the blue when the frost is tens of microns thick, while an intimate
mixture of spherical transparent ice particles and regolith produces the same effect only when
larger quantities of ice are mixed within the dust (Yoldi et al., 2021). This is particularly
important when the ice content is extrapolated by observational data - if the type of ice-dust
association is unclear, the amount of ice could vary greatly depending on the mixing model.
Furthermore, the surge of reflected blue light when a thin layer of frost forms on regolith
grants a powerful advantage for recognizing it from other ice-dust associations.

The frost thickness or equivalent ice thickness retrieved from spectrophotometric data is
a criterion that should be used carefully. In Fig. 6.8, we present the frost thickness measure-
ments compared to the reflectance in the blue (R450). At the beginning of our experiments,
the frost thickness is increasing, since the frost dendrites expand outward from the regolith
grain facelets. In this phase, to the increase of thickness corresponds an increase in reflectance
too, and the frost thickness can be used effectively to track the reflectance changes that vary
with the substrates and the frost deposition rate (i.e. the temperature of the sample for
MGS-1). When the frost crystals grow up to approximately 100 µm, the frost on CR under-
goes a stationary growth phase. The frost stops expanding outward from the grain surfaces,
and grows between the preexisting ice crystals, increasing the density of the ice layer. This
density increase of the frost layer corresponds to an increase in R450. After this phase, large
frost crystals (200 ´ 400 µm long) start to form on top of the regolith grains, and we stop
measuring the thickness since they evolve and collapse quickly under their weight, making it

118



difficult to measure them precisely. The growth of large crystals corresponds to a decrease of
reflectance at all wavelengths. The large ice crystals show a regular, transparent, elongated
shape and the increase in transmissivity allows the photons to be absorbed in deeper layers
of frost or to reach the dark substrate. This means that, at this stage, the visible reflectance
does not correlate anymore with the frost thickness or the crystal size.

Figure 6.8: The reflectance is the blue (R450) plotted versus the frost thickness measured with
the long-distance microscope for the different substrates.

There is an important difference between our laboratory experiments and the frost de-
positing on Mars or on a cometary nucleus. In the first case, the cooling process happens
from the bottom of the regolith sample, and the air above the sample has higher temperature
than the sample itself, while in the second case the air temperature is lower than the regolith
temperature. Since the growth of ice crystals is limited by their efficiency to disperse the
latent heat of deposition, the heat transfer efficiency plays an important role in the crystal
growth (Kieffer, 1968). In the case of cooling below the sample, the ice crystals lose heat more
efficiently through conduction to the cold regolith. This means that they tend to increase their
width to maximize the contact with the cold regolith grains. In the case of an atmosphere
colder than the surface, the deposited ice loses heat through radiation. This process is more
efficient if the ice crystals are thin and elongated, to maximize their surface through which
the heat is radiated to the atmosphere. This means that incident photons find more scatterers
than in the case of wide shorter crystal, changing the overall spectrophotometric properties.
Since it is not possible to reproduce the second case in our laboratory, we have to restrict
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our research to Earth-like frost, and knowing the differences with the extra-terrestrial frost,
extrapolate the expected spectral and polarimetric behaviour. For the same frost thickness,
the scattering within frost crystals in our experiments increases (i.e. the number density
of the crystals on the regolith increases), we expect the regolith surface to become brighter
more quickly, especially at shorter wavelengths. This means that the spectral slope would
rapidly decrease as soon as the frost deposits, making it more detectable with spectral slopes
calculated with λ1 “ 450 nm.

Often, the ice content on the substrates or intermixed with it is extrapolated by creating a
synthetic spectrum from areal/intimate mixing of ice with the regolith dust. To obtain such
a spectrum, the reflectance or single scattering albedo of ice and dust are linearly combined,
and the ice amount is increased to fit the observed spectrum. From our data (Fig. 6.8),
it is clear that this method can fail in reproducing a correct amount of ice whenever this
is constituted by bigger translucent ice grains. On the other hand, a spectral linear mixing
effectively detects an increase of amount of ice when the frost layer becomes denser (like in
the case of CR in Fig. 6.8), since the reflectance increases too.

6.4.2 Spectropolarimetry of growing frost

Only a few attempts at studying the linearly polarized reflected light from ice-dust associations
have been made. This is mainly due to the scarcity of polarization instruments for planetary
observations and to the difficulty to interpret the polarimetric data that are sensitive to
many different parameters (hence also carrying a rich quantity of information). The linear
polarization of deposited dust at small phase angles is dominated by multiple scattering within
the grains composing the regolith. When the ice nucleation sites start to alter the multiple
scattering on the surface, the polarization phase curve changes its shape. In general, frost
forming on a black substratum moves the minimum of the negative polarization to lower
phase angles, while the inversion angle αinv also decreases (see e.g. Poch et al. (2018)). In
the first stages of frost deposition, an increase of |Pmin| has also been observed for different
icy samples containing salts (Cerubini, 2021).

During the frost deposition process, we measured the linear polarization signal at 5˝ and
16˝ because these values are close to the phase angle of the minimum polarization αmin and
to the inversion angle of CR and MGS-1 (Fig. 6.9). Generally, if the linear polarization |P5˝ |,
increases, it means that |Pmin| is increasing, while its decrease means that the minimum
polarization is moving toward smaller phase angles or the negative polarization becomes
shallower. The measurement of the polarization at 16˝, is used as a proxy to determine the
position of the inversion angle αinv. Since the polarization phase function is monotonically
increasing between αmin and αmax (usually around 90´ 100˝ that is dependent on the Umov
law), P16˝ ą 0 implies αinv ă 16˝, and P16˝ ă 0 means that the inversion angle moved to
values αinv ą 16˝.

All our samples show a wavelength-dependent decrease of P5˝ when the first tens of mi-
crometers of frost forms. At 5˝, P450 shows the biggest decrease of the order of 0.25 ´ 0.5%),
while P750 undergoes smaller changes of the order of 0.2%. When the first frost crystals are
forming on the sample, the blue light is Rayleigh scattered more efficiently, which increases
the coherent backscattering opposition effect (CBOE). The CBOE is responsible for the surge
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Figure 6.9: Polarization phase curves of CR and MGS-1 simulants. The phase angles observed
in our experiments are indicated with vertical dashed lines.

of reflected negative polarization at small phase angles from regolith surfaces containing parti-
cles smaller than the observed wavelength (see Dlugach and Mishchenko (2013) and references
therein). When small ice particles are introduced on the regolith, the second order scatter-
ing between ice and regolith dust increases, thus increasing the probability of CBOE. The
CBOE is more effective for second order scattering than higher order scattering, and there is
a point when the surface is covered by sufficient ice particles to produce higher order multiple
scattering across the surface, scrambling enough the linear polarization and decreasing its
overall averaged signal. This is the reason why, when the frost becomes thick enough and it
hides the regolith beneath, the linear polarization decreases to zero without any wavelength
dependence. Note that the minimum of P450 is reached when the frost is tens of microns
thick. This means that such a thickness of small crystals is still allowing an efficient second
order scattering between ice and dust grains.

At 16˝, the linear polarization is also wavelength dependent, although it depends on the
sample and its temperature. CR shows an interesting αinv behaviour. When the frost is
approximately 30 ´ 50 µm thick, P750 becomes positive, while P450 reaches its minimum at
P450 „ ´0.5%. This means that the 450 nm polarization phase curve increases its αinv by
several degrees, while the 750 nm polarization phase curve decreases its inversion angle. This
is very different from the starting inversion angles of the starting pure CR (see Fig. 6.9 left).
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The polarization phase curve of the dry MGS-1 soil simulant does not show a particular
dependence of αinv on wavelength (see Fig. 6.9 right). For the cold case MGS-1 (Tmin “

´130 ˝C), P450 and P550 show a certain degree of variability between experiments, and a clear
distinction between the wavelengths is not possible. However, both P450 and P550 shift from
positive to negative values when the frost is 10´20 µm thick, meaning that the inversion angle
slightly increases. The hot MGS-1 (Tmin “ ´100 ˝C) shows a completely different evolution
at 16˝. P is positive at all wavelengths for the entire experiment duration. While P750 slightly
increases over time, P450 increases sharply from P450 “ 0.15% to P450 “ 0.45% when frost
thickness is approximately 20 µm. Note that the P450 surge does not correspond necessarily
to a decrease of inversion angle, Pmin of MGS-1 can deepen maintaining the same inversion
angle (approximately αinv “ 14˝) and causing the increase of P at 16˝.

Since the only difference between the two experiments with MGS-1 is the regolith tem-
perature, this effect must be related to some temperature dependent property of the frost.
The two temperatures chosen for the experiments are close to the crystalline structure tran-
sitions for ice at ambient pressure (Kumai, 1968). At T“ ´ 130 ˝C to ´100 ˝C both cubic
and hexagonal ice can form, but as soon as the temperature rises above ´100 ˝C only hexag-
onal ice can form. The reflectance of the two types of frost are different in the blue, with
higher reflectance for the frost formed at T“ ´130 ˝C to ´100 ˝C (Fig. 6.8). The scattering
properties of the ice can be a result of its type of crystalline macrostructures (like the shape
of dentrites growing on the regolith) or the single cubic or hexagonal ice crystals, that have
different single-scattering properties (Riikonen et al., 2000). At the present time, there are
no studies on the polarizance of ice with different crystalline structures. The negative polar-
ization phase curve of MGS-1 at 450 nm seems to widen and deepen slightly when the first
tens of micrometers of deposited frost has a mixed cubic/hexagonal structure, while for only
hexagonal ice frost a greater decrease of Pmin with no αinv increase is observed.

6.4.3 Effect of the first micrometers of frost

In Fig. 6.9 we can see that the expected CR polarization in the blue at 16˝ is P450 “ 0.25%.
This is not the measured polarization when we start our frost deposition experiment (Fig.
6.4), that is P450 “ ´0.1%. There has been a decrease of polarization between the start of
the experiment and when we start to acquire the data. To some extent, this is true also for
the polarization at 550 nm, although the difference is almost within the uncertainty. This
effect can be explained by a thin frost film formed before acquiring the measurement. In
our experiments, we insert an aluminum lid over the sample before starting to cool down the
cryo-stage, when the POLICES enclosure still contains ambient air. Some of that air remains
trapped between the sample and the lid and might deposit over the sample as soon as it
becomes cold enough and before acquiring the first polarization data. To prove that this effect
is due to some frost deposition, we repeated an experiment with CR without placing the lid at
the beginning of the cooling phase (Fig. 6.10). The experiment was performed only at 450 nm
since this wavelength is mostly affected. It takes about 10 minutes to lower the temperature of
the regolith from room temperature to 0 ˝C, and in the meanwhile the enclosure is completely
flushed with nitrogen. When the regolith temperature decreases below the freezing point, the
air is virtually absent in the chamber, and frost cannot form. In Fig. 6.10 we can see that
the regolith sample not covered by the lid maintains a constant reflected polarized and total
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light even when the temperature drops to ´100 ˝C. After 25 minutes, the nitrogen flushing
is stopped. In about seven minutes, the polarization drops from P450 “ 0.25% to negative
values, and the reflectance starts increasing by approximately 0.2%. This is a clear sign of
frost deposition happening on the sample.

Figure 6.10: The linear polarization and reflectance of CR at 450 nm and α “ 16˝. The
continuous line represents one experiment without the lid over the sample, while the blue
dashed line represents the average of the experiments conducted with the lid over the sample
during the cooling phase (see Fig. 6.4). The black vertical dashed line represents the time
at which the nitrogen flushing is stopped. On the bottom, the temperatures of the sample in
the case with and without lid are plotted versus time.

It is difficult to measure directly the thickness of this first frost deposition, since there is
no difference between the images taken with the microscope before starting the experiment
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and when we start measuring the reflected light (i.e. after the cooling phase). A rough lower
limit of frost thickness can be calculated from the amount of moisture that is trapped above
the sample. Since the relative humidity in the laboratory is usually approximately 40% and
knowing the volume of air trapped over the sample, if we assume that all the water deposits
as ice on the sample, the thickness should be „ 1 µm. This supports the fact that a thin layer
of frost is forming on the sample and interacts with the blue light, giving rise to a change of
polarization and a slight increase in reflectance. The polarization phase curves of MGS-1 are
in good agreement with the linear polarization measured at the beginning of the experiments
at 5˝ and 16˝. This means that either we do not form any thin ice film, or the ice film is not
optically thick in the blue. Since frost deposits slower on MGS-1 than on CR, it might be
that the vapor pressure needed to start the ice nucleation is higher than just the saturation
pressure at that temperature, causing a delay in the formation of such a thin layer, which
forms more rapidly as soon as ambient air is allowed to enter the enclosure.

6.5 Perspectives for remote sensing and future experiments

Our experiments are limited to very specific geometries, with the linear polarization measured
at phase angles 5˝ or 16˝, and the reflected total intensity at 50˝ and 66˝. In the right
conditions of water vapor pressure and temperature, frost forms on planetary surfaces, and
these conditions are often met in shadowed areas (at terminator, or close to cliffs and on crater
slopes). For instance, in the case of 67P the observation of ice patches in the Anhur/Bes
regions occurred at phase angles α “ 61˝ ´ 75˝ that are very similar to our experimental
conditions for the total light measurements. The uncertainty related to the spectral slope
measurements on 67P is enough to detect the small changes due to tens of microns of deposited
frost, showing that Rosetta Optical, Spectroscopic, and Infrared Remote Imaging System
(OSIRIS) design can be applied successfully to other missions for frost and ice detection.

The shadowed regions are in that case caused by the irregular topography of the region and
the presence of cliffs and steep scarps. On mars, nighttime frost is often observed in crater
shadows, that are best observed at larger phase angles. Conversely, the negative polarization
must be observed with phase angles that are within the inversion angle of the observed regolith
(in the range αinv “ 15˝ ´ 25˝ for most planetary surfaces). This means that to observe
shadow-rich regions like the terminator, both the light incidence angle and the emission angle
(where the observer is) must be large, which requires that either the telescope or the spacecraft
specifically maneuver to target those areas (Fig. 6.11). On the other hand, if we observe frost
on shadowed slopes or cliffs, the emission angle constraint can be relaxed, depending on the
slope angle and the incidence of the sunlight.

Since it was demonstrated that the negative polarization can determine the compositional
properties, porosity, grain shape and grain size of regolith-like materials (see for instance Shku-
ratov and Ovcharenko (2002); Escobar-Cerezo et al. (2018); Frattin et al. (2019); Spadaccia
et al. (2022)), polarimeters should be considered a very useful addition to onboard imaging
instrumentation of future planetary missions. Polarimeters could be exploited also on rovers
and landers, that have more freedom in observing at high emission angles, and in-situ frost
formation and evolution 6.11. Furthermore, having polarization cameras on rovers or landers
is of great interest for studying the properties of aerosols and atmospheric dust and clouds.
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Figure 6.11: Possible geometries to measure negative polarization of frost though remote
sensing. A) the terminator is rich in shadows and is the perfect area where to search for
frost, but this requires high observation angles to remain at small phase angles. B) Craters
and local topographic features allow relaxing the observation angle of the spacecraft, always
remaining at small phase angles to observe the reflected negative polarization in shadowed
areas (indicated with a blue line on the left crater wall). C) morning frost observed by the
Phoenix lander, image from Smith et al. (2009) (Fig.3)7.

The main limitation for frost and ice detection through polarimetry is the current lack of
high-precision instruments considered for planetary missions. Many past planetary mission
carried polarimeters of different types used to image other Solar System bodies. The first
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missions to have polarimeters were the Pioneer 10 and 11 spacecrafts, launched in 1972
and 1973, respectively. Their imaging photopolarimeters (IPP) provided the first in situ
polarization images of Jupiter and Titan (Coffeen, 1974; Baker et al., 1975; Tomasko and
Smith, 1982). In 1977, Voyager 1 and 2 were launched, carrying both a photopolarimeter
subsystem (PPS). Only Voyager 2 managed to acquire polarization data though, since the
PPS of Voyager 1 experienced a quick degradation due to the harsh space environment.
IPP polarization uncertainty was ˘0.5% and allowed the first polarization observation of
the equatorial zone of Saturn polarization at 264 nm and 750 nm (West et al., 1983). In
1986 and 1990 the Giotto’s optical probe experiment (OPE) measured successfully the linear
polarization signal of comet 1P/Halley (Levasseur-Regourd et al., 1985) and of comet Grigg-
Skjellerup (Levasseur-Regourd et al., 1993) comae with a sensitivity of 0.5 ´ 1%. In the
meanwhile, the Galileo spacecraft was launched in 1989 and its Photopolarimeter/Radiometer
(PPR) experiment (Russell et al., 1992) started to acquire linear polarization data of Jupiter
and its moons with uncertainties down to ˘0.3% (Braak et al., 2002). More recently, the
Imaging Science Subsystem (ISS) of Cassini acquired polarization images of Saturn and its
moons using a narrow angle camera (NAC) and a wide angle camera (WAC) equipped with
different filters in the range 350 ´ 1100 nm (Porco et al., 2004). The two cameras have two
filter wheels in front of their main aperture, allowing a coupling of pass-band filters and NIR
and VIS polarizers. Unfortunately, there are not published works on the polarization data of
ISS, although the sensitivity of the instrument is expected to be ˘0.5% in linear polarization
(Porco et al., 2004).

The linear polarization uncertainty of the aforementioned instruments hides the most fine
features of the negative polarization of regolith surfaces that requires uncertainties down to
the order of 0.1%. Although previous planetary mission polarization instruments do not meet
this requirement and there are no other planned polarimeters in the near-future planetary
missions, some high-accuracy spectropolarimeter designs for Earth observation already exist.
For instance, the Aerosol Polarimetry Sensor (APS) on board of NASA Glory satellite was
designed for observing Earth atmosphere degree of polarization with uncertainties of about
0.2%, but unfortunately the Glory mission failed during the launch phase in 2011 (Knobel-
spiesse et al., 2012). More recently, the Lunar Observatory for Unresolved Polarimetry of the
Earth (LOUPE) concept targets polarization uncertainties lower than 0.1%, to observe Earth
as an exoplanet from the Moon (Klindžić et al., 2021). Future Earth observation missions
will demonstrate the feasibility and usefulness of high-accuracy polarimetric data, possibly
paving the way toward future polarimetry mission for exploring our Solar System.

Future experiments should include different types of deposited ices (CO2, SO2) commonly
found in our Solar system, together with other regolith simulants and organics. While the NIR
and IR spectral behaviours of different types of water ice and dust associations have already
been investigated (Pommerol et al., 2013; Yoldi et al., 2021)), the NIR negative polarization
is poorly studied. The reflected negative polarization in correspondence to the ice NIR ab-
sorption bands is particularly interesting, since the reflectance of frost drops importantly, and
this can lead to an increase of negative polarization when mixed with higher albedo dust (the
mixing effect described in Shkuratov (1989) and Spadaccia et al. (2022)).
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6.6 Conclusions

We have experimentally investigated the reflected polarized and total light of water frost
forming on regolith simulant at different visible wavelengths, correlating the spectral slope
and the linear polarization to the measured properties of the frost (thickness, temperature
and crystal shape). We found that early frost formation changes rapidly the reflected blue
light and the multiple scattering within the surface grains, causing a surge in negative polar-
ization and an increase of reflected light. The spectral slope calculated between 450´ 550 nm
is more sensitive in detecting thin frost layers, together with the difference between the neg-
ative polarization at small phase angles at 450 nm and 750 nm. This makes frost detection
possible already when the frost is only 10 ´ 20 µm thick. The polarization measured close to
the inversion phase angle shows different behaviours with respect to the temperature of the
regolith simulant, and it seems correlated to the phase transition from cubic to hexagonal ice
crystal structure. Finally, our measured frost thickness agrees with the frost thickness derived
by thermal modelling on some regions of 67P. We can compare the efficiency of spectral slope
and negative polarization observation of frost deposited on regolith as follows:

• the visible spectral slope varies quicker to frost deposition when calculated using λ “

450 nm as smaller wavelength. After the first 30´50 µm of deposited frost, the spectral
slope evolves at more slowly pace, when ice crystals grow bigger. While spectral slope
can provide good measurements of frost depositing on dark regolith, its variation over
time is not sensitive to the temperature of the regolith;

• negative polarization measured at phase angle close to the minimum of polarization and
inversion angle, with a blue (λ “ 450 nm) and red filter (λ “ 750 nm) provide very
good sensitivity to the first microns of frost formed on the substrate, but requires high
precision (down to 0.1% measurement error). Furthermore, polarization measurements
are sensitive to the temperature at which the frost is deposited, that we interpret as a
sensitivity to its crystalline structure (cubic or hexagonal).

In conclusion, both techniques provide useful and precise information on frost thickness
over time, and negative polarization can add information on the crystal structure of ice at
the cost of high required sensitivity. These results are of paramount importance to extrapo-
late water frost physical properties from remote-sensing data, giving a better insight on ice
deposition and evolution processes on surfaces of Solar System bodies. This data set will be
extended for other ices, regolith substrates, and observed wavelengths with future experiments
in the Icelab at the University of Bern.
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Chapter 7
Summary and outlook

In this chapter, I summarize the main results of my work and their implications, as well as the
perspectives in the bigger picture of the undergoing research in the different fields. It comes
natural to divide this chapter in sections corresponding to my experiments (chapter 4, 5, 6),
but since planet formation theories, pebbles characterization, and surfaces of small bodies
of our Solar System are highly interrelated topics, many results and future perspectives can
actually be relevant for all these subjects.

7.1 Icy pebbles as building blocks for planet formation

Among the main research questions in the field of planet formation, there is one that par-
ticularly challenges the researchers: “What are the mechanisms to form quickly planets in
protoplanetary disks?”. To address this question, it is important to study the first steps to-
ward planet formation, i.e. the processes involving small refractory and icy grains that form
cm-size aggregates (“pebbles”). In the last years, it has been proposed that rapid planet for-
mation could be triggered by the presence of ice lines in protoplanetary disks. This can be
due to the discontinuity of the environmental conditions through the ice line: outside of it,
vapor deposits as ice on refractory material (forming icy pebbles), while inside of it, the ice
sublimates (the local pressure increases) and changes the physical properties of the pebbles.
While different models can simulate the disk changes happening close to the ice line, they rely
heavily on the physical and chemical properties of the pebbles in the disk. In this framework,
I present the first experimental work studying the evolution of complex ice-dust pebbles under
conditions comparable to the ones in protoplanetary disks (chapter 4).

I created two new protocols to produce ice-dust compact aggregates with well-defined
properties (PAs and PBs), and I studied their evolution under low temperature and pressure
conditions. The two new protocols allow the production of compact mm-size icy aggregates:
PAs have a dust-to-ice mass ratio of 1, while PBs dust-to-ice mass ratio is 5.6. When the
temperature increases, the ice starts to sublimate, and I found that the icy aggregates are
mostly preserved when the ice sublimate, especially the pebbles which have high dust-to-

128



ice ratios and finer dust distribution. Previously, many works in the literature assumed the
disruption of pebbles drifting through the ice line and undergoing sublimation of the ice. The
main conclusion from my experiment is that the sublimation of the ice through the ice line
does not seem to disrupt the dusty pebbles, and leaves them available for pebble accretion
processes in the inner disk (hence rocky planetesimals could form faster inside the ice line).
The outcome is important to correctly track the icy aggregates evolution close to the ice line
in simulations, and should be accounted in models of planetary formation in this region of
the disk.

Is the preservation of pebbles through the ice line enough to boost the pebble accretion
inside the inner disk and form quickly rocky planets? To answer this question, other processes
should be taken in account. In particular, the high Stokes number of sublimated pebbles would
increase their speed, diminishing the chances for collisional growth, and increasing the erosion
effect by small grains. To avoid the disruption of the dusty, porous pebbles, they should be
captured early after sublimation of the ice by planetesimals in the inner disk, or they should
pile up fast enough to trigger streaming instability and form a planetesimal. Then, to address
the question of pebble growth efficiency, the models of planet formation should adopt the
preservation of pebbles as an input (together with their increase in porosity), and study their
interaction with the small dust grains, the gas, and the already present planetesimals in the
inner disk.

The detection of organic matter in molecular clouds, protoplanetary disks, pebbles, comets,
asteroids and meteorites suggests that organics are ubiquitous and could play an important
role in the formation of planetesimals. Many experimental works on organics focus on their
formation as mantles covering small icy silicate grains in molecular clouds (see for instance
the review of Sandford et al. (2020)), but only a few studies on the interaction of refractory
grains and organics have been conducted so far (Kudo et al., 2002; Flynn et al., 2013; Piani
et al., 2017; Bischoff et al., 2020), none of them treating the association of silicate grains,
organics, and ice at the same time. In Annex 4.7 I show that organics can change the subli-
mation outcome dramatically. Sub-bituminous coal and humic acid were my first attempts to
introduce an organic component into my pebble models. Currently, our capacity of creating
better analogs is constrained by our knowledge on the composition of real organics on comets
and asteroids. The most accurate organics analog has been proposed and used by Kudo et al.
(2002) and Nakano et al. (2003), produced by UV-irradiation of ice samples (H2O, CO, NH3)
at high vacuum and low temperatures (10K). I can envision future experiments with pebbles
made of silicate grains, H2O ice, and some organics used by Nakano et al. (2003), forming
a more realistic “complex pebble" model. The study of such complex pebbles could focus
on their reflectance changes over sublimation (SCITEAS-2 experiment in Annex 4.7) and on
their mechanical strength after the ice sublimation (CAPO experiment in Annex 4.8). Or-
ganic material will be a major protagonist of the research on planet formation in the next
future, in particular after the sample-return missions from asteroids (Hayabusa2, Yada et al.
(2022)) and possibly future cryogenic sample-return missions from comets (Bockelée-Morvan
et al., 2021).

The presence of fairy castles on top of the icy sublimating pebbles (Annex 4.6) and the
directional pores in the presence of organics (Annex 4.7) are fascinating. I expect that the
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changes in porosity on top of icy aggregates can change both their mechanical and optical
properties, and it is worth to investigate these structures more in detail with the instru-
ments that we have in the Icelab (spectrophotometry, spectropolarimetry, and mechanical
properties) or in other facilities (cryoSEM). Unfortunately, the proposed Origo ESA M-class
mission (Marschall et al., 2022), which objective was to land on a comet and study in situ
the composition of the pristine icy pebbles on its surface, was not retained in the selection
process. However, it demonstrates a large interest from the scientific community on the char-
acterization of the icy building blocks of our solar system, which is extremely important for
modeling, observing, and characterizing planet formation processes and minor bodies of our
solar system.

Due to the intrinsic complexity of proposed cryogenic sample-return missions (Küppers
et al., 2009; Bockelée-Morvan et al., 2021), such missions might not find fertile ground in
the upcoming decades. Hence, awaiting future missions which will observe cometary nu-
clei with the same intensity of Rosetta with 67P, we have to find better ways to determine
through remote sensing the presence, composition, and distribution of small pristine pebble-
size sub-units. In this context, it is of vital importance to continue laboratory research on icy
aggregates and complex pebbles, to address the origin and formation processes of planetesi-
mals.

7.2 Spectropolarimetry and spectrophotometry as tools to char-
acterize small bodies surfaces

Our capability to infer the history of small bodies of our solar system depends on how well we
can determine their composition and how this evolves over time. Their composition reflects
the processes that lead to their formation in the protoplanetary disk, and the environment
where they accreted. In this sense, characterizing the presence of particular minerals, different
ices, and organics on the surface of the Solar System’s small bodies is also studying how they
formed in the first place. Spectropolarimetry and sectrophotometry of Solar System’s small
bodies have been largely used with this purpose, both through ground-based and space-based
instruments.

7.2.1 Polarimetry for investigating the composition of airless body surfaces

The analysis of the reflected induced polarized light from regolith surfaces can retrieve impor-
tant information on the dust grain size distribution, albedo, refractive index, and composition
of the regolith material. In the past decades, ground-based surveys of asteroids and comets
have used the linear polarization phase curves to retrieve the albedo and some physical prop-
erties of the regolith. The linear polarization at small phase angles assumes negative values
(negative branch of the polarization phase curve), and it is parametrized by the minimum of
polarization Pmin and the inversion angle αinv. These two parameters have been shown to
be sensitive to the surface composition of asteroids, allowing to refine their taxonomic classes
through only the polarizance (Belskaya et al., 2017).

To correctly interpret the polarizance of airless bodies, laboratory studies are needed to
understand how the reflected negative polarization can change depending on composition.
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The first extensive experiments on this topic were pioneered by Dollfus (Dollfus, 1957; Dollfus
et al., 1989) and continued by Shkuratov and colleagues (Shkuratov, 1987b; Shkuratov et al.,
1994, 2002). An important discovery from these studies is that the mixtures of bright and dark
powders can have a much deeper and broader negative polarization than the single powders
measured separately (“mixing effect”). This result has been used for example to explain the
polarizance at small phase angles of F-type asteroids, believed to be similar to cometary nuclei
(Belskaya et al., 2005).

Since the mixing effect has been demonstrated only for a few powder samples, I extended
the previous experimental works with a broad dataset of high-precision polarization phase
curve measurements of six mineral commonly found in asteroids (chapter 5). I consistently
created binary and ternary mixtures of these six pulverized minerals and evaluated their
distribution in the Pmin ´ αinv space. I discovered that the albedo contrast of the mixed
powders is a necessary but insufficient condition to give rise to the mixing effect, and that
the deepening of the negative polarization is accompanied by an increase in αinv. These
results indicate that many asteroids polarization behavior can be linked to the presence of
mineral mixtures on the surface. For example, the negative polarization phase curve of L-class
asteroids (“Barbarians”) that show very high inversion angles, can be better explained by the
presence of very fine mineral dust with inhomogeneous albedo, than by the optical properties
of a specific mineral (Sunshine et al. (2008) and Devogèle et al. (2018b) explained their high
inversion angle by the presence of spinel in the CAIs on the surface, which has high index of
refraction). Our ternary mixtures show that the extrapolation of the mineral composition of
asteroids is more complex than just accounting for the high- and low-albedo materials, but
it changes depending on the different minerals composing the dark and bright components.
Furthermore, I created dust aggregates of different sizes with graphite and silica, and I found
that the aggregates with different sizes (ă 200 µm and ą 2mm) do not play an important role
in shaping the overall negative polarization phase curve of the surface. A direct consequence
is that the negative polarization is not sensitive to the presence of porous pebbles on the dusty
surface of asteroids, while it seems to be highly sensitive to their mineralogical composition.

There are still open questions that should be addressed by future experiments on this
topic. For example, we do not understand why our Mg-spinel (reflectance R “ 0.82 measured
at 530 nm) mixed with graphite (R “ 0.03) is not producing any deepening of the negative
polarization. A naive unsatisfactory explanation for the deepening of the negative polariza-
tion, is that the chances of second-order multiple scattering increase when a bright material
in inserted in a dark matrix, enhancing the CBOE. From our experiments, it is clear that this
interpretation is not always correct and should be deepened with realistic models of multiple
scattering layers composed by many irregular particles with different optical properties (e.g.,
Grynko et al. (2022)). Another interesting phenomenon that is not well explained or dis-
cussed in the literature, is the increase in inversion angle whenever the negative polarization
is deepened by the mixing effect. The increase in inversion angle in mixtures seems to be
enhanced by the presence of very fine powder (1 µm or less). A future extension of the exper-
iments presented in chapter 5 is to measure the negative polarization phase curve of mineral
mixtures with different size distributions, to quantify how further the inversion angle can be
enhanced by the mixing effect combined with particle size effect, possibly exploring the area
in the Pmin ´ αinv space where the Barbarians lie (see Fig.8, chapter 5).
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In the Icelab we conserve a piece of the Allende meteorite which contains visible chondrules
and CAIs (Fig. 7.1). To investigate the role of CAIs on the polarization properties of the
regolith material, we could separate them from the meteorite and pulverize them. If they
contain spinel, their polarization phase curve measurement could solve the Barbarians high
inversion angle dilemma.

Figure 7.1: Allende meteorite sample of the Icelab at University of Bern. The chondrules are
well distinguishable as gray circular bodies, while CAIs are the whiter circular or irregular
inclusions in the dark matrix.

Retrieving important physical parameters of the regolith covering airless bodies exclusively
from the polarization phase curve can be non-trivial, due to the many factors that can influ-
ence the polarizance of a surface. This is why I believe that future ground-base observations
or in-situ missions should focus on implementing spectropolarimetry and spectrophotometry
measurements as complementary tools. Polarimetry studies of fine contrasting powders to-
gether with VIS-NIR-MIR spectra have already demonstrated their complementary approach
as a way to gather more information on asteroid superficial physical properties (Sultana et
al. 2022, submitted).

7.2.2 Spectropolarimetry and spectrophotometry of frosty surfaces

Many small bodies of our Solar System retain H2O under the form of ices beneath or on their
surfaces. The presence of water ice in the interior and surface of planetesimals is directly
correlated to their genesis and evolution (see Fig. 7.2 from Blum et al. (2022)), along with
being very interesting for the origin of life in our Solar System. Retrieving the quantity of
water ice, its superficial and internal distribution, and how they changed over time in comets
and other planetesimals is then one of the most important goals of the scientific community.
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Figure 7.2: Formation and evolution of icy planetesimals formed beyond the snowline, scheme
by Blum et al. (2022) (Fig.1).
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Ice can be buried underneath the superficial regolith layer of comets and asteroids, and
its sublimation can cause disruption of the regolith and particle ejection. The tenuous atmo-
sphere of water vapor can then re-condense on top of the regolith as thin layers of ice (frost
deposition). In chapter 6, I presented the first experimental study on the simultaneous mea-
surement of the linear polarization and intensity of the reflected light from frost depositing on
regolith analogs, at different wavelengths and observational geometries. The observation of
the polarized light (at phase angles α “ 5˝ and α “ 16˝) and the reflected intensity (at phase
angles α “ 50˝ and α “ 61˝) were done at three wavelengths (blue channel 450 nm, green
channel 550 nm, and red channel 750 nm). I used two regolith simulants: CR asteroids simu-
lant, and Martian Global Simulant MGS-1. The first one was measured at T“ ´150 ˝C, while
the second regolith analog was measured at T“ ´130 ˝C and T“ ´100 ˝C. Furthermore, I
measured the evolution of the frost thickness and morphology over time, correlating it to its
spectrophotometric and spectropolarimetric signal. I discovered that frost can be detected at
very early stages (when it is about 10 µm-thick) from both the comparison of the blue and red
polarization signal, and from the spectral slope calculated between blue and green, or blue
and red channels. The linear polarization evolution close to the inversion angle is sensitive
to the temperature of the regolith, and we interpret this result as a sensitivity to the crystal
structure of the deposited frost. Moreover, linear polarization can detect a few microns of
frost, if the total measurement error is below 0.1%. I compared my spectrophotometric results
to the spectral slope of frosty regions on 67P (Fornasier et al., 2016), obtaining very good
agreement on the equivalent frost thickness. The measurement of the frost thickness and the
morphology of its crystals is going to be very valuable for the retrieval of the water quantity
in 67P’s icy patches and frosty layers, and for the future missions visiting small bodies with
comet-like activity. These results are also important for frost detection on Mars or Earth,
expanding our capabilities of studying the frost properties on larger scales.

In 2021, NASA mission Lucy was launched, with the objective of studying seven Jupiter
trojans. It carries a Multispectral Visible Imaging Camera (MVIC), that will take images of
the trojans surfaces, on which small amount of water ice could be present (Yang and Jewitt,
2007; Brown, 2016; Sharkey et al., 2019). The JAXA mission DESTINY+ will be launched in
2024, and will visit the active asteroid (3200) Phateon in 2028. The scientific payload includes
a Multiband Camera for Phaethon (MCAP), which will observe the surface with filters in the
visible between 390 and 850 nm. Finally, the CoCa (COmet CAmera) instrument onboard of
the future Comet Interceptor mission (ESA and JAXA) will acquire high-resolution images
of the comet nucleus at different wavelengths. If these instruments measure spectral slope
variations on the surface of these planetesimals due to the presence of superficial ice, it will
be possible to compare them to the spectral slope variations measured in chapter 6 and
retrieve a first estimation of the minimum amount of water deposited on top of the regolith
surface. Unfortunately, there are no polarization instruments in scientific payloads of future
planned missions, preventing the exploitation and retrieval of other physical parameters such
as porosity, crystal structure of the ice, grain size, and mineralogical mixing. I therefore
want to emphasize the importance of developing new high-precision, dedicated polarimetric
instruments for remote sensing, and raise awarness of their effectiveness in detecting several
important physical parameters, especially when flanking other remote sensing instruments.

Interpretation of observational data will further benefit by future experiments on frost and
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ice-dust associations. After deposition, frost can be retained for a long time on the surface,
depending on the environmental conditions. (e.g. Mars seasonal frost). Over time, the
frost crystals can change shape through sintering and a repeated sublimation/re-deposition
cycles. The reflected linear polarization is sensitive to the particle size changes, so it can be
the optimal tool to understand how frost changes when undergoing sintering or sublimation
processes. Another important step is to extend this analysis to other type of ices (starting
with CO2) and substrates (compact or porous ice, organics), relevant for other bodies in our
Solar System.

7.3 Final remarks

I believe that our work in the Icelab at the University of Bern shows that the experimental
approach is a keystone for interpreting correctly the astronomical data and for providing inputs
to simulations of complex phenomena. The work I have done within this Ph.D. project was
applied to new topics, hence expanding the use of our techniques to interesting astronomical
objects, where experimental data may lack or necessitate update. I suspect that the Icelab
will remain at the cutting edge of astrophysics experimental research in the next decades,
because since its creation, an incredible amount of experience and laboratory know-how was
generated. I hope to have substantially contributed to this cumulative knowledge, and that
the next generation of students and researchers who will work in the Icelab will find it of
inspiration for expanding even more our knowledge boundaries.
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