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Abstract

This monograph presents theoretical efforts aiming at precision probes for the model of cosmological

inflation. The latter is considered for its virtue of explaining the origin of primordial perturbations.

However, the description of the transition from a vacuum- to a radiation-dominated universe is not

yet robust. Asking for a realistic framework, we study the effects of including interactions among

the inflaton field and a thermal plasma.

The concrete setup is the one of [1], where we investigate the dynamics of inflation in the presence

of a heat bath. In [3] real-time lattice simulations are used to improve on the estimation of the

thermal friction felt by the inflaton field. We compute the contributions to the gravitational wave

signal from the warming-up period after inflation [2], and implement thermal corrections to tensor

fluctuations produced during inflation [4]. Depending on the maximal temperature reached after

inflation, the high-frequency part of [2] can be constrained with Neff, whereas the low-frequency

part of [4] may be probed with LISA or ET. To explore these prospects, in [5] we study the

dependence of the temperature evolution on the confinement scale of the gauge plasma.

The text presented here shows partial overlap with the published material. Nonetheless, the ex-

position commits to be self-contained, including a pedagogical review of cosmological perturbation

theory and inflation, and deriving results through detailed calculations.
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Notation and conventions

Indices denoted by Greek letters run from 0 to 3, describing the components on the four-dimensional

space-time. Roman letters are used for spatial indices and run from 1 to 3. Repeated indices are

summed over. Analytical computations are performed using natural units, where

c = h̵ = kB = 1 ,

but retaining the Planck mass mpl. For any physical quantity Q we denote:

Symbol Definition Page

Q = (Q1,Q2,Q3), 3-dimensional vector 4

Q̇ = ∂tQ derivative with respect to time in standard FRLW coordinates 4

Q′ = ∂τQ derivative with respect to conformal time 4

Q,i = ∂iQ derivative with respect to i-th spatial direction 4

Q;µ =DµQ, covariant derivative with respect to xµ 4

Q̄ Unperturbed quantity 5

δQ First order perturbation 5

Qt
ij Symmetric, transverse and traceless tensor Qt,i

ij = Q
t i
i = 0 6

Q̃ Gauge transformed quantity 7

Q̂ = aQ, where a is the scale factor 22

For classical computations in comoving momentum space we use the Minkowski metric ηµν with

sign convention η00 = −1. The Fourier expansion is carried out in spatial coordinates,

Q(τ,x) = ∫
k
Q(τ,k) eik⋅x , ∫

k
≡ ∫

d3k

(2π)3
,

Q(τ,k) = ∫
x
Q(τ,x) e−ik⋅x , ∫

x
≡ ∫ d3x .

Fields are quantized in a local Minkowski frame denoted by X = (t,x), where the sign convention

is η00 = +1, and the Fourier expansion is defined in four dimensions, K = (ω,k),

Q(X ) = ∫
K

Q(K) ei(ωt−k⋅x) , ∫
K

≡ ∫
dω

2π
∫
k
,

Q(K) = ∫
X

Q(X ) e−i(ωt−k⋅x) , ∫
X

≡ ∫ dt∫
x
.

In general we omit hats on quantum operators (hats are rather used as in the last entry of the table

above), with the exceptions of the Hamiltonian Ĥ (to be distinguished from the Hubble parameter)

and the density matrix ρ̂.

For some computations it is useful to analytically continue from Minkowski to Euclidean space-

time, t→ −itE, denoting X = (tE,x). The compact time direction is then transformed to a discrete

frequency space,

Q(X) = ⨋
K

Q(K) ei(ωntE−k⋅x) , ⨋
K

≡ T∑
ωn

∫
k
,

Q(K) = ∫
X

Q(X) e−i(ωntE−k⋅x) , ∫
X

≡ ∫

β

0
dtE ∫

x
,

where ωn ≡ 2πnT are the Matsubara modes, and β ≡ 1/T is the Boltzmann factor.

iv



List of globally defined symbols

The symbols introduced in the different chapters (separated by a horizontal line) and used through-

out the entire document are listed below.

Symbol Value (SI units) and definition Page

c ≈ 3.00 × 108 ms−1, velocity of light iv

h̵ ≈ 1.05 × 10−34 kgm2 s−1, reduced Planck’s constant iv

kB ≈ 1.38 × 10−23 kgm2 s−2 K−1, Boltzmann constant iv

mpl ≈ 2.18 × 10−8 kg ≈ 1.22 × 1019 GeVc−2, Planck mass iv

tpl ≈ 5.39 × 10−44 s, Planck time 1

Tdec ∼ 3000 K, temperature at decoupling 1

tdec ∼ 1012 s ∼ 3 × 105 y, time at decoupling 1

T0 ≈ 2.73 K, CMB temperature today 1

ddec ∼ 3 × 1023 m ∼ 100 Mpc, size of visible universe at decoupling 1

d0 ∼ 4 × 1025 m ∼ 14 Gpc, size of visible universe today 1

t Physical time coordinate 3

κ Spatial curvature 3

a Scale factor 3

H Hubble constant (time dependent) 3

τ Conformal time 4

ηµν Minkowski metric 4

H Conformal Hubble constant 4

Mτ Submanifold of constant conformal time τ 4

nµ, t
µ Normal and tangent vector defining time slicing and space threading 4

gµν , g Metric tensor and its determinant 4

∇2 = ηij∂i∂j 4

◻H ,◻H ≡ ḡµνDµDν , D’Alembert operator in FLRW standard/conformal coordinates 4

Gµ
ν Einstein tensor 5

Tµ
ν Energy-momentum tensor 5

G ≈ 6.67 × 10−11 m3 kg−1 s−2, gravitational constant, G =m−2pl in natural units 5

hµν Perturbations of the Minkowski metric 6

ξµ Parameter of coordinate transformation 7

ϕ,ψ Scalar metric perturbations in Newtonian gauge 8

ϑij Tensor metric perturbations in Newtonian gauge 8

Γρ
µν Christoffel symbols 8

Rµν ,R Ricci tensor and Ricci scalar 8

e Energy density 10

p Fluid pressure 10

cs Speed of sound 10

uµ, vi Fluid velocity and physical fluid velocity 10

Πi
j Anisotropic stress tensor 10

R Curvature perturbation 12

∆ Relative energy density perturbation 12

k, k/a Comoving momentum and physical momentum 16

φ Inflaton field 18

V (φ) Inflaton self-interacting potential 18

v



ϵV , ηV Slow-roll parameters 19

N Number of e-folds during inflation 19

m Inflaton mass 18

f Inflaton perturbation in spatially flat gauge 22

wk Annihilation (and creation) operator 23

∣0⟩ Vacuum state with respect to wk 23

H∗ Hubble constant at horizon exit 25

PR Primordial power spectrum of curvature perturbations 25

ϵλij Tensors of helicity λ ∈ {+, ×} building helicity basis 26

hλ Tensor perturbation of helicity λ 26

Lαβ;µν Projection operator onto transverse and traceless tensor components 27

Kαβ Projection operator onto perpendicular vectors 27

PT Tensor perturbation spectrum 27

h<,> Short and long-distance fluctuations 28

GR Retarded Green’s function 29

T Transfer function 31

As Amplitude of primordial power spectrum of scalar perturbations 33

ns Tilt of primordial power spectrum of scalar perturbations 33

r Ratio of tensor and scalar spectral amplitudes 33

ΩGW Observable power spectrum for gravitational waves today 34

f0 Physical frequency today 34

Neff Effective number of neutrino species 35

L Lagrangian 36

V0(φ) Tree-level inflaton potential 36

J Coupling of heat bath to the inflaton field 36

Υ Friction coefficient 36

mT Thermal mass 37

Ĥ Hamiltonian 38

Z Partition function 41

ϵk =
√
k2 +m2 40

tE ≡ it imaginary time coordinate 41

nB(x) ≡ 1/(ex/T − 1) Bose distribution 41

s Entropy density 42

g∗, h∗ Number of relativistic degrees of freedom 43

Tc Critical temperature 43

u Volume fraction in mixed phase 43

fa Decay constant of axion-like particle 44

α ≡ g2/(4π) coupling constant of gauge sector 45

F a
µν Non-Abelian Yang-Mills field strength tensor 45

ΛUV ∼
√
mfa confinement scale of broken gauge group 45

ΛIR Confinement scale of unbroken SU(Nc) 45

Q,χ Topological charge and susceptibility from non-Abelian gauge sector 45

dA ≡ N2
c − 1 color factor 49

cχ ≡ 1/(64π2) 50

tref Reference time given by the Hubble parameter at the beginning of inflation 54

η, ζ Shear and bulk viscosity 60

δ̄(P) Normalized δ-distribution so that ∫P δ̄(P) ≡ 1 68

vi



Chapter 1

Introduction

Any history of the universe begins with something we do not properly understand, let us simply

call this moment in space and time the initial singularity, and assume the immediately subsequent

cosmos to be in an initial quantum state until tpl ∼ 10
−44 s [6]. The present work enters the plethora

of modern efforts to grasp the gap between the initial quantum state and the beginning of the,

theoretically more established, thermal history of the early universe.

The latter starts at t ∼ 10−10 s [7, p.35], when Standard Model particles filled the universe,

forming an extremely hot and dense environment, that was expanding and cooling (see fig. 1.1 for

an illustration). In these conditions we expect to find a plasma, where radiation interacts with

fully ionised matter via Thomson scatterings [8]. As the universe cools down to Tdec ∼ 3000K,

Figure 1.1: Sketch of the different processes involved in the origin of the CMB.

around tdec ∼ 300
′000 years after tpl, matter and radiation decouple as the free electrons combine

with the positive particles in the plasma to form a gas [9]. The universe becomes thus transparent

to photons, that from this moment on travel freely across space and time, allowing us to sample

1



Chapter 1. Introduction 2

our universe at t ≥ tdec.

In particular, the radiation that decoupled at tdec is observed today as a background signal in

the microwave frequency range, redshifted to a black-body temperature of T0 = 2.73 K [10]. We

call this the Cosmic Microwave Background (CMB).

Thanks to the CMB, we learn that the universe is homogeneous and isotropic on scales that

correspond to 1% of the visible size.1 Temperature fluctuations of the order of δT /T̄ ∼ 10−5 are

observed at smaller scales [11]. The large-scale structure in the present universe may have formed

via gravitational collapse of these early density perturbations. Their evolution can be studied

following a perturbative approach within general relativity, as long as they are small. For the

origin of primordial perturbations standard cosmology does however not provide an explanation.

The model of inflation suggests how the perturbations in the CMB could result from vacuum

fluctuations in an early epoch of exponential expansion. Inflationary predictions can be tested

experimentally not only thanks to the CMB and the study of the large-scale structure of the

universe, but also by measuring the abundance of light elements. Another important probe is

expected in the next decades by the detection of a gravitational wave background signal. On the

theoretical side, a realistic and robust framework for inflation is not yet established, and we should

pursue it as meticulously as required for the construction of a new generation of detectors.

In this spirit, here we study the impact of interactions between the inflaton field and a thermal

plasma, seeking to identify a plausible mechanism for transitioning from an epoch of exponential

expansion to one of radiation domination.

Structure of this work

While it may seem more natural to first explore the origin of perturbations and then move onto

their evolution, our approach is to start in chapter 2 with a review of classical perturbations and

their dynamics in cosmology. This provides a natural framework for the introduction of inflation,

which we review in sec. 3.1 in its simplest realization. A step-by-step derivation of standard results

for the primordial power spectrum of scalar and tensor perturbations is presented in secs. 3.2

and 3.3, offering a fresh perspective on the topic. Appendix A supplies additional material, while

observational implications are briefly discussed in sec. 3.4.

Chapter 4 introduces our specific scenario, in which a generic thermal plasma is weakly coupled

to the inflaton. An effective evolution equation for the inflaton field is derived in sec. 4.1. In

sec. 4.2, we explore the possibility of the inflaton field undergoing thermalization, and analyze its

impact on the thermodynamic functions of the system. Finally, sec. 4.3 deals with the evolution

equations governing the behavior of the heat bath, distinguishing the case where a phase transition

occurs within the plasma. The example of axion-like inflation is used in chapter 5 to present a

viable inflationary scenario, that is capable of dynamically implementing a heating-up period.

The details on the evaluation of the friction coefficient Υ and the mass correction entering the

dynamics are left for appendix B. While secs. 5.1, 5.2 and 5.3 are dedicated to the determination

of the coefficients entering the evolution equations, sec. 5.4 presents benchmark results.

The implications of our framework for the generation of gravitational waves are studied in chapter

6, both for the inflationary phase (sec. 6.1) and the reheating phase (sec. 6.2). The calculations for

the latter are presented in appendix C. Chapter 7 provides a summary of the main findings and

concluding remarks.

1While the CMB radiation was travelling to us, the size of our visible universe has been expanding from ddec ∼ 100
Mpc ∼ 3 × 1026cm to today’s value of d0 ∼ 14 Gpc ∼ 4 × 1028 cm, and it is homogeneous at scales ∼ 200 Mpc.



Chapter 2

Dynamics of small perturbations in cosmology

The present chapter aims to evaluate Einstein’s equations for small perturbations around the

homogeneous and isotropic background.

The general procedure in cosmology assumes that, as long as the inhomogeneities are relatively

small, we call them perturbations and study their evolution using linear perturbation theory, where

higher powers of small quantities are neglected.2 General relativity inevitably leads to an ambiguity

in the choice of the coordinates, considered in appendix A.1. The perturbative method is applied in

secs. 2.1 and 2.2, where respectively we define metric and energy-momentum tensor perturbations.

The resulting Einstein’s equations are presented in sec. 2.3. A step by step derivation of the

Einstein tensor can be found in appendix A.2.

All the computations in this chapter are performed using flat (κ = 0 m−2) conformal FLRW

coordinates, cf. eq. (2.3). The assumption of flatness is justified empirically for all observable

epochs in the history of the universe [12]. These do not include the inflationary epoch. Therefore,

when we present the model of inflation in chapter 3, we allow for non-flat initial conditions and

show how, independently of them, the universe becomes flat after inflation.

The gravitational growth depends on the equation of state and the streaming lengths3 of the

stuff filling the early universe [12]. Since the precise nature of the dominant components to the

energy density remains an open question, here we use a general equation of state, cf. eq. (2.72).

The background, homogeneous and isotropic universe

Before analysing perturbations, let us introduce the unperturbed background universe. An expand-

ing homogeneous and isotropic universe is described by the Friedmann-Lemâıtre-Robertson-Walker

(FLRW) metric

ds2FLRW = −dt
2
+ a2(t)dx2

κ , dx2
κ =

dr2

1 − κr2
+ r2 dΩ2 , (2.1)

where κ is a constant representing the curvature of space, κ = 0 m−2 for the flat case, and

dΩ2 = dθ2 + sin2 θdϕ2 is the unit solid angle. The parameter a(t) is the (dimensionless) scale

factor, and its relative change in time is called the Hubble parameter,

H ≡
ȧ

a
, (2.2)

2More details can be found in [13]. For generalisations to the second order see e.g. [14].
3Particle mean free paths between interactions. In addition, the growth is also affected by pressure forces.

3



Chapter 2. Dynamics of small perturbations in cosmology 4

where dots denote time derivatives. Conformal coordinates are defined via the conformal time τ ,

dτ ≡
dt

a(t)
⇒ ds2FLRW = a

2
(τ) [ −dτ2 + dx2

κ ] . (2.3)

Choosing a positive-definite cosmic time t ∈ [0,∞), the conformal time coordinate τ takes also

negative values. For κ = 0 m−2, the metric in eq. (2.3) is related to the Minkowski metric by a

conformal transformation. For classical computations we adopt the sign convention

ηµν = diag(−1, 1, 1, 1) . (2.4)

Let us denote derivatives with respect to conformal time with primes, ∂τ ≡
′, and introduce

H ≡
a′

a
, (2.5)

the conformal Hubble parameter. From eq. (2.3) we obtain relations between the Hubble parameter

and its conformal counterpart, where Q is an arbitrary physical quantity,

H = aH , H
′
= a2(H2

+ Ḣ) = aä , (2.6)

H
−1Q′ =H−1Q̇ , Q′′ = a2(HQ̇ + Q̈) . (2.7)

The so defined space-time manifold for the background universe can be conveniently sliced into

a family of space-like submanifolds Mτ of constant conformal time τ .4 In a homogeneous and

isotropic universe all physical quantities only depend on τ . Therefore, on eachMτ , unperturbed

quantities reduce to constants.

Spatial coordinates give the threading of the space-time into xi= const threads, as illustrated in

figure 2.1. At each space-time point p we find a covector nµ normal to the corresponding time slice

Mτ , and a vector tµ tangent to the thread passing through p,

nµ = ∣n∣ (1,0) , tµ = ∣t∣ (1,0) . (2.8)

They can be normalized to unit length with gµνnµnν = gµνt
µtν = −1 (see eqs. (2.33) and (2.34)).

For the unperturbed universe, computations are performed in a locally conformally flat frame,

where for any (symmetric) tensorial quantity Q we denote

Qi
= δijQj = Qi , ... , ∇

2Q ≡ ∂i∂iQ , tr Qij = tr Q
ij
≡ Qi

i . (2.9)

It is useful to distinguish the d’Alembert (box) operator with respect to the background metric

in standard and conformal FRLW coordinates. Denoting by ḡµν the background metric given by

eq. (2.1) or eq. (2.3), and ḡ ≡ det ḡµν , we obtain respectively,

◻HQ ≡ ḡ
µνDµDνQ =

1
√
−ḡ
∂µ (
√
−ḡḡµν∂νQ) = a

−3 [∂t(−a
3Q̇) + ∂i(aQ

,i
)]

= −Q̈ − 3HQ̇ + a−2∇2Q , (2.10)

◻
H
Q = a−4 [∂τ(−a

2Q′) + ∂i(a
2Q,i
)] = a−2 (−Q′′ − 2HQ′ +∇2Q) . (2.11)

Derivatives are denoted by ∂µQ = Q,µ, while DµQ = Q;µ is the covariant derivative.

4An introduction to the topic of time-foliation can be found e.g. in [15].
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Figure 2.1: Sketch of the time slicing and spatial threading of the space-time inD = 2+1 dimensions.

Components of perturbations

We now switch on spatial fluctuations on top of the constant background onMτ and assume that

any physical quantity Q(x) can be decomposed into the sum

Q(τ,x) = Q̄(τ) + δQ(τ,x) +O(δ2) (2.12)

of a homogeneous and isotropic quantity Q̄(τ), and a small (linear) perturbation δQ(τ,x). The

same procedure should be applied to the metric tensor describing the geometry of space-time,

whose zeroth order part is given by eq. (2.3). Therefore, indices are raised and lowered using the

perturbed metric. However, at linear order metric perturbations only act on background quantities

Q̄, so that for δQ we maintain the notation introduced in eqs. (2.9)–(2.11).

Within the perturbative method, the laws of physics are linearized around the background.

Subtracting the Einstein equations of general relativity at zeroth order from the ones for the full

theory we obtain the first-order equations,

δGµ
ν = 8πGδT

µ
ν , (2.13)

where G denotes the gravitational constant. This set of equations describes the evolution of

primordial perturbations towards the large-scale structures we observe today.

Scalars

The first-order decomposition of a scalar quantity A(τ,x) accordingly to eq. (2.12) gives

A(τ,x) = Ā(τ) + δA(τ,x) +O(δ2) . (2.14)

Vectors

An arbitrary 4-(co)vector Bµ = (B0,Bi) is made of a scalar temporal component B0 and of a

spatial 3-vector component on Mτ . Applying the decomposition introduced in (2.12), note that

spatial components of background quantities vanish as there is no preferred direction,

Bµ
(τ,x) = B̄µ

(τ) + δBµ
(τ,x) +O(δ2) , B̄µ

= (B̄0, 0 ) , δBµ
= (b0, δBi

) , b0 ≡ δB0 , (2.15)

and ∂iB̄
0 = 0 for all spatial directions i = 1,2,3. With respect to the flat-space metric, δBi can be

further decomposed into a curl-free and a divergence-free part,

bi ≡ δBi
= bis + b

i
v , bis = −∂

ib = −b,i , ∂ib
i
v = 0 , (2.16)

denoted as the scalar bsi (b is a scalar) and vector bvi parts of the spatial perturbations δBi [16]. In

Euclidean space, this decomposition follows from Helmoltz’s theorem [17, p.97]. All together we

have two scalars {b0, b} and one divergenceless 3-vector biv.
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Higher order tensors

For the purposes of the present treatise, it is enough to consider rank-2 tensors Cµν . Restricting

moreover to symmetric tensors Cµν = Cνµ, in four dimensions we are dealing with ten independent

components. We define

Cµν(τ,x) = C̄µν(τ)+ δCµν(τ,x)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

+O(δ2) , (2.17)

δC00 ≡ −2c0

δC0i = δCi0 ≡ −ci

δCij ≡ −2δijcD + 2γij

⎫⎪⎪⎪⎪⎪
⎬
⎪⎪⎪⎪⎪⎭

⇒ δCµν =
⎛

⎝

−2c0 −ci

−ci −2δijcD + 2γij

⎞

⎠
, (2.18)

where γij = γji is traceless, γ
i
i = 0. For the homogeneous and isotropic background it holds

C̄0i = C̄i0 = 0 , C̄ij = C̄δij , ∂iC̄ = ∂iC̄00 = 0 ∀i = 1,2,3 . (2.19)

The 3-vector ci can be decomposed as discussed above,

ci = c
s
i + c

v
i , csi = −∂ic , ∂icvi = 0 , (2.20)

while the traceless 3-tensor γij can be written in terms of scalar, 3-vector and 3-tensor parts,5

γij = γ
s
ij + γ

v
ij + γ

t
ij , (2.21)

γsij = (∂i∂j − δij∇
2
/3)γ , (2.22)

γvij = −
1

2
(∂iγj + ∂jγi) , ∂iγi = 0 , (2.23)

γt
i
i = 0 , ∂iγtij = 0 . (2.24)

To sum up, for symmetric tensors we have four scalar degrees of freedom {c0, cD, c, γ}, two 3-

vector degrees of freedom {cvi , γi} with one constraint each, and one 3-tensor degree of freedom γtij
with four constraints in total. As a crosschek, we are left with 4 + 2 × (3 − 1) + (6 − 4) = 10 free

variables. Among these only 6 are physical, i.e. non-redundant via coordinate transformations, as

we show in appendix A.1. The strange-looking minus and factor-of-two conventions in eq. (2.18)

are introduced to simplify the notation in sec. 2.1, and the gauge transformations in appendix A.1.

2.1 Flat FLRW metric perturbations

The fluctuations of the spatially flat FLRW metric in conformal coordinates can be computed with

eqs. (2.18)–(2.24). Let us introduce the notation

gµν = ḡµν + δgµν = a
2
(ηµν + hµν) , (2.25)

where ηµν is the Minkowski metric and hµν its perturbation. The dimensionless scale factor a is

normally defined as unperturbed.

Now, the identification of points in the two different space-times gµν and ḡµν is gauge-dependent,

as discussed in appendix A.1. The quantity δgµν is therefore not a tensor, neither is hµν . To find

the inverse ℓµν ≡ a2gµν − ηµν we solve

gµρgρν ≡ δ
µ
ν ⇒ ηρνℓ

µρ
= −ηµρhρν ⇒ ℓµσ = −ηµρησνhρν ≡ −h

µσ . (2.26)

5As many authors only consider scalar perturbations, the convention of e.g. [12] and others is different: δCRG

ij =
−2δijcRG

D + 2γRG

,ij , where γRG

,ij is not traceless. However, since the traceless part of γRG agrees with our γ, we find the

relations γ = γRG and cD = cRG

D − (∇2γRG)/3 among the two conventions.
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Up to linear order, the inverse metric decomposes then as

gµν = ḡµν + δgµν = a−2(ηµν − hµν) . (2.27)

To recover the scalar-vector-tensor decomposition, cf. eq. (2.18), we define6

h00 = −2h0 , (2.28)

h0i = hi0 = −hi , (2.29)

hij = 2(−δijhD + ϑij) . (2.30)

In matrix form the metric and its inverse are hence given by

gµν = a2(τ)(
−1 − 2h0 −hi
−hi (1 − 2hD)δij + 2ϑij

) , (2.31)

gµν = a−2(τ)(
−1 + 2h0 −hi
−hi (1 + 2hD)δij − 2ϑij

) . (2.32)

We can now normalize the two vectors defining the slicing and threading of space-time (cf.

eq. (2.8)). Recalling that nµ is normal to the slices of constant conformal time τ , while tµ is

tangent to the threads of constant spatial directions xi, we find

nµ = a−1(−1 + h0, hi) , nµ = a (1 + h0,0) , (2.33)

tµ = a−1(1 − h0,0) , tµ = a (−1 − h0,−hi) . (2.34)

The normal and thread vectors differ by the shift vector hi, while h0 gives the proper time sepa-

ration between the slices, taken along the thread.

The 0i and ij-components of the metric can be further decomposed, cf. eqs. (2.20)–(2.24),

hi = −∂ih + h
v
i , ∂ihvi = 0 , (2.35)

ϑij = ϑ
s
ij + ϑ

v
ij + ϑ

t
ij , ϑsij = (∂i∂j − δij∇

2
/3)ϑ , (2.36)

ϑvij = −
1

2
(∂iϑj + ∂jϑi) , ∂iϑi = 0 , (2.37)

ϑt
i

i = 0 , ∂iϑtij = 0 . (2.38)

Under small coordinate transformations x̃µ = xµ + ξµ they transform as derived in appendix A.1.

The background values can be found by rescaling the zeroth-order components of eq. (2.31): C̄00 =

(−a2)/a2 = −1 , C̄ = (a2)/a2 = 1 and C̄ ′00 = −2a
′/a , C̄ ′ = 2a′/a. We obtain

h̃0 = h0 − ξ
0′
−
a′

a
ξ0 , (2.39)

h̃i = hi + ξ
′
i − ∂iξ

0 (A.7)

Ô⇒ h̃ = h + ξ′ + ξ0 , (2.40)

h̃vi = h
v
i + ξ

v′
i , (2.41)

h̃D = hD −
1

3
∇

2ξ +
a′

a
ξ0 , (2.42)

ϑ̃ij = ϑij −
1

2
(∂iξj + ∂jξi) −

1

3
∇

2ξ Ô⇒ ϑ̃ = ϑ + ξ , (2.43)

ϑ̃i = ϑi + ξ
v
i , (2.44)

ϑ̃tij = ϑ
t
ij . (2.45)

6Another notation frequently used in the literature, see e.g. [18, p.224], is h00 = −2A, h0i = hi0 = −Bi and

hij = 2(−Dδij +Eij), or variations thereof.
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Newtonian gauge

An intuitive gauge choice is the one where the perturbed metric can be described by an almost di-

agonal matrix. The conformal Newtonian gauge satisfies this requirement for scalar perturbations,

imposing the two gauge conditions

hN
= ϑN

= 0 . (2.46)

We consider the gauge transformation from an arbitrary gauge to the Newtonian gauge. From

eq. (2.40) and eq. (2.43) we get

ξ = −ϑ , ξ0 = ϑ′ − h . (2.47)

The remaining scalar quantities transform to

ϕ ≡ hN

0 = h0 − (ϑ
′
− h)′ −

a′

a
(ϑ′ − h) = h0 +

1

a
[(h − ϑ′)a]

′
, (2.48)

ψ ≡ hN

D = hD +
1

3
∇

2ϑ +
a′

a
(ϑ′ − h) , (2.49)

and define two gauge invariant quantities, known as the Bardeen potentials [16]. Gauge invariance

can be proven by using the relation ϑ̃′ − h̃ = ϑ′ − h − ξ0, yielding

ϕ̃ = h0 − ξ
0′
−
a′

a
ξ0 +

1

a
[(h + ξ0 − ϑ′)a]

′
= ϕ − ξ0′ −

a′

a
ξ0 +

1

a
(ξ0a)

′
= ϕ , (2.50)

ψ̃ = hD −
1

3
∇

2ξ +
a′

a
ξ0 +

1

3
∇

2ϑ +
1

3
∇

2ξ +
a′

a
(ϑ′ − h − ξ0) = ψ . (2.51)

The remaining two gauge conditions can be imposed e.g. as

ξvi = −ϑi , ∂iξvi = −∂
iϑi = 0 ⇒ ϑN

i = 0 , hN

i ∣v = h
v
i − ϑ

′
i , (2.52)

so that in this gauge the scalar, vector and tensor parts of the metric perturbations decouple,

hN

µν ∣s = −2(
ϕ 0

0 ψδij
) , hN

µν ∣v = (
0 −hN

i ∣v

−hN

i ∣v 0
) , hN

µν ∣t = 2(
0 0

0 ϑtij
) . (2.53)

In the remainder of this section we work in the Newtonian gauge and denote

gµν ≡ g
N

µν = a
2
(
−(1 + 2ϕ) −hi
−hi (1 − 2ψ)δij + 2ϑij

) , ∂ihi = 0 , ϑi
i
= 0 , ∂iϑij = 0 . (2.54)

In order to evaluate the left-hand side of Einstein’s equations, (2.13), we compute the curvature

perturbations corresponding to eq. (2.54).

Space-time curvature perturbations

The results presented in this section are derived in appendix A.2. Here we briefly go through all

steps that lead to the Einstein tensor Gµ
ν . The first step is the computation of the Christoffel

symbols at zeroth and first order,

Γρ
µν =

1

2
gρσ(gσµ,ν + gσν,µ − gµν,σ) . (2.55)

The resulting non-zero components of the Ricci tensor,

Rµν = R
α
µαν = Γ

α
µν,α − Γ

α
µα,ν + Γ

β
µνΓ

α
βα − Γ

β
µαΓ

α
βν , (2.56)
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are to zeroth order

R̄00 = −3H
′

⇒ R̄0
0 = 3a

−2
H
′ , (2.57)

R̄ij = (H
′
+ 2H2

)δij ⇒ R̄i
j = a

−2
(H
′
+ 2H2

)δij . (2.58)

For the perturbed Ricci tensor one obtains the components

δR00 = 3ψ
′′
+∇

2ϕ + 3H(ϕ′ + ψ′) , (2.59)

δR0i = 2ψ
′
,i + 2Hϕ,i +

1

2
∇

2hi − (H
′
+ 2H2

)hi , (2.60)

δRij = [◻ψ −H(ϕ
′
+ 5ψ′) − 2(H′ + 2H2

)(ϕ + ψ)] δij

+ (ψ − ϕ),ij +
1

2
(hi,j + hj,i)

′
+H(hi,j + hj,i) (2.61)

+ ϑ′′ij −∇
2ϑij + 2Hϑ

′
ij + 2(H

′
+ 2H2

)ϑij .

Raising one index requires the use of the perturbed metric, δRi
j = ḡ

iµ δRµj + δg
iµ R̄µj . The Ricci

scalar R ≡ Rµ
µ is then

R̄ = 6a−2(H′ +H2
) = 6

a′′

a3
, (2.62)

δR = 2a−2 [−3ψ′′ +∇2
(2ψ − ϕ) − 3H(ϕ′ + 3ψ′) − 6(H′ +H2

)ϕ] , (2.63)

and we can compute the Einstein tensor,

Gµ
ν = R

µ
ν −

1

2
δµνR . (2.64)

On the left-hand side of the unperturbed Einstein equations we thus have

Ḡ0
0 = −3a

−2
H

2 , Ḡi
0 = Ḡ

0
i = 0 , Ḡi

j = −a
−2
(2H′ +H2

)δij , (2.65)

while at first order the components of the Einstein tensor are

δG0
0 = 2a

−2 [−∇
2ψ + 3H(ψ′ +Hϕ)] , (2.66)

δGi
0 = a

−2
[2(ψ′ +Hϕ),i +∇2hi/2 + 2(H′ −H2

)hi] , (2.67)

δG0
i = −a

−2
[2(ψ′ +Hϕ),i +∇

2hi/2] , (2.68)

δGi
j = a

−2 [2ψ′′ −∇2
(ψ − ϕ) + 2H(ϕ′ + 2ψ′) + 2(2H′ +H2

)ϕ] δij

+ a−2 [(ψ − ϕ),i,j +
1

2
(hi,j + h

,i
j )
′
+H(hi,j + h

,i
j ) − ◻Hϑ

i
j + 2Hϑ

i′

j] . (2.69)

We now have all ingredients to evaluate the left-hand side of the Einstein equations and move

further to compute the right-hand side.

2.2 Energy-momentum tensor perturbations

Let us work again in an arbitrary gauge. Being a symmetric rank-2 tensor, the energy-momentum

tensor Tµ
ν follows eqs. (2.18)–(2.24). Therefore we write

Tµ
ν = T̄

µ
ν + δT

µ
ν , (2.70)

and recall that such a tensor has ten degrees of freedom in the perturbations, six of which are

physical, while four are gauge degrees of freedom. Before proceeding in their 4 + 4 + 2 scalar-

vector-tensor decomposition (2 + 2 + 2 physical), we decompose the energy-momentum tensor in a
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perfect-fluid, and a non-perfect-fluid part.7 The background tensor takes the perfect-fluid form

T̄µν
= (ē + p̄) ūµūν + p̄ ḡµν , T̄µ

ν = (ē + p̄) ū
µūν + p̄ δ

µ
ν , (2.71)

where e is the energy density and p the pressure of the fluid. Their background values are related

to each other by the equation of state

p̄ = p̄(ē) , c2s ≡
∂p̄

∂ē
. (2.72)

The 4-velocity of the medium is denoted by uµ. We assume the fluid to be at rest ūi = 0, such that

the velocity is defined by

uµ = ūµ + δuµ , ūµ = (
dτ

dt
,0) = a−1(1,0) , ūµ = a(−1,0) , (2.73)

while the physical velocity is vi = v
i ≡ aui = aδui . For the components of the covector δuν we find

δu0 = δg0µū
µ
+ ḡ0µδu

µ
= −2ah0 − a

2δu0 , (2.74)

δui = δgiµū
µ
+ ḡiµδu

µ
= −ahi + a

2δijδu
i
= a (−hi + vi) . (2.75)

The value of δu0 is inferred by imposing uµu
µ = −1,

uµu
µ
= −1 + a−1(−2ah0 − a

2δu0) − aδu0 ⇒ δu0 = −a−1h0 (2.76)

⇒ uµ = a−1(1 − h0, v
i
) , uµ = a(−1 − h0, vi − hi) . (2.77)

At linear order the perfect fluid (pf) part of the energy-momentum tensor is thus

Tµ
ν ∣pf = T̄

µ
ν + (δe + δp)(−δ

µ
0 δ

0
ν) + (ē + p̄) (

1

a
δµ0 δuν − aδ

0
ν δu

µ
) + δp δµν (2.78)

= (
−ē 0

0 p̄ δij
) + (

−δe (ē + p̄)(vi − hi)

−(ē + p̄) vi δp δij
) . (2.79)

Looking at eq. (2.79), one could be worried about T 0
i ≠ T

i
0. However, raising and lowering the

indices, we find that the energy-momentum tensor is indeed symmetric, T 0i = T i0 and T0i = Ti0 .

The remaining five non-pf degrees of freedom are encoded in the anisotropic stress tensor Πi
j ,

δT i
j ∣tot = p̄(

δp

p̄
δij +Π

i
j) . (2.80)

Since Πi
j is traceless, the separation into δp and Πi

j is unique. Let us remark that δp does not

agree with the thermodynamic pressure perturbation, but it rather includes corrections involving

velocity gradients as well. We decompose the perturbation δTµ
ν in scalar, vector and tensor parts

as in eqs. (2.20)–(2.24),

vi = v
s
i + v

v
i , vsi = −∂iv , ∂ivvi = 0 , (2.81)

Πij = Π
s
ij +Π

v
ij +Π

t
ij , Πs

ij = (∂i∂j − δij∇
2
/3)Π , (2.82)

Πv
ij = −

1

2
(∂iΠj + ∂jΠi) , ∂iΠi = 0 , (2.83)

δijΠt
ij = 0 , ∂iΠt

ij = 0 . (2.84)

7For a detailed derivation of the energy-momentum tensor of free particles in curved space-time see [12, p. 133].
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In order to construct gauge-invariant counterparts for the variables δe, δp, v and Π, in anal-

ogy with ϕ and ψ for the metric perturbations, we investigate how these transform under gauge

transformations. Being e and p four-scalars, they obey eq. (A.3),

δẽ = δe − ē′ξ0 , δp̃ = δp − p̄′ξ0 . (2.85)

Under coordinate transformations, the four-velocity uµ behaves as described in eq. (A.5),

δũ0 = δu0 − ū0′ξ0 + ξ0′ū0 = δu0 +
1

a
(Hξ0 + ξ0′) , (2.86)

δũi = δui + ū0ξi′ = δui +
1

a
ξi′ ⇒ ṽ

(A.7)
=

(2.81)
v + ξ′ . (2.87)

Since at zeroth order there is no anisotropic stress Πij , the latter transforms trivially. A gauge-

invariant formulation could be obtained by fixing these quantities in the Newtonian gauge with

ξ0 = ϑ′ − h and ξ = −ϑ, cf. eq. (2.47).8 However, the resulting energy-momentum tensor in the

Newtonian gauge does not simplify, suggesting the existence a smarter gauge choice for the right-

hand side of the Einstein equations. Knowing the relation between the gauges explicitly, we can

use them to define new gauge-invariant variables and simplify the Einstein equations.

Comoving gauge

The slicing introduced below eq. (2.7) is said to be comoving, if it is orthogonal to the fluid

4-velocity,9

nµ
(2.33)
= a−1(1 − h0, h

i
)

!
= uµ

(2.77)
= a−1(1 − h0, v

i
) . (2.88)

A comoving slicing does therefore not necessarily exist in general. However, for scalar perturbations

vis = −v,i and h
i
s = −h,i, it always exists, as one can always impose

comoving slicing ⇔ v = h . (2.89)

using the gauge transformations (2.87) and (2.40). Eq. (2.89) is obtained by choosing

ξ0 = v − h . (2.90)

This does not yet define a (scalar) gauge, as ξ is still arbitrary, i.e. the threading is left unspecified.

The threading is said to be comoving, if the threads are world lines of comoving observers,

tµ
(2.34)
= a−1(1 − h0,0)

!
= uµ

(2.77)
= a−1(1 − h0, v

i
) . (2.91)

For scalar perturbations this means

comoving threading ⇔ v = 0 . (2.92)

According to eq. (2.87), we get to comoving threading by the gauge transformation

ξ′ = −v . (2.93)

This condition does not fully specify the threading, as one remains free to act with time-independent

transformations x̃i = xi − ξ,i, cf. eqs. (A.1) and (A.7).

8What justifies the expression gauge invariant is that we have given expressions for the Newtonian gauge quanti-

ties in terms of the corresponding quantities in an arbitrary gauge, and that the Newtonian gauge conditions fix the

gauge uniquely. This is not true for all so-called gauges, see e.g. the synchronous gauge condition h0 = h = 0 [19].
9Or, when Tµν is not a fluid, if nµTµν is parallel to nν .
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The comoving gauge is defined by requiring both comoving slicing and comoving threading, such

that the threading is orthogonal to the slicing,

tµ = nµ = uµ ⇔ vc
= hc
= 0 . (2.94)

In order to transform from arbitrary to comoving gauge, one uses both eqs. (2.90) and (2.93). We

relate the comoving and the Newtonian gauges by applying eq. (2.47),

ϕ = hc

0 −Hϑ
c′
− ϑc′′ hc

0 = ϕ − v
N′
−HvN (2.95)

ψ = hc

D +
1

3
∇

2ϑc
+Hϑc′ hc

D +
1

3
∇

2ϑc
= ψ +HvN

≡ −R (2.96)

vN
= −ϑc′ ϑc′

= −vN (2.97)

δeN = δec − ē′ϑc′ δec = δeN − ē′vN (2.98)

δpN
= δpc

− p̄′ϑc′ δpc
= δpN

− p̄′vN . (2.99)

The variable R introduced in eq. (2.96) gives the trace of the three-dimensional metric in the

comoving gauge. It thus describes the curvature of space-like hypersurfaces in this gauge, so that

it is often called the curvature perturbation. Its form in an arbitrary gauge is

R ≡ − [hD +
1

3
∇

2ϑ +H(v − h)] , R̃ =R +
1

3
∇

2ξ −Hξ0 −
1

3
∇

2ξ −H(−ξ0) =R . (2.100)

For later purposes, it is also useful to define a further gauge-invariant variable,

∆ ≡
δec

ē
=
δe

ē
−
ē′

ē
(v − h) , ∆̃ =

δe

ē
−
ē′

ē
ξ0 −

ē′

ē
(v − h − ξ0) =∆ . (2.101)

Continuity equations

From the Einstein equations given in eq. (2.13) one can derive the continuity equations

Tµ
ν;µ = T

µ
ν,µ + Γ

µ
αµT

α
ν − Γ

α
νµT

µ
α = 0 , (2.102)

for the energy-momentum tensor. Sometimes they suitably replace some of the Einstein equations.

For the background, eqs. (2.102), (2.79) and (A.51) yield

T̄µ
0;µ = T̄

0′

0 + 4H T̄
0
0 −H T̄

0
0 −Hδ

i
j T̄

j
i = 0 ⇔ ē′ = −3H(ē + p̄) . (2.103)

At first order, eq. (2.102) becomes

δTµ
ν,µ + δΓ

µ
αµ T̄

α
ν +Γ̄

µ
αµδT

α
ν − δΓ

α
νµ T̄

µ
α −Γ̄

α
νµδT

µ
α = 0 . (2.104)

Restricting to scalar perturbations, we evaluate eq. (2.104) in the Newtonian gauge, in order to

make contact with the results of chapter 2.3, obtaining

ν = 0 ∶ δeN′ + 3H(δeN + δpN
) − (ē + p̄)(∇2vN

+ 3ψ′) = 0 , (2.105)

ν = i ∶ −δpN
+ (ē + p̄)(4HvN

− ϕ) + [(ē + p̄)vN
]
′
−
2

3
p̄ ∇2Π = 0 . (2.106)

2.3 Einstein’s equations

In this section we collect together the results of secs. 2.1 and 2.2, to obtain the Einstein equations

Gµ
ν = 8πGT

µ
ν , (2.107)

in the Newtonian gauge. For an overview, the variety of symbols encountered so far is summed up

in table 2.1.
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δgµν δTµ
ν

gauge arbitrary N c arbitrary c dof

scalar h0, h, hD, ϑ ϕ,ψ R δe, δp, v,Π ∆ 2

vector hvi , ϑi hi - vvi ,Πi - 2

tensor ϑtij ϑij - Πt
ij - 2

Table 2.1: Overview of metric and energy-momentum perturbations in their different components,

and variables in Newtonian (N) or comoving (c) gauges. The number of real degrees of freedom

(dof) is listed in the last column. The curvature perturbation R is listed separately, as it describes

scalar metric perturbations using the notion of the fluid velocity v.

Zeroth order

For the homogeneous and isotropic universe, the 0i and i0-components of

Ḡµ
ν = 8πG T̄µ

ν (2.108)

vanish, so that we are left with two identities, for the 00 and ij-component respectively,

3a−2H2
= 8πGē , (2.109)

−a−2(2H′ +H2
)δij = 8πGp̄ δ

i
j . (2.110)

Inserting eq. (2.109) in eq. (2.110) we obtain

H
2
=
8πG

3
ēa2 , (2.111)

H
′
= −

4πG

3
(ē + 3p̄)a2 . (2.112)

Note that eq. (2.112) follows from differentiating eq. (2.111) with respect to conformal time and

using the continuity equation (2.103). Therefore, only two of the three equations are independent.

To describe the evolution of the background we choose

H
2
=
8πG

3
ēa2 ,

ē′ = −3H(ē + p̄) .

(2.113)

(2.114)

As the energy density ē and the pressure p̄ are related by the equation of state (cf. eq. (2.72)), we

are dealing with two equations for two unknown variables: a and ē. From eq. (2.6) we learn that if

the expansion of the universe is decelerated, ä < 0, then H′ < 0. By eq. (2.112), the energy density

and the pressure must then satisfy ē + 3p̄ > 0. On the other hand, an accelerated expansion ä > 0,

as postulated by inflation, implies H′ > 0 and therefore ē + 3p̄ < 0.

The equation of state takes a simple form in most cosmological applications, so that eqs. (2.113)

and (2.114) are immediately solved,

p̄ = wē ⇒ ē ∼ a−3(1+w) . (2.115)

For radiation, non-relativistic matter and vacuum energy one sets respectively w ∈ {1/3,0,−1}.

First order

We evaluate here the different components of

δGµ
ν = 8πGδT

µ
ν (2.116)

for scalar, vector and tensor perturbations in the Newtonian gauge.
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Scalar perturbations

The scalar parts of the 00 and 0i-components of eq. (2.116) yield the coupled equations

∇
2ψ − 3H(ψ′ +Hϕ) = 4πGa2δe , (2.117)

(ψ′ +Hϕ),i = −4πGa
2
(ē + p̄)vi

(2.81)

Ô⇒ ψ′ +Hϕ = 4πGa2(ē + p̄)v , (2.118)

that combined give the constraint equation

∇
2ψ = 4πGa2 [δe + 3H(ē + p̄)v]

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=ē∆

⇔ ∇
2ψ = 4πGa2ē∆ , (2.119)

where we used the continuity equation (2.103) for the background, to identify the gauge invariant

quantity ∆, cf. eq. (2.101). An integration constant would in principle enter eq. (2.118). We omit

it considering that it would correspond to a background contribution. Remarkably eq. (2.119)

reproduces the equation of Newtonian gravity. For the physical interpretation one should however

keep in mind that the left-hand side represents the metric perturbation in the Newtonian gauge,

while the right-hand side is the density perturbation in the comoving gauge. Moreover the definition

of the Newtonian potential is ambiguous, as given by ϕ or ψ.

The ij-components of eq. (2.116) yield a constraint and an evolution equation for the traceless

and trace part respectively,

(∂i∂j −
1

3
δij∇

2
) (ψ − ϕ) = 8πGa2p̄(∂i∂j −

1

3
δij∇

2
)Π , (2.120)

ψ′′ +H(2ψ′ + ϕ′) + (2H′ +H2
)ϕ +

1

3
∇

2
(ϕ − ψ) = 4πGa2δp . (2.121)

Integrating10 eq. (2.120) and using eq. (2.110), these can be simplified into

ψ − ϕ = 8πGa2p̄ Π ,

ψ′′ +H(2ψ′ + ϕ′) = 4πGa2 [2p̄(ϕ +
1

3
∇

2Π) + δp] .

(2.122)

(2.123)

The continuity equations (2.105) and (2.106) follow from combinations of these four constraint and

evolution equations. If there is no anisotropic stress, Π = 0, the Bardeen potentials coincide, ϕ = ψ,

and the ambiguity of the Newtonian potential is lifted.

There are various ways to turn the coupled system of equations presented above into a sin-

gle differential equation. Conceptually attractive may be to find a wave equation for a metric

perturbation, sourced by energy-momentum perturbations on the right-hand side. Here we briefly

demonstrate how this can be done, commenting afterwards on why the result is, however, of limited

value in the inflationary context (introduced in chapter 3).

To proceed we eliminate the variable (ē + p̄) v by making use of eqs. (2.118) and (2.119). Sub-

stituting 8πGa2p̄ = −H2 − 2H′ in eq. (2.122), one can solve for ϕ,

ϕ = ψ + (H2
+ 2H′)Π (2.124)

⇒ ϕ′ = ψ′ + (H2
+ 2H′)Π′ + 2(HH′ +H′′)Π . (2.125)

10For this define D ≡ ψ−ϕ−8πGa2p̄ Π. Going over to Fourier space, we find that (kikj −k2δij/3)Dk = 0, implying

Dk = 0 for all k ≠ 0.
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In the remaining terms, we substitute 4πGa2 = 3H2/(2ē), whereby the system becomes

∇
2ψ − 3Hψ′ − 3H2ψ =

3H2δe

2ē
+ 3H2

(H
2
+ 2H′)Π , (2.126)

ψ′′ + 3Hψ′ + (H2
+ 2H′)ψ =

3H2δp

2ē
− (H

2
+ 2H′)(

∇2Π

3
+HΠ′)

− [2H(HH′ +H′′) + (H2
+ 2H′)2] Π . (2.127)

Finally we take a linear combination of eqs. (2.126) and (2.127). A particularly illustrative one is

obtained by multiplying eq. (2.126) with −c2s, yielding

[∂2τ − c
2
s∇

2
+ 3H(1 + c2s)∂τ + 3H

2
(c2s −

p̄

ē
)] ψ

=
3H2

2

δp − c2sδe

ē
+
H2p̄

ē
[∇

2
+ 3H∂τ + 9H

2
(
2

3
−
c2s ē

p̄
−
p̄

ē
)] Π , (2.128)

where we made use of the background identities

H
′
= −
H2

2
(1 +

3p̄

ē
) , H

′′
=
H3

2
(1 −

3p̄

ē
+ 9c2s +

9c2sp̄

ē
) . (2.129)

A nice feature of eq. (2.128) is that in the absence of anisotropic stress, i.e. for Π = 0, the right-

hand side is simple, and the combination δp− c2sδe is gauge invariant (it is proportional to what is

known as the entropy perturbation). Furthermore, in the absence of any source, the wave equation

(2.128) describes damped oscillations. That said, eq. (2.128) is useful only in the case that δp,

δe and Π are independent of metric perturbations. The wave equation takes a different form if

they are expressed in terms of some microscopic degrees of freedom, like the inflaton field, so that

derivatives, and therefore metric perturbations, appear in δTµ
ν , cf. sec. 3.2.

Vector perturbations

The vector parts of the 0i and i0 components, cf. eqs. (A.66) and (A.67), yield the (after using

eqs. (2.111) and (2.112)) equivalent equations

−
1

2
∇

2hi = 8πGa
2
(ē + p̄)(vvi − hi) ,

1

2
∇

2hi + 2(H
′
−H

2
)hi = −8πGa

2
(ē + p̄)vvi . (2.130)

The time evolution of vector perturbations is given by the ij-components of the Einstein equations,

cf. eq. (A.68),

[a2(hi,j + hj,i)]
′
= −8πGa4p̄ (Πi,j +Πj,i) . (2.131)

If the right-hand side is zero, eq. (2.131) implies a fast decay,

Πi,j +Πj,i = 0 ⇒ hi,j + hj,i ∼
1

a2
, (2.132)

i.e., in the absence of anisotropic stress vector perturbations can be neglected.

Tensor perturbations

The tensor part of the ij-components is, cf. eq. (A.68),

ϑ′′ij + 2Hϑ
′
ij −∇

2ϑij = 8πGa
2p̄ Πt

ij . (2.133)

The differential operator on the left-hand side is nothing but the wave operator for FLRW coor-

dinates, cf. eq. (2.10). Therefore, if Πt
ij = 0 eq. (2.133) describes source-less gravitational waves

propagating through the expanding universe, ◻
H
ϑij = 0.



Chapter 3

Origin of primordial perturbations from vacuum

fluctuations

From the results of chapter 2 we learn that:

∗ scalar perturbations couple to density perturbations, cf. eq. (2.128),

∗ vector perturbations decay rapidly in time, cf. eq. (2.131),

∗ tensor perturbations describe gravitational waves, cf. eq. (2.133).

Primordial scalar perturbations are therefore the seeds of structure in the universe, while tensor

perturbations are important messengers from the very early times, as pointed out already in [20].

Gravitational wave detectors capable of measuring a background signal from cosmological sources

are now under construction [21]. Until they become operative, the earliest probe of the universe

available today comes from the CMB, at tdec, where we observe relative scalar perturbations of

the order of O(δT /T̄ ) ∼ 10−5 [11].

The observation of δT /T̄ has some important conceptual consequences. In particular, it is not

clear where these perturbations originate from, and why they are so small.11 To elucidate the

latter issue, let us recall the discussion about eq. (2.112). If the universe is radiation (p > 0)

or matter (p = 0) dominated, then its expansion is decelerated. Assuming that this is the case

already before tdec, the size of the visible universe at tdec consists of ∼ 103 causally disconnected

regions [12, p.282]. How is it possible that the temperature is so homogeneously distributed over

far apart regions, that could have not equilibrated in the past?

The high homogeneity and isotropy observed in the CMB can be explained by an earlier period

of accelerated expansion, which is commonly called inflation. At the same time, inflation also offers

for an interpretation of primordial perturbations, in terms of quantum fluctuations originated in

the past. We sketch this argument with the help of fig. 3.1.

Quantum fluctuations are produced at all scales, but at very early times their physical frequency,

k/a on the light-cone, is enhanced by the smallness of the scale factor a → 0. If the universe

expands exponentially, the expansion rate, H, remains constant, while k/a decreases, meaning

that the corresponding wavelengths get stretched rapidly. When the frequency reaches the order

of magnitude of the expansion rate, k/a ∼ H, the evolution of the fluctuations is not determined

any more by microscopic quantum interactions, but by classical long-distance effects. We say that

perturbations exit the horizon.

Inflation is introduced in sec. 3.1, while sec. 3.2 illustrates the generation and evolution of

11The standard Big Bang scenario leads also other unnatural observations, see e.g. [25]. Here we discuss only the

so-called horizon problem.

16
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Figure 3.1: Dependence of the physical momentum k/a and the Hubble parameter H on time.

During inflation the universe expands fast compared with time scales of physical processes.

vacuum scalar fluctuations during inflation. A similar analysis is performed in sec. 3.3 for tensor

fluctuations. Finally, in sec. 3.4 we address the question of how inflationary predictions can be

tested experimentally.

3.1 Cosmological inflation

The simplest dynamical models of inflation involve a single scalar field φ as the order parameter

for the evolution of the inflationary energy in time. In the last two decades, a bunch of different

inflationary models [22] have been sprouting in the effort of improving on the first idea [23]. The

present section should provide a brief summary of the simple chaotic inflation example [24].12

With the aim of showing that inflation implies a flat (κ ≈ 0m−2) universe, we use conformal

FLRW coordinates (τ, r, θ, ϕ) with generic curvature κ (cf. eq. (2.3)). Some equations are however

transformed in standard FLRW coordinates (t, r, θ, ϕ) (cf. eq. (2.1)) to facilitate their discussion.

Relations among the standard and conformal frameworks can be found in eqs. (2.6) and (2.7). The

unperturbed Einstein tensor for generic κ is derived in appendix A.2.

Essential dynamics

Consider a background (spatially homogenous and isotropic) scalar field φ(τ,x) = φ̄(τ), with self-

interaction potential V (φ), as the matter source for the universe. The minimally coupled13 theory

of general relativity is described by the action [6]

S =
1

16πG
∫ d4x

√
−gR − ∫ d4x

√
−g [

1

2
φ,µφ

,µ
+ V (φ) ] . (3.1)

12For more details we recommend [25].
13Models where the inflaton couples to gravity also via a non-minimal term in the Lagrangian have been considered

(see [26] for a literature review). However this is forbidden if the theory is shift-symmetric under φ → φ + c with

c ∈ R, cf. chapter 5.
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Varying the action by the metric we obtain the unperturbed Einstein equations Ḡµ
ν = 8πGT̄

µ
ν , while

varying it with respect to the field φ one gets the scalar field equations

(
√
−gφ,µ

),µ =
√
−g Vφ , Vφ ≡

∂V

∂φ
. (3.2)

For the background FLRW expanding universe spatial derivatives vanish, and with the metric

determinant −ḡ(τ) = [a2(τ)]4 or −ḡ(t) = [a2(t)]3 one finds

ḡττ
√
−ḡ = −a2

r2 sin θ
√
1 − κr2

⇒ (ḡττ
√
−ḡ)′ = −2a−2H

√
−ḡ , (3.3)

ḡtt
√
−ḡ = −a3

r2 sin θ
√
1 − κr2

⇒ (ḡtt
√
−ḡ)⋅ = −3H

√
−ḡ . (3.4)

The evolution equation for φ̄ that follows from eq. (3.2) is therefore independent of κ,

φ̄′′ + 2Hφ̄′ + a2Vφ(φ̄) = 0
τ↔t
⇐⇒ ¨̄φ + 3H ˙̄φ + Vφ(φ̄) = 0 . (3.5)

The energy-momentum tensor,

Tµ
ν = −δ

µ
ν (

1

2
φ,ρφ

,ρ
+ V ) + φ,µφ,ν , (3.6)

is diagonal at zeroth order. Comparing with the unperturbed energy-momentum tensor of a perfect

fluid in eq. (2.78), the unperturbed energy density and pressure are

ē = −T̄ 0
0 ⇒ ē =

(φ̄′)2

2a2
+ V (φ̄) =

˙̄φ2

2
+ V (φ̄) , (3.7)

p̄ δij = T̄
i
j ⇒ p̄ =

(φ̄′)2

2a2
− V (φ̄) =

˙̄φ2

2
− V (φ̄) . (3.8)

Inserting eq. (3.7) in the zeroth order ττ -component of the Einstein equations14 one obtains

H
2
+ κ =

8πG

3
[
(φ̄′)2

2
+ a2V (φ̄)]

τ↔t
⇐⇒ H2

+
κ

a2
=
8πG

3
[
˙̄φ2

2
+ V (φ̄)] . (3.9)

The continuity condition (2.114) yields precisely the same equation as (3.5). Taking the derivative

with respect to τ or t in (3.9) and using eq. (3.5) yields a κ-independent evolution equation,

H
′
= −

8πG

3
[(φ̄′)2 − a2V (φ̄)]

τ↔t
⇐⇒ Ḣ +H2

= −
8πG

3
[ ˙̄φ2
− V (φ̄)] . (3.10)

The latter corresponds to eq. (2.112), from which we recall that an accelerated expansion implies

a negative pressure. In this case the potential energy must dominate over the kinetic energy,

ä

a

(3.10)
= −

8πG

3
[ ˙̄φ2
− V (φ̄)] > 0 ⇒ ˙̄φ2

≪ V (φ̄) . (3.11)

The evolution of φ̄ is then strongly damped by the Hubble expansion term 3H ˙̄φ in eq. (3.5). With

eq. (3.11), and omitting κ/a2 for a moment, eq. (3.9) approximates to

H ≡
ȧ(t)

a(t)
≈

√
8πGV

3
≈ const ⇒ a(t) = a(0)eHt . (3.12)

Therefore, during inflation the radius a(t) of the universe grows exponentially with time. As a

consequence, the factor κ/a2 in eq. (3.9), whatever value it took before inflation, gets exponentially

14For the corresponding Einstein tensor see eq. (A.39).
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suppressed. If the inflationary period lasts long enough, eventually its curvature becomes negligible:

the universe is stretched out to a flat spatial geometry.

With respect to conformal time we find

da

dτ
≈ const ⋅ a2 , const =H ⇒ a(τ) ≈

1
1

a(τ=0)
−Hτ

. (3.13)

Choosing a(τ = 0)−1 = 0, the conformal time coordinate τ runs from −∞ to 0, assuring that

eq. (3.13) is always positive.

It can be shown [24] that, for any initial value φ̄(0) ≠ 0 far from the minimum of the potential,

and for any ˙̄φ(0), the solution φ̄(t) of the eq. (3.9) enters a highly damped slow-roll regime,

∣ ¨̄φ∣≪ ∣3H ˙̄φ∣ ≈ ∣Vφ∣ . (3.14)

With eq. (3.14) and H ≈ const. the non-linear system of equations (3.5) and (3.9) simplifies to a

linear one. The slow-roll rate is often parametrized by the slow-roll functions,

ϵV ≡
1

16πG
(
Vφ

V
)

2

≪ 1 , ηV ≡
1

8πG

Vφφ

V
≪ 1 . (3.15)

Inflation has thus an attractor property: it erases the memory of the initial conditions. The end

of the inflationary period occurs when the slow-roll conditions (3.15) are violated, ϵV , ηV ∼ 1, such

that the approximation in eq. (3.12) breaks down.

Similarly as for the curvature argument, one can assume a non-homogeneous initial state at the

beginning of inflation, such that at tstart different regions are characterized by a different constant

value of φ̄. If inflation lasts long enough, the inflaton field reaches its minimum φ̄ = 0 in every

region, and the state at the end of inflation is a homogeneously defined vacuum, with respect to

the inflaton field.

The duration of the exponential expansion is parametrized by the number of e-folds

dN(t) ≡ d ln
a(tend)

a(t)
, (3.16)

that gives the total logarithmic expansion accrued during inflation,

Ntot = ∫

tend

tstart
dtH = ∫

φ̄end

φ̄start

dφ̄
H
˙̄φ
≈ −3∫

φ̄end

φ̄start

dφ̄
H2

Vφ
≈ −

8π

m2
pl

∫

φ̄end

φ̄start

dφ̄
V

Vφ
. (3.17)

To guarantee that the modes, which have re-entered the horizon just recently, were causally con-

nected before inflation, it is customary to require that the inflationary period extended for at least

N ≳ 60 e-folds [12, p.288].

The free massive scalar example

We study an example by considering the simple potential V (φ) = 1
2
m2φ2. The slow-roll conditions

take the form

ϵV = 2ηV =
m2

pl

6πφ̄2
⇒ φ̄≫

mpl
√
6π

. (3.18)

For this special choice, the mass m of the inflaton field does not enter eq. (3.18). The fact that

φ̄ is of the order of magnitude of the Planck mass mpl doesn’t involve quantum gravity effects,
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Figure 3.2: Time dependence of the inflaton field (left) and the free massive scalar potential (right).

provided that the physical energy scale satisfies
√
mφ̄≪mpl. The equations (3.9) in the slow-roll

approximation become

H ≈

√
4π

3

mφ̄

mpl

, (3.19)

3H ˙̄φ ≈ −m2φ̄ . (3.20)

Dividing eq. (3.19) by eq. (3.20), one can solve a simple differential equation for φ̄,

3 ˙̄φ ≈ −

√
3

4π
mplm ⇒ φ̄(t) = φ̄start −

mplm
√
12π

t, tstart < t < tend . (3.21)

The time tend is given by φ̄end∼mpl/
√
6π. The logarithmic duration of the accelerated expansion,

Ntot
(3.17)

≈ −
4π

m2
pl

∫

φ̄end

φ̄start

φ̄dφ̄ =
2π

m2
pl

[φ̄2
start − φ̄

2
end
] ≳ 60 , (3.22)

can bound the initial field value from below, φ̄start ≳ 5mpl.

At φ̄ approaches the minimum of V , the kinetic term is no longer suppressed by the potential,

and H starts evolving in time. As a result, the dynamics becomes non-linear and the scalar field

begins to oscillate around the minimum of the potential, as a damped harmonic oscillator. During

the oscillations, φ̄ is expected to gradually lose its energy to radiation, i.e. Standard Model degrees

of freedom. Its pressure, cf. eq. (3.7), averages then to zero, as for non-relativistic matter.

The exact differential equation of motion obtained from eq. (3.9) can be solved numerically. The

only unknown parameter is the mass m of the inflaton field. In the present example the value of m

does not affect the qualitative behaviour of the solution, shown in figure 3.2, but it is constrained

by the observables discussed in section 3.4.

3.2 Scalar perturbations

Classically, inflation causes the inflaton field φ to become homogeneous inside the horizon. This is a

vacuum: no inflaton particles. However, there are quantum fluctuations around this homogeneous

value. The fluctuations are generated at all scales, but once a given distance scale exits the causal

horizon, the fluctuations at that scale freeze: they begin to evolve classically, i.e. they become what

we call inhomogeneities, anisotropies, or simply perturbations. At first order we write

φ(τ,x) = φ̄(τ) + δφ(τ,x) +O(δ2) , (3.23)
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where δφ is the perturbation originating from the quantum fluctuations. Being a scalar perturba-

tion, under gauge transformations it transforms as described by eq. (A.3),

δφ̃ = δφ − φ̄′ξ0 . (3.24)

Let us first work in an arbitrary gauge. The perturbations of the metric are then given in (2.31)–

(2.38), and its determinant is

−g = a8(1 + 2h0)(1 − 2hD)
3

⇒
√
−g = a4(1 + h0 − 3hD) . (3.25)

The left and right-hand side of the field equation (3.2) become therefore

(3.2)L = −[a
2
(1 − h0 − 3hD)φ

′
]
′
+ [a2(−hiφ

′
+ φ,i)],i (3.26)

= −a2 [(1 − h0 − 3hD)(φ
′′
+ 2Hφ′) −∇2φ − (h′0 + 3h

′
D − hi,i)φ

′] , (3.27)

(3.2)R = a
4
(1 + h0 − 3hD)Vφ . (3.28)

We multiply both sides with (1 + h0 + 3hD) and decompose φ = φ̄ + δφ. For scalar perturbations

we moreover have −hi,i = ∇
2h. At first order we obtain so the field equation

δφ′′ + 2Hδφ′ −∇2δφ + a2Vφφδφ = −a
22h0Vφ + (h

′
0 + 3h

′
D +∇

2h)φ̄′ . (3.29)

In order to evaluate also the Einstein equations at inflation, we need the linear perturbations of

the energy-momentum tensor of a minimally coupled scalar source,

T 0
0 =

1

2
g00(φ′)2 − V (φ) +O(δ2)

(2.32)
⇒ δT 0

0 = −[a
−2φ̄′(δφ′ − h0φ̄

′
) + Vφδφ] , (3.30)

T 0
i = g

00φ′φ,i +O(δ
2
) ⇒ δT 0

i = −a
−2φ̄′δφ,i , (3.31)

T i
0 = g

i0
(φ′)2 + gijφ,jφ

′
⇒ δT i

0 = a
−2φ̄′(δφ,i + φ̄

′h,i) , (3.32)

T i
j = δ

i
j [−

1

2
g00(φ′)2 − V (φ)] +O(δ2) ⇒ δT i

j = δ
i
j[a
−2φ̄′(δφ′ − h0φ̄

′
) − Vφδφ] , (3.33)

where δT 0
0 = −δe and δT i

j = δp δ
i
j . Note that there is no anisotropic stress at linear order: the

energy-momentum tensor has the perfect-fluid form with T i
j = 0 for i ≠ j.15 Then, as far as Tµν

goes, we are left with only one unknown variable δφ (φ̄ is given by eq. (3.21)).

Comparing eqs. (3.30)–(3.33) with the scalar perturbations of the energy-momentum tensor in

eq. (2.78), and recalling ē + p̄ = a−2(φ̄′)2 from eqs. (3.7) and (3.8), we find

vi − hi = −(v − h),i = −
δφ,i

φ̄′
⇒ v − h =

δφ

φ̄′
. (3.34)

According to eq. (2.90), the gauge parameter allowing to transform from arbitrary coordinates to

the comoving time slice gauge is precisely ξ0 = v −h = δφ/φ̄′. In particular, this implies that in the

comoving gauge

δφc
= δφ − φ̄′

δφ

φ̄′
= 0 , (3.35)

so that constant-time hypersurfaces correspond to constant-φ hypersurfaces, and the inflaton field

φ is homogeneous in this gauge.

We use eq. (3.34) to rewrite the curvature perturbation,

R
(2.100)
= −(hD +

1

3
∇

2ϑ +H
δφ

φ̄′
)

(2.46)
=

(2.49)
−ψ −H

δφN

φ̄′
, (3.36)

15This is no longer true at higher orders in perturbation theory.
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and the relative energy density perturbation

ē∆
(2.101)
= δe − ē′

δφ

φ̄′
=
φ̄′

a2
(δφ′ − h0φ̄

′
+Hδφ −

φ̄′′

φ̄′
δφ) . (3.37)

The first-order Einstein equations (2.118), (2.119), (2.122) and (2.123), are evaluated in the

Newtonian gauge. Transforming from an arbitrary gauge to the Newtonian one, we find

δφN
= δφN

(2.47)
= δφ − φ̄′(ϑ′ − h) , vN (2.46)

=
δφN

φ̄′
, (3.38)

as the gauge parameter in the 0 direction is ξ0 = ϑ′ − h. Starting from eq. (2.122), we find

Π = 0 ⇒ ψ = ϕ , (3.39)

for the diagonal metric perturbations. Therefore, also the left-hand (metric) side of the Einstein

equations can be parametrized by one single unknown variable, e.g. ψ. However, there are three

Einstein equations left to be evaluated, which, together with the field equation for δφN, yield a

total of four evolution equations, that are no longer independent.

Recalling eqs. (2.46), (2.48) and (2.49), the field equation (3.29) in Newtonian gauge is

δφ′′N + 2Hδφ
′
N −∇

2δφN + a
2VφφδφN = −2a

2ψVφ + 4ψ
′φ̄′ . (3.40)

Inserting e, p and eq. (3.37) in the remaining Einstein equations yields

∇
2ψ = 4πG [φ̄′δφ′N − ψ(φ̄

′
)
2
+Hφ̄′δφN − φ̄

′′δφN] , (3.41)

ψ′′ + 3Hψ′ + (2H′ +H2
)ψ = 4πG [φ̄′δφ′N − ψ(φ̄

′
)
2
− a2VφδφN] , (3.42)

ψ′ +Hψ = 4πGφ̄′δφN . (3.43)

The system of equations is solved by transforming to co-moving momentum space. Now, for

a scalar field we have just one degree of freedom associated to each Fourier mode. This can be

chosen to be the metric perturbation ψ, or the field perturbation δφ, as they are related by the

Einstein equation (3.43). However, a more natural variable is

f ≡ −zR , z ≡
φ̄′

H
⇒ δφN = f − zψ . (3.44)

defined by the curvature perturbation R. In order to give a physical motivation for f , let us rewrite

eq. (3.40) for the dimensionless quantity

δφ̂ ≡ a δφN . (3.45)

Inserting δφ̂′ = a′ δφN + a δφ
′
N and δφ̂′′ = a′′ δφN + 2a

′ δφ′N + a δφ
′′
N, the equation becomes

δφ̂′′ −∇2δφ̂ + (a2Vφφ −
a′′

a
) δφ̂ = −2a3ψVφ + 4aψ

′φ̄′ . (3.46)

The left-hand side has the appearance of an unattenuated wave equation. If we go to early times,

a → 0, other terms drop out, and we should be able to make contact with free-particle states.

However, in the presence of a > 0 the metric perturbations ψ and ψ′ on the right-hand side need

to be incorporated. This leads to a generalization of δφ̂, namely f̂ = af , where f = δφf is the field

perturbation in the so-called spatially flat gauge, cf. eq. (3.64).
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Appendix A.3 shows how (3.40)–(3.43) boil down to a second order differential equation for f̂ ,

f̂ ′′ −
ẑ′′

ẑ
f̂ −∇2f̂ = 0 , f̂ ≡ af = −azR , ẑ ≡ az . (3.47)

Therefore, once two initial values are specified on some initial time slice τ = τin, the evolution can

be solved. Since the coefficients are determined by the background solution, eq. (3.47) still depends

implicitly on the shape of the inflaton potential V (φ). Going over to Fourier space, the resulting

differential equation,

f̂ ′′ + k2f̂ −
ẑ′′

ẑ
f̂ = 0 , (3.48)

can be easily solved in the asymptotic limits of short and long wavelengths λ ∼ 1/q, where q ≡ k/a

is the physical momentum. Recall that q decreases rapidly in time during inflation, because of the

exponential growth of the scale factor a. Hence perturbations of different scales k exit the horizon

at different times during inflation, and re-enter the horizon later on, after inflation. The smaller is

k, the earlier they exit the horizon, and the later they re-enter it.

Short-wavelength perturbations

For large momenta, eq. (3.48) reduces to the equation of motion of a massless scalar field in the

static Minkowski space-time,

k2 ≫ ẑ′′/ẑ ∶ f̂ ′′ + k2f̂ ≈ 0 . (3.49)

This can be immediately solved,

f̂k(τ) ≈ Ake
ikτ
+Bke

−ikτ . (3.50)

We quantize the solution f̂ to a field operator in the Heisenberg picture [27, p.21],16

f̂(τ,x) = ∫
d3k

(2π)3/2
√
2k
(eikτ−ik⋅xw†

k + e
−ikτ+ik⋅xwk) , (3.51)

with frequency ωk = k. The creation and annihilation operators w†
k and wk obey the standard

commutation relation,

[wk′ ,w
†
k] = δ(k

′
− k) . (3.52)

To study the validity domain of this solution let us turn to the slow-roll approximation. It is then

convenient to abandon conformal time for a moment and write (cf. eqs. (3.44) and (3.47))

ẑ =
φ̄′

H
a(τ)

(2.7)
=

˙̄φ

H
a(t) ≈ const ⋅ a(t) , (3.53)

as ˙̄φ and H evolve slowly during inflation. Therefore, the variable ẑ′′/ẑ ≈ a′′/a = a2(Ḣ + 2H2)

increases exponentially in the slow-roll regime. At a given scale k, the short-wavelength regime is

thus valid at early times, when a→ 0 and therefore physical momenta are large, k/a≫H.

Assuming that this applies at the beginning of inflation, the initial vacuum state for the field f̂

is the one annihilated by the operator wk.

16For consistency with the rest of the chapter, here we use different conventions than the ones presented on p. iv.

In particular, we quantize in a flat space-time with metric convention η00 = −1.
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Long-wavelength perturbations

For small momenta, i.e. at a late stage of inflation k ≪Ha, eq. (3.48) reduces to

k2 ≪ ẑ′′/ẑ ∶ f̂ ′′ −
ẑ′′

ẑ
f̂ ≈ 0 ⇔

f̂ ′′

f̂
≈
ẑ′′

ẑ
. (3.54)

As ẑ only depends on the background solution and thus on τ , it can be considered as a time

variable, and we solve for f̂ = f̂(ẑ). Then a solution is f̂ ≈ C1ẑ, while in general we solve

f̂ ′′ẑ − f̂ ẑ′′ = 0 ⇔ f̂ ′′ẑ + f̂ ′ẑ′ − f̂ ′ẑ − f̂ ẑ′′ = 0 (3.55)

⇔ f̂ ′ẑ − f̂ ẑ′ = const. ≡ C2 (3.56)

⇒ (
f̂

ẑ
)

′

=
C2

ẑ2
(3.57)

⇒ f̂ = C2ẑ∫
dτ

ẑ2
. (3.58)

The complete solution in the long-wavelength limit is thus

f̂(τ) ≈ C1ẑ +C2ẑ∫
dτ

ẑ2
. (3.59)

Transforming to physical time τ → t, in the slow-roll regime we approximate ẑ ≈ a, and find

f̂(t) ≈ C̃1a
´¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¶
growing

+ C̃2 a∫
dt

a3
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
decreasing

. (3.60)

The decreasing part vanishes rapidly as a grows exponentially, and is thus negligible. Comparing

eq. (3.59) with the definition f̂ ≡ −ẑR yields

f̂ ≈ const ⋅ ẑ = −Rẑ ⇒ R ≈ const , (3.61)

for long-wavelength modes during the slow-roll regime.

The key result is that we can define a quantity R, related to the perturbation of the spatial

curvature, which stays constant while outside the horizon, i.e. k ≪ aH. At horizon exit, during

inflation, R is related to the inflaton perturbation δφ. This can be seen most easily by transforming

to the spatially flat gauge.

Spatially flat gauge

The spatially flat gauge is defined by vanishing comoving curvature,

hf

D +
1

3
∇

2ϑf
= 0 , (3.62)

such that the perturbations of the curvature are only determined by field perturbations,

R
(2.100)
=

(3.34)
−hD −

1

3
∇

2ϑ −H
δφ

φ̄′
(3.62)
= −H

δφf

φ̄′
. (3.63)

We transform to the spatially flat gauge with the gauge parameter ξ0 = −H−1 (hD +∇
2ϑ/3),

cf. eq. (2.42). The other scalar gauge parameter ξ does not need to be specified. In the liter-

ature, the inflaton perturbation in this gauge is often called the Sasaki or Mukhanov variable,

δφf
= δφ +

φ̄′

H
(hD +

1

3
∇

2ϑ)
(2.46)
= δφN

+
φ̄′

H
ψ

(3.44)
= f , (3.64)
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and corresponds precisely to the variable f ≡ f̂/a introduced in eq. (3.44). Since the relation

δφf = f = −zR is linear,17 their power spectra follow a simple relation as well,

PR(k) =
1

z2
Pf(k) = (

H

φ̄′
)

2

Pf(k)
(2.7)
=

(2.49)
(
H
˙̄φ
)

2

Pf(k) . (3.65)

Power spectrum

To find the power spectrum of f , we need to interpolate the solutions (3.51) and (3.61) at the

time around horizon exit, i.e. when k ≈ aH. Considering that this happens during inflation, we use

eqs. (3.13) and (3.53) to substitute the scale factor ẑ ∼ a in eq. (3.48) with an explicit expression

in τ , and solve

f̂ ′′ + (−
2

τ2
+ k2) f̂ = 0 (3.66)

⇒ f̂
(±)
k = (1 ±

i

kτ
) e±ikτ . (3.67)

Near horizon exit the quantized solution is

f̂(τ,x){k} = ∫
{k}

d3k

(2π)3/2
√
2k
(f̂
(+)
k (τ)e

−ik⋅xw†
k + f̂

(−)
k (τ)e

ik⋅xwk) . (3.68)

The subscript {k} denotes modes of momenta around k = aH. We assume that the quantum

state is the vacuum state, annihilated by wk. At early times we recover the flat-space solution,

f̂
(±)

k

τ→−∞

→ e±ikτ . After horizon exit, k < aH, the field becomes

f̂(τ,x){k}<aH = ∫
{k}<aH

d3k

(2π)3/2
√
2k
(−

1

kτ
)(e−ik⋅x+iαkw†

k + e
ik⋅x−iαkwk) . (3.69)

The phases αk are not specified as they do not enter the power spectrum. Using f = f̂/a and

eq. (3.13), the perturbation of the inflaton field f , in the spatially flat gauge, and outside the

horizon, is

f(τ,x){k}<aH = ∫
{k}<aH

d3k

(2π)3/2
√
2k

H

k
(e−ik⋅x+iαkw†

k + e
ik⋅x−iαkwk) . (3.70)

Transforming τ → t, the mean-square value of vacuum fluctuations is

⟨∣fk∣
2
⟩ = ∣

H

(2π)3/2
√
2kk
∣

2

=
H2

2(2π)3
1

k3
. (3.71)

Eq. (3.71) is evaluated just after horizon exit, denoted by t∗, by inserting H = H∗. The resulting

inflaton power spectrum, defined as in eq. (A.89), does not depend explicitly on the mode k,

Pf(k) = 4πk
3 H2

∗

2(2π)3k3
= (

H∗
2π
)

2

. (3.72)

From eq. (3.65) we compute the power spectrum of curvature perturbations in the comoving frame,

PR = (
H2
∗

2π ˙̄φ
)

2

. (3.73)

17The interpretation of f as the field perturbation δφ is gauge-dependent.
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3.3 Tensor perturbations

From eq. (3.33) we learn that, at first order in perturbation theory, there is no anisotropic stress

sourced by inflation. Expanding the tensor perturbations of the metric in a Fourier basis,

ϑij(τ,x) = ∫
d3k

(2π)3
ϑij(τ,k) e

ik⋅x , (3.74)

the Einstein equations for tensor perturbations, cf. (2.133), reduce to wave equations in vacuum,

Πt
ij = 0 ⇒ ϑ′′ij + 2Hϑ

′
ij + k

2ϑij = 0 . (3.75)

Helicity decomposition

Being a symmetric, traceless and transverse 3×3 tensor, the number of independent components of

ϑij is two. As a consequence, it can be decomposed in a two-dimensional basis of helicity tensors,

ϑij(τ,k) = ∑
λ= +, ×

ϵλij(k)hλ(τ, k) . (3.76)

To construct the latter, let us consider two unit (co)vectors ϵ(a) and ϵ(b) orthogonal to each other

and to the wave vector k, such that together they form a right-handed triple,

∣ϵ(a,b)
∣ = 1 , ϵ(a,b)

⋅ k = ϵ(a) ⋅ ϵ(b) = 0 , ϵ(a) × ϵ(b) = k , ϵ(a,b)
× k = ϵ(b,a) . (3.77)

Then there are two possible symmetric, traceless and transverse real tensors that can be built,

ϵ+ij =
1
√
2
(ϵ(a)i ϵ(a)j − ϵ

(b)

i ϵ(b)j ) , ϵ×ij =
1
√
2
(ϵ(a)i ϵ(b)j + ϵ

(b)

i ϵ(a)j ) . (3.78)

The (massless) graviton is a spin two particle. The projection (helicity) of its spin along the

momentum direction k is thus either plus or minus two. To verify that ϵ+ij and ϵ×ij form an

adequate basis, we compute their transformation behaviour under rotations U ∈ SO(2) by an angle

α around the k-axis. Using complex coordinates for the plane normal to k,

ϵ(±1)i ≡ ϵ(a)i ± i ϵ
(b)

i , ϵ(±2)ij ≡ ϵ
+

ij ± i ϵ
×

ij =
1
√
2
ϵ(±1)i ϵ(±1)j , (3.79)

the symmetry group is U(1).18 Under the action of U(1) we find the transformation behaviours

ϵ(±1)i → e±iα ϵ(±1)i ⇒ ϵ(±2)ij → e±2iα ϵ(±2)ij . (3.80)

A general symmetric, traceless and transverse tensor ϑij is then a linear combination of helicities ±2.

Although transverse polarization modes are defined on the spatial components, it is sometimes

useful to work in D = 3 + 1 dimensions (see e.g. sec. 6.2), denoting

ϵ(a)µ = (0, ϵ
(a)

i ) , ϵ+µν =
1
√
2
(ϵ(a)µ ϵ(a)µ − ϵ

(b)

µ ϵ(b)ν ) , ϵ×µν =
1
√
2
(ϵ(a)µ ϵ(b)µ + ϵ

(b)

µ ϵ(a)ν ) . (3.81)

The polarization vectors satisfy by construction the sum rules

∑
i,j

ϵλij[ϵ
λ
′

ij]
∗
= δλλ

′

, ∑
λ

ϵλij[ϵ
λ

mn]
∗
= Lij;mn , (3.82)

18The two groups are related by the isomorphism that associates eiα with the matrix U(α) = ( cosα sinα

− sinα cosα
).
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where L is the projector onto the traceless components, transverse to the momentum k of the

graviton. In D = 3 + 1 dimensions it reads

Lαβ;µν ≡
1

2
(KT

αµK
T

βν +K
T

ανK
T

βµ −K
T

αβK
T

µν) , KT

αβ ≡ ηαiηβj (δij −
kikj

k2
) , (3.83)

Keeping the sign convention η00 = ±1 in the metric unspecified, two useful properties of KT are19

KT

αµK
T

β
µ
= −η00KT

αβ , KT

µ
µ
= −2η00 . (3.84)

For the operator Lαβ;µν one finds the symmetries

Lαβ;µν = Lβα;µν = Lαβ;νµ = Lµν;αβ , (3.85)

and, from eq. (3.84), the contractions

Lαβ;
α
ν = −η

00KT

βν , ... , Lα
α
;µν = Lµν;α

α
= 0 , Lαβ;

αβ
= Lαβ;

βα
= 2 . (3.86)

We also find the relations

Lαβ;µν +Lαν;µβ = KT

αµK
T

βν , Lαβ;µν +Lνβ;µα = KT

ανK
T

βµ , ... . (3.87)

Power spectrum

Inserting eq. (3.76), eq. (3.75) boils down to the same scalar equation for each helicity component,

h′′λ + 2Hh
′
λ + k

2hλ = 0 , λ ∈ {+, ×} , (3.88)

that describes the propagation of gravity waves with the speed of light. Introducing the variable

ĥλ ≡ ahλ ,
ĥ′′λ
a
= h′′λ + 2Hh

′
λ +

a′′

a
hλ , (3.89)

the evolution equation (3.88) for tensor perturbations is

ĥ′′λ + k
2ĥλ −

a′′

a
ĥλ = 0 . (3.90)

Eq. (3.90) has precisely the same form as the evolution equation (3.48) for scalar perturbations,

whose solution we already computed (see eqs. (3.66)–(3.68)).

Summing over the polarizations, the power spectrum of tensor perturbations is

∑
λ,λ′
∑
i,j

ϵλijϵ
λ′

ij⟨h
λhλ′

⟩ = 2⟨hλhλ
⟩ , (3.91)

where λ on the right hand-side is one or the other polarization, since they satisfy the same evolution

equation.

When quantizing the fields (cf. eq. (3.51)), the normalization is given by the prefactor 1/(32πG)

in the gravity action, and the power spectrum for tensor perturbations is

PT = 32πG∑
+, ×

Pf
(3.72)
=

16

π
(
H∗
mpl

)

2

. (3.92)

19The expressions in (3.84) are used intensively in chapter 6 and appendix C, where we use the particle physics

convention η00 = +1.
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Stochastic derivation

The flat (k-independent) spectrum in eq. (3.92) resembles a white noise spectrum. This observation

suggests that the same results may be obtained following a stochastic argument (see e.g. [28]), which

we briefly present here.

Consider scalar fluctuations h(τ,x) in position space. For us they represent the Fourier-transform

of hλ(τ, k) for a given polarization λ (omitted in the notation from now on). Since the generation

of fluctuations is a random process, they are equally distributed among those extending to short

and long distances. To study how the evolution of long-distance fluctuations is affected by short-

distance ones, we write

h(τ,x) = h<
¯
short

+ h>
¯
long

, (3.93)

and quantize short-distance fluctuations using the same prescriptions as in eq. (3.51),

h<(τ,x) ≡ ∫
d3k
√
(2π)3

W (τ, k) [wk h<(τ, k) e
ik⋅x
+w†

k h
∗
<(τ, k) e

−ik⋅x] , (3.94)

where the coefficients are solutions of eq. (3.88),

h<(τ, k) =
iH
√
2k3
(1 + ikτ) e−ikτ . (3.95)

The window function constrains the momentum integration and can be chosen for example as

W (τ, k) ≡ θ(k − ϵH)
(3.13)
= θ (k −

ϵ

τ
) , (3.96)

where ϵ is a parameter that drops out when evaluating physical observables. From the evolution

equation for h(τ,x) in position space we obtain a relation among h> and h<,

h′′ + 2Hh′ −∇2h = 0
(3.13)
⇔ h′′ −

2

τ
h′ −∇2h = 0 (3.97)

(3.93)
⇒ h′′> −

2

τ
h′> −∇

2h> = ρQ . (3.98)

The dependence on the short-distance fluctuations h< is encoded in the quantum noise term,

ρQ ≡ −(∂
2
τ −

2

τ
∂τ −∇

2
)h< , (3.99)

on the right-hand side of eq. (3.98). Inserting eq. (3.94), by construction we have vanishing

contributions when the differential operator in ρQ acts on h<(τ, k). The remaining terms are

ρQ(τ,x) = −∫
d3k
√
(2π)3

[wkFk(τ) e
ik⋅x
+w†

kF
∗
k (τ) e

−ik⋅x] , (3.100)

Fk(τ) = (W
′′
−
2

τ
W ′
)h<(τ, k) + 2W

′h′<(τ, k) . (3.101)

The operators wk and w†
k obey the commutation relations introduced in eq. (3.52). For the power

spectrum of h> we need the unequal-time two-point function in spatial momentum space,

⟨0∣ρQ(τ1,x1)ρQ(τ2,x2) ∣0⟩ = ∫
d3k

(2π)3
Fk(τ1)F

∗
k (τ2) e

ik⋅(x1−x2) (3.102)

= ∫
d3k1
(2π)3

∫
d3k2
(2π)3

⟨0∣ρQ(τ1,k1)ρQ(τ2,k2) ∣0⟩ e
i(k1⋅x1+k2⋅x2)

⇒ ⟨0∣ρQ(τ1,k1)ρQ(τ2,k2) ∣0⟩ = (2π)
3δ(k1 + k2)Fk(τ1)F

∗
k (τ2) . (3.103)
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Back to eq. (3.98), it can be solved using a retarded Green’s function GR satisfying

(∂2τ −
2

τ
∂τ + k

2
)GR(τ, τi, k) = δ(τ − τi) , GR(τ < τi, τi, k) ≡ 0 . (3.104)

For τ > τi the general solution is the linear combination of two independent solutions,

GR(τ, τi, k) = θ(τ − τi) [Ck(1 + ikτ)e
−ik(τ−τi) +C∗k(1 − ikτ)e

ik(τ−τi)] . (3.105)

The coefficients Ck are obtained by integrating eq. (3.104), i.e. from

lim
τ→τ+i

GR(τ, τi, k) = 0 ⇒ Ck(1 + ikτi) = −C
∗
k(1 − ikτi) (3.106)

lim
τ→τ+i

∂τGR(τ, τi, k) = 1 ⇒ −2ik3τ2i Ck = 1 − ikτi . (3.107)

The resulting Green’s function is therefore

GR(τ, τi, k) =
θ(τ − τi)

k3τ2i
Im [(1 + ikτi)(1 − ikτ)e

ik(τ−τi)]

=
θ(τ − τi)

k3τ2i
[(1 + k2ττi) sink(τ − τi) − k(τ − τi) cosk(τ − τi)] , (3.108)

and the solution of eq. (3.98) in spatial momentum space reads

h>(τ,k) = ∫
τ

−∞
dτiGR(τ, τi, k)ρQ(τi,k) . (3.109)

To obtain the power spectrum for tensor perturbations we compute the equal-time correlator

⟨h>(τ,k)h>(τ,q) ⟩ = ∫
τ

−∞
dτ1 ∫

τ

−∞
dτ2GR(τ, τ1, k)GR(τ, τ2, q) ⟨0∣ρQ(τ1,k1)ρQ(τ2,k2) ∣0⟩

(3.103)
= δ̄(k + q) ∣ ∫

τ

−∞
dτiGR(τ, τi, k)Fk(τi)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
≡I

∣
2

. (3.110)

The integral in eq. (3.110) can be carried out by inserting Fk from eq. (3.101). Choosing the

window function as in eq. (3.96) we have W ′ = δ(τi − τ∗k), where τ∗k ≡ −ϵ/k denotes the time at

which the mode k crosses the horizon. The expression Fk is therefore made of delta functions and

derivatives thereof. To get rid of the latter we use partial integration once, obtaining

I
(3.101)
= ∫

τ

−∞
dτiW

′
(τi) [−(∂τiGR)h< +GR (h

′
< −

2

τi
h<)]

(3.96)
= {− [∂τiGR(τ, τi, k)] h<(τi) +GR(τ, τi, k) [h

′
<(τi) −

2

τi
h<(τi)]}

τi=τ∗k

. (3.111)

Eqs. (3.95) and (3.108) yield the explicit form of the three terms in I. Modulo Ak(τi) ≡
iHe−ikτi
√
2k3τi

the latter read

−
(∂τiGR)h<

Ak
= (1 + ikτi){ sink(τ − τi) [�����: 0

δ(τ − τi)
1 + k2ττi
k3τi

+

=1
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
θ(τ − τi) (

��
���

2
1 + k2ττi
k3τ2i

−
1

k
) ]

− cosk(τ − τi) [ δ(τ − τi)
τ − τi
k2τi

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=0

+ θ(τ − τi)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=1

(

�
�
��2

τ − τi
k2τ2i

− τ ) ] } , (3.112)

GR h
′
<

Ak
= θ(τ − τi)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=1

[
1 + k2ττi

k
sink(τ − τi) − (τ − τi) cosk(τ − τi) ] , (3.113)

−
2

τi

GR h<
Ak

= 2(1 + ikτi) θ(τ − τi)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=1

[

�
�
�τ − τi

k2τ2i
cosk(τ − τi) −

�
�

�
��1 + k2ττi

k3τ2i
sink(τ − τi) ] . (3.114)



Chapter 3. Origin of primordial perturbations from vacuum fluctuations 30

The sum of the three contributions in eq. (3.111) gives therefore

I =
iH
√
2k3

e−ikτi [ (1 + ikτ) cosk(τ − τi) + (−i + kτ) sink(τ − τi) ] =
iH
√
2k3
(1 + ikτ) e−ikτ . (3.115)

Perturbations of long wavelengths (small momenta) exit the horizon in the earliest stages of the

slow-roll regime of inflation and soon satisfy k ≪H ≈ 1/τ . We thus expand at first order in kτ ,

I
kτ≪1

≈
iH
√
2k3

. (3.116)

Inserting the result in eq. (3.110) and multiplying by 2×32πG×k3/(2π2) one obtains precisely the

power spectrum found in eq. (3.92).

3.4 Observational constraints

What is the relation between the power spectra of scalar and tensor fluctuations in eqs. (3.73) and

(3.92), and the power spectrum of CMB temperature fluctuations?

Let us follow the evolution of a mode k after inflation. While k is outside the horizon, we expect

that inflation ends, the universe gets reheated and becomes then radiation dominated (or even

matter dominated for the largest scales, i.e. smallest k). During this time the power spectra of the

primordial scalar and tensor perturbations remain unchanged. But in the meanwhile the dominant

component in the energy density filling the universe changes from the one of the inflaton field, eφ,

to radiation energy density, er, that we describe as a fluid satisfying the equation of state pr = er/3.

Once the mode has re-entered the horizon, i.e. k = aH has occured again, it propagates through

the radiation dominated epoch as described by a more complicated version of Einstein’s equations,

now coupled with some Boltzmann equations. Then we write the perturbation as a functional of

its initial value at k = aH. As an example we take the perturbations in the relative energy density

at decoupling (but the same applies for tensor modes). In the co-moving gauge we have

∆(τ, k) ≡X(τ, τ∗, k)∆(τ∗, k) , X(τ∗, τ∗, k) ≡ 1 , ∂τX(τ, τ∗, k)∣τ=τ∗ = 0 , (3.117)

cf. eq. (2.101). The initial time τ∗ denotes the moment when k re-enters the horizon, or equivalently

when it exits the horizon, if ∆ remains constant in the meanwhile. Therefore the power spectrum

observed at τ is related to the primordial power spectrum at τ∗ by the so-called transfer function,

P∆(τ, k) = [X(τ, τ∗, k)]
2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
≡Ts(τ,τ∗,k)

P∆(τ∗, k) . (3.118)

The transfer function Ts itself contains lots of physics, which has been studied intensively, see

e.g. [29–31] and references therein.

Let us relate P∆ to the spectrum of curvature perturbations, PR. Transforming eq. (2.119) to

comoving gauge, cf. eq. (2.96), and comoving momentum space, yields

k2(R −H��>
0

ϑc′
) = 4πGa2ēc

δec

ēc
. (3.119)

According to eq. (2.97) and eq. (3.38), the second term on the left-hand side corresponds to the

velocity ϑc′ = −δφN/φ̄′. At the time when the largest scales re-enter the horizon, we assume the

latter to be a negligible contribution, while R remains at the same value since horizon-exit. The

right-hand side of eq. (3.119) can be written in terms of H2 using eq. (2.111), thereby

∆(τ,k) ≡
δec

ēc
=
2

3
(
k

aH
)

2

R(τ,k) . (3.120)
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When a given mode k crosses the horizon, k = aH, we thus have

P∆(τ∗, k = aH) =
4

9
PR(τ∗, k = aH) =

4

9
(
H2
∗

2π ˙̄φ
)

2

, (3.121)

which gives the initial conditions for P∆(τ, k).

Cosmic microwave background

In the following it is more convenient to use the physical time coordinate t. The observed temper-

ature T ∼ 2.73 K of the CMB radiation shows (see fig. 3.3, and fig. 3.4 for a broader perspective)

relatively small temperature anisotropies of the order of20 [10, 11]

(
δT

T̄
)
obs
= (

δT

T̄
)
intr
+ (

δT

T̄
)
jour
∼ 10−5 . (3.122)

Besides an intrinsic (intr) component already present at recombination, they arise also from differ-

ent physical processes (jour) occurring during the journey of the photons to the present. Among

the latter, the dominant contribution at large scales is known as the Sachs-Wolfe effect [32]. This

decomposition in an intrinsic and a journey component depends on the gauge chosen, but not their

sum, the observed anisotropy.

To relate the perturbations in the energy density at tdec to the temperature perturbations ob-

served in the CMB let us assume the so called adiabatic conditions [33].21 This means that the

composition of the cosmic fluid is everywhere the same, and close to equilibrium the fluctuations in

the energy density of each component can be parametrized by temperature fluctuations. Intrinsic

temperature perturbations are related to perturbations in the photon energy density by Planck’s

law for blackbody radiation,22

er ∼ T
4

⇒ (
δT

T̄
)
intr
=
1

4

δer
ēr

. (3.123)

The standard deviation in the temperature is thus related to the power spectrum of primordial

density fluctuations by

d⟨[δT /T̄ ]2(tdec)⟩

d lnk

(3.121)

⊃
1

36
Ts(tdec, t∗, k)PR(t∗) , (3.124)

where t∗ denotes horizon exit/entry. Note that this moment is different for all modes k. Hence for

each mode, PR(t∗) is evaluated at a different moment in time, resulting in a hidden dependence

on k, which motivates the notation PR(k) ≡ PR(t∗).

Extracting the primordial power spectrum from the observed anisotropy is a complex procedure.

Here we sketch how an ansatz for the power spectrum of primordial density perturbations is

obtained. First of all, one expands temperature fluctuations in terms of spherical harmonics Ylm,23

δT (θ, ϕ)

T̄
=∑

l,m

almYlm(θ, ϕ) , (3.125)

20 Observations reveal a stronger anisotropy of the order of δT /T̄ ∼ 10−3. However, the latter has a clear dipole

structure and can be explained by the motion of the Earth relative to the CMB reference frame.
21This is a good approximation for most cases, however isocurvature modes may also play a role in general, see

e.g. [34]. Moreover, note that the definition of adiabatic modes is gauge-dependent.
22At recombination the photon momentum distribution starts deviating from thermal equilibrium. However this

effect is negligible for the large scales we are interested in.
23Spherical harmonics form an orthonormal basis of square-integrable functions on the sphere (sky). As l = 1

corresponds to the contribution discussed in footnote 20, here the sum over l starts from l = 2.



Chapter 3. Origin of primordial perturbations from vacuum fluctuations 32

where the coefficients alm are independent complex variables. Averaged over the directional index

m, their absolute values determine the power spectrum,

Cl ≡
1

2l + 1

l

∑
m=−l

∣alm∣
2 . (3.126)

We note that the larger is the multipole moment l, the smaller is the corresponding angular scale

θl ≡ π/l, and the shorter the wavelength λ ∼ k−1 of the density perturbations producing the

temperature fluctuations.24 The standard deviation of the latter is given by an angular average

over the multipoles,

⟨[δT /T̄ ]2⟩ =∑
l

l

∑
m=−l

∣alm∣
2

4π
=∑

l

2l + 1

4π
Cl , (3.127)

and the total power in the multipole l is conventionally defined as [12, p.200]

Dl ≡
l(l + 1)

2π
Cl . (3.128)

The measured Dl (figure 3.3) present an oscillatory behaviour, with a global maximum at l ∼ 200.

The amplitude decreases as l increases, starting from l ∼ 500, and oscillations are damped after

l ∼ 1000. This shape can be explained by thinking that, in the plasma era just before decoupling,

small-wavelength25 perturbations in the energy density propagate as a sequence of compressions

and rarefactions of the medium, like acoustic waves.26 At wavelength λosc ∼ l
−1 smaller than the

photon mean free path λfree, some photons may escape the compressed regions before colliding

with the free electrons and spreading out in the rarefied regions. As a consequence, the wave is

smoothened out and the corresponding oscillatory behaviour of Dl is damped at large l.27 For

the overall decline of the power spectrum there are many hypotheses considered, e.g. the decrease

of the dark matter gravitational potential at high momenta, and the finite thickness of the last

scattering surface.

Subtracting all contributions described above, the surviving shape of the power spectrum in

terms of k can be parametrized by

Ps(k) = As (
k

k∗
)

ns−1

≈ PR(k) , (3.129)

with the overall normalization chosen so that this is expected to reproduce the power spectrum of

primordial scalar perturbations PR(k).

The numerical values of the parameters As and ns from the CMB experiments are [38]

Aobs

s = (2.0989 ± 0.0292) × 10
−9 , (3.130)

nobs

s = 0.9649 ± 0.0042 . (3.131)

Repeating the entire exercise for tensor perturbations [39], one finds the further parameter r, given

by the ratio of the tensor to the scalar perturbation spectrum, for which only an upper bound is

known [38],

robs
≡
At

As
< 0.056 . (3.132)

24An explicit relation among l and k is derived by writing plane waves in terms of spherical harmonics (see

e.g. [35, p.12]), with the maximal contribution given by l ∼ kxdec, where xdec denotes the distance from the observer

to the last scattering surface at tdec.
25This means small compared with the Jeans length λJ ∼ u/

√
e, with u the fluid velocity and e the energy density.

Larger scales experience gravitational instability, for more details see [12, p.6].
26The oscillations in Dl are considered to be a smoking gun of inflation, see however also [36].
27This phenomenon is known as Silk damping [37]. It affects length scales smaller than those of galaxy clusters,

suggesting that the their origin must have a different explanation, e.g. the fragmentation of larger objects.
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Figure 3.3: The CMB power spectrum as seen by Planck [40]. The red dots with error bars are

the data points, the green line is the best fit theoretical model. Theoretical uncertainty (shaded

region) arises from averaging over an ensemble of universes (cosmic variance).

With the theoretical predictions of the power spectrum of scalar, eq. (3.73), and tensor, eq. (3.92),

perturbations from inflation, the CMB parameters can be computed as

As ≡ PR(k∗) = (
H2
∗

2π ˙̄φ
)

2

, (3.133)

ns ≡ 1 +
d lnP

R
(k)

d lnk
∣
k∗

= 1 +
2H

H2 + Ḣ
(2
Ḣ

H
−

¨̄φ
˙̄φ
) , (3.134)

r ≡
PT

P
R

∣
k∗

= 4πG(
4 ˙̄φ

H
)

2

. (3.135)

These expression can be further simplified by considering that the scales probed experimentally

exit the horizon deep in the slow-roll regime of inflation. With eqs. (3.11) and (3.14) we obtain an

estimate of eqs. (3.133)–(3.135) in the slow-roll approximation,

As ≈ 16
8πG3

3

V 3

V 2
φ

∣

t∗

=
8G2

3

V

ϵV
∣
t∗

, (3.136)

ns ≈ 1 +
ϵV
V

˙̄φ

H
∂φ (

V

ϵV
)∣

t∗

≈ 1 − 2
ϵ2V
Vφ
[
Vφ

ϵV
−

Vφ

8πGϵ2V
(
Vφφ

V
−
V 2
φ

V 2
)]∣

t∗

= 1 − 6 ϵV (t∗) + 2ηV (t∗) , (3.137)

r ≈ 16 ⋅ 4πG(
Vφ

8πGV
)

2

∣
t∗

= 16 ϵV (t∗) . (3.138)

Hence CMB experiments yield three different constraints on the potential for inflation.

Gravitational wave background

We have seen in sec. 3.3 that tensor perturbations propagate as gravitational waves during inflation.

Analogously to the microwave background signal discussed above, the hope is to detect them as

a background signal in future gravitational waves experiments. Other non-resolvable sources will

contribute to the background signal as well, impelling theoretical efforts in the search for templates.

In particular, in the next decade or so, a new orbiting interferometer, the Laser Interferometer

Space Antenna (LISA), should become operative in the frequency range ∼ [10−5,10]Hz [41–43].
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Figure 3.4: An impression of events that distinguish different epochs in the history of our universe.

What LISA may measure today (t0) is the fractional energy density carried by gravitational

radiation,

ΩGW ≡
1

ec

deGW

d log k
∣
t0

, ec ≡ erad(t0)
(2.113)
=

3H2
0

8πG
, (3.139)

where the current value of the Hubble rate is parametrized in terms of the reduced rate, h, as

H0 = 100hkms−1Mpc−1. Instead of the wave number k, the physical variable for ΩGW is the

frequency f0 of the radiation measured today, which is related to k by

k/a0 = 2πf0 , f0∣LISA
∈ [10−5,10]Hz . (3.140)

The lower bound for the LISA sensitivity is [44, fig. 10]

h2ΩLISA

GW ≳ 10
−13 . (3.141)

The gravitational wave spectrum observed today can be related to the primordial one as in

eq. (3.118), with a different transfer function for tensor modes, which is way simpler than for

scalar modes. Here we anticipate the result for a standard inflation scenario, the complete deriva-

tion can be found in sec. 6.1,

ΩGWh
2
∼ 10−6 ×

16

π
(
H∗
mpl

)

2

. (3.142)

If observed, ΩGW would yield a further constraint on the parameters of inflation. In sec. 6 we study

further possible contributions to the gravitational wave background, sourced by thermal processes

during the inflationary and reheating epoch.

Effective number of degrees of freedom

The first occurrence of nucleosynthesis of the lightest elements takes place in the radiation dom-

inated epoch, and is known as Big Bang Nucleosynthesis (BBN).28 Fusion processes of neutrons

28Probably one of the oldest references is [45], while a readable review can be found in [46].
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and protons into nuclei via weak interactions can only start at energy scales about T ∼MeV,

corresponding to the first couple of seconds in the early universe. Observed abundances of light

elements can therefore impose an upper limit on the expansion rate of the universe via eq. (2.113),

which for a radiation dominated universe takes the form

H2
=
8πG

3
er . (3.143)

In this context radiation means more broadly light, relativistic particles. If we modify er by adding

more relativistic degrees of freedom, the expansion of the universe is faster, the decoupling happens

earlier and the abundances change. Conventionally, the energy density of additional relativistic

components is parametrized by an effective number of neutrino species, Neff,

er = eγ +Neff × eν + . . . (3.144)

The Standard Model prediction forNeff after the electron-positron recombination is (see e.g. [47,48])

NSM

eff = 3.043 . (3.145)

This value is slightly larger than 3, because neutrinos do not decouple instantaneously, but continue

interacting with electrons and positrons for a while [49]. As additional relativistic degree of freedom,

the energy density from a primordial gravitational wave background would then contribute as

∆Neff = N
obs

eff −N
SM

eff ⊃
eGW

eν
. (3.146)

For a specific model of inflation, eGW can be estimated by integrating eq. (3.142) over all modes k.

From the joint analysis of CMB measurements and BBN light element abundances we have

N obs

eff = 2.862 ± 0.306 (3.147)

at 95% confidence level [50]. The experimental accuracy is expected to improve, promoting Neff to

a precision probe of Beyond Standard Model physics and primordial gravitational waves.



Chapter 4

A thermal treatment of the inflationary epoch

The model of inflation predicts that the universe expands exponentially at an early stage of its

history. Since the energy density of radiation scales like a(t)−4, cf. eq. (2.115), during this period

the temperature is expected to decrease rapidly. Thermal effects are therefore usually neglected

during inflation, and the mechanism responsible for the transition to a hot universe is known

as reheating [51, 52].29 In the same spirit, and keeping in mind that for successful inflation the

dominant energy density must be eφ, also the interactions of the inflaton field φ with other degrees

of freedom are normally neglected.

Dreaming of a complete framework, here we want to keep track of the continuous transition from

the vacuum dominated (inflation) to the radiation dominated (hot big bang) epoch, assuming that

inflation starts in a low temperature regime and in the presence of other fields.30 The latter enter

the Lagrangian via Lbath and an operator J in the interaction term,

L = −
1

2
gµν∂µφ∂νφ − V0(φ) − φJ +Lbath . (4.1)

Similar efforts with the different goal of enlarging the parameter space for phenomenologically

non-viable potentials are classified under the name of warm inflation models, see e.g. [53–56].

However, generally speaking the initial conditions for warm inflation are given by a heat bath at

a macroscopic temperature, whose interactions with φ are on the strong side. Instead, we assume

here that the coupling J between φ and the heat bath is weak. The evolution of φ is characterized

by time scales much longer than those of the medium, which equilibrates fast. This setup assures

the validity of a decoherent classical evolution equation for φ [57, p.188]. Expanding in time

derivatives and powers thereof, the background field follows the evolution equation

¨̄φ + 3H ˙̄φ + ∂φV (φ̄) = −Υ ˙̄φ +O(
...
φ̄, ˙̄φ2

) , (4.2)

which is derived in sec. 4.1. As the inflaton interacts with other particles, part of its kinetic energy

dissipates to the heat bath, implying that the entropy of the system increases and the medium

heats up. This mechanism of energy transfer is encoded in the additional friction coefficient Υ.

At the same time, the interactions with the medium modify the inflaton potential V0(φ̄)→ V (φ̄),

29The name reheating comes from the fact that originally the model of inflation [23] was presented in the format

of a phase transition occurring in the hot early universe at the corresponding critical temperature. Therefore after

inflation the universe must heat up again, to produce the hot and interacting multi-particle environment predicted

within the standard big bang cosmology. Later on, see e.g. [24], it was realized that, in a simpler manner, an

exponential expansion of the universe can be driven by the energy density of a slowly evolving scalar field. Here we

follow this second perspective.
30Those of GUT or of another generalization of the Standard Model at high energy scales.

36



Chapter 4. A thermal treatment of the inflationary epoch 37

often parametrized by a thermal mass mT. Although the role of Υ and mT is different, technically

they are determined respectively by the imaginary and real part of the retarded correlator of J .

Their properties depend thus on the characteristics and on the evolution of the heat bath, and

eq. (4.2) must be completed with a second equation describing the latter.

If we want to compute concrete predictions we need an input about the nature of J . It is a

non-trivial task to determine which type of interactions could heat up the universe towards the

end of inflation. If the thermal corrections on the potential are large, the slow evolution of φ may

be spoiled and inflation does not take place. On the other hand, if the interactions are strongly

suppressed, it may take forever until a radiation dominated epoch can be reached. Imposing a

global symmetry for φ solves the problem, as it constrains the modifications to the potential. As

an example, in chapter 5 we consider the shift symmetry induced by an axion-like interaction term.

When is the thermalization assumption self-consistent?

To conclude this introduction, let us address the important question of when the temperature is

a useful concept. It is difficult to estimate in general how fast a system equilibrates. A frequent

approach used to study the dynamics after inflation is to solve classical field equations of motion [51,

52]. However, classical field dynamics is correct only for large occupation numbers, but not in

the diluted regime at large momenta, p ∼ πT , where the occupation is of order unity. Because

momenta precisely from the latter domain carry most of the radiation energy density, the issue of

thermalization cannot be properly resolved with classical field theory.

Another approach can be found in the heavy-ion context, where thermalization of non-Abelian

systems has been studied extensively, relying mostly on effective kinetic theory [58]. In that

language we can draw diagrams responsible for thermalization. The gauge plasma equilibration

rate is then given by the thermally averaged amplitude squared, Γg. On the other hand, the inflaton

equilibration rate is ∼ Υ. For the example of a non-Abelian gauge plasma, in sec. 5.2 we compare

these with the Hubble rate a posteriori. The lesson is that Γφ in our setup is suppressed with

respect to Γg ∼ α
2T by several orders of magnitude. Nevertheless, the computations themselves

are carried out in the presence of a temperature-like parameter, reminiscently of warm inflation.

4.1 Inflaton evolution in the presence of a thermal bath

To derive the evolution equation (4.2), we keep the interaction term J to be a general gauge

invariant operator. Considering that multiple plasma interactions occur while φ̄ changes only a

little, it is useful to recall the equivalence principle, and work with local Minkowskian coordinates.

The resulting equation of motion can then be written in a covariant form, and finally evaluated

for an expanding FLRW universe.

In a local flat frame, the Euler-Lagrange equation for φ̄ resulting from the Lagrangian in eq. (4.1),

¨̄φ + V ′(φ̄) = −⟨J(t)⟩ , (4.3)

is non-trivial because the average value of J depends on the slow evolution of the inflaton φ̄. Let us

define the time coordinate such that t = 0 denotes an arbitrary initial time. The physical picture

we are studying is the one of a medium in equilibrium, responding to a small time dependent

perturbation, which is induced by the presence of the field φ̄. At the same time the interaction

term should represent a small correction also during inflation. A linear response argument can

thus be applied to determine ⟨J(t)⟩.
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The Hamiltonian of the system is

Ĥ = Ĥbath + φ̄Ĵ . (4.4)

The equilibrium value for the inflaton is thus φ̄ = 0. Considering that this should also represent

the minimum of the potential, V (0) = 0, and defining the mass as the curvature of V around the

minimum, we expand

V (φ̄) =
1

2
m2φ̄2

+O(φ̄3
) . (4.5)

Following the time evolution of a physical observable, e.g. the density matrix ρ̂(t) of the heat bath,

i∂tρ̂(t) = [Ĥ(t), ρ̂(t)] , (4.6)

the average value of Ĵ can be written as

⟨Ĵ(t)⟩ ≡ tr[ρ̂(t)Ĵ(t)] . (4.7)

At linear order in J eq. (4.6) is solved by

ρ̂(t) − ρ̂(0) = −i∫
t

0
dt′[Ĥ(t′), ρ̂(0)] +O(J2

) = −i∫
t

0
dt′φ̄(t′)[Ĵ(t′), ρ̂(0)] +O(J2

) . (4.8)

We insert the result in eq. (4.7) and move to Schrödinger’s representation,

Ĵ(t) = e−iĤbatht/h̵Ĵ(0)eiĤbatht/h̵ . (4.9)

With the assumption [Ĥbath, ρ̂(0)] = 0, the contribution from ρ̂(0) is

tr[ρ̂(0)e−iĤbatht/h̵Ĵ(0)eiĤbatht/h̵] = tr[eiĤbatht/h̵ρ̂(0)e−iĤbatht/h̵Ĵ(0)]

= tr[ρ̂(0)Ĵ(0)] = ⟨Ĵ(0)⟩0 . (4.10)

Going similarly to the second order in J , we get

⟨Ĵ(t)⟩ − ⟨Ĵ(0)⟩0 = −∫
t

0
dt′φ̄(t′)tr [i[Ĵ(t′), ρ̂(0)]Ĵ(t)] +O(J3

)

= −∫

t

0
dt′φ̄(t′)tr [iĴ(t)[Ĵ(t′), ρ̂(0)]] +O(J3

)

= −∫

t

0
dt′φ̄(t′)tr [i[Ĵ(t), Ĵ(t′)]ρ̂(0)] +O(J3

)

= −∫

t

0
dt′φ̄(t′)⟨i[Ĵ(t), Ĵ(t′)]⟩0 +O(J

3
) . (4.11)

We now define the retarded correlator as

GR(t − t
′
) ≡ θ(t − t′)⟨i[Ĵ(t), Ĵ(t′)]⟩0 . (4.12)

If Ĵ is odd under discrete symmetry transformations, then ⟨Ĵ(0)⟩0 = 0, and eq. (4.11) becomes

⟨Ĵ(t)⟩ = −∫
∞

0
dt′φ̄(t′)GR(t − t

′
) +O(J3

) . (4.13)

Inserting this back in the equation of motion (4.3), yields

¨̄φ +m2φ̄2
− ∫

∞

0
dt′φ̄(t′)GR(t − t

′
) ≈ 0 . (4.14)

To solve the differential equation for φ̄ we transform into frequency space,

φ̄(ω) ≡ ∫
∞

0
dt eiωtφ̄(t) , φ̄(t)θ(t) = ∫

∞

−∞

dω

2π
e−iωtφ̄(ω) , (4.15)

GR(ω) = ∫
∞

0
dt eiωtGR(t) . (4.16)

Being agnostic about GR(t− t
′), one should integrate carefully, as the function may even diverge

at short time intervals.31 Then neither the convolution integral in eq. (4.13), nor its Fourier

31This is the case e.g. for a non-renormalizable operator J , like the one we consider in chapter 5.
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transform are well-defined. Let us assume that, as is usual in quantum field theory, the divergences

can be taken care of by introducing some regularization and subsequently cancelling them by local

counterterms in eq. (4.14).

A dependence on the initial conditions enters via the transformation of ¨̄φ,

∫

∞

0
dt ¨̄φ(t)eiωt

= − ˙̄φ(0) + iωφ̄(0) − ω2φ̄(ω) . (4.17)

Analogously, the counterterms would yield further contributions of the same type. In the following

we assume that the counterterms cancel the divergences. Encoding the dependence on φ̄(0) and

its derivatives in a function G, the solution to eq. (4.14) is

φ̄(t)θ(t) = ∫
∞

−∞

dω

2π

e−iωt

ω2 −m2 +GR(ω)
G[ω, φ̄(n)(0)] . (4.18)

Now, the idea is to consider the dynamics of φ̄ at some macroscopic t > 0, far after the regime

dictated by the initial conditions. Then it is possible to deform the integration contour in eq. (4.18)

into the lower half-plane. The deeper we go, the faster the exponential fall-off of the solution.

Hence, the slowest dynamics of φ̄ can be identified by searching for the singularities closest to

the real axis. We note in passing that G[ω, φ̄(n)(0)] has zeros, however their locations depend on

initial conditions, and therefore cannot coincide in general with the roots of the denominator.

Whether a deformation of the integration contour is well defined or not depends on GR(ω), which

in general is not analytic in the lower half-plane. That said, GR is still defined in the lower half-

plane, but it must have singularities.32 In the following we assume that the singularity structure

of GR is known and come back to this issue in sec. 5.2 with a concrete example.

For GR given, let us search for the roots of the denominator. Concretely, we inspect

¨̄φ +Υ ˙̄φ +m2
Tφ̄ = −∫

∞

−∞

dω

2π

ω2 +Υiω −m2
T

ω2 −m2 +GR(ω)
e−iωt

G[ω, φ̄(n)(0)] ≈ 0 , (4.19)

asking for which parameters Υ and m2
T the leading singularities at t > 0 are lifted.

In general, Υ is a function of the frequency ω at which the system is probed. Then the full

equation of motion does not have a local form, but rather contains a dispersive integral over the

medium response. Recalling that the whole setup is consistent only to the extent that GR is

treated as a small correction around the global minimum, we can solve for the roots iteratively.

At tree-level, the roots are at ω = ±m. The symmetries ReGR(−m) = ReGR(m) and ImGR(−m) =

− ImGR(m) imply that the positive root can be chosen as a representative, ω →m. Denoting

GR(m) = ReGR + i ImGR , (4.20)

the desired parameters are given by

Υ ≈
ImGR

m
, m2

T ≈m
2
−ReGR . (4.21)

Before the system settles to the global minimum, in principle one may rather replace the fre-

quency scale by the curvature of the potential, ω →
√
max(0, Vφφ).

33 Since the focus of the

32A possible way to determine GR is to solve the Cauchy-Riemann differential equations, taking GR(ω + i0+)
as the initial condition. This system can be rephrased as a 2-dimensional Laplace equation. It is known that the

solution of the Laplace equation with Cauchy boundary conditions is unstable, reflecting the singularities.
33Then, if Vφφ ≤ 0, temperature is the only scale at early stages of inflation. But, as shown in sec. 5.4, T = 0 is

an unstable fixed point in this setup.
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current study is the heating-up period, we adopt the replacement ω → m throughout, with the

understanding that at early stages of inflation this is just a recipe.

The evolution equation in a local Minkowskian frame, eq. (4.19), can be promoted to a general

coordinate system,

φ̄;µ
;µ +Υu

µφ̄;µ +m
2
Tφ̄ ≃ 0 . (4.22)

Choosing FLRW coordinates (cf. eq. (2.1)), and returning to the general form of the potential,

yields our final equation of motion for the inflaton field,

¨̄φ + (3H +Υ) ˙̄φ + ∂φV (φ̄) ≃ 0 . (4.23)

An equation of the same form is used in warm inflation models, see e.g. [59–62]. Our setup is

different in the sense that Υ obtained from eq. (4.21) may contain a non-polynomial T -dependence,

and m2
T may contain a non-trivial correction as well.

The Hubble rate is given by eq. (2.113),

H2
=

8π

3m2
pl

e , (4.24)

in terms of the total energy density of the system at equilibrium, e. Before we turn to study

the evolution of the latter (see sec. 4.3), we should complete the discussion about the thermal

corrections to the inflaton potential.

4.2 Perturbative thermodynamics for a thermalized inflaton

As the system heats up, the inflaton field might equilibrate as well (see however the discussion on

p. 37). In that case further temperature dependent corrections affect the potential V , contributing

to the thermodynamic functions pφ and eφ. Differently from m2 → m2
T, which only modifies the

curvature of the potential around the minimum, now also the shape of V around the minimum

may change depending on the temperature. To sum up, the contributions to the potential are

V ≈ V0 ∣m2

´¹¹¹¹¹¹¸¹¹¹¹¹¶
UV physics

from J

+ V0 ∣m2→m2
T
−m2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
thermal mass

fromJ

+ V (1)

eff

±
thermalized

φ

, (4.25)

where V (1)

eff denotes the 1-loop expression for a thermal effective potential (independent of J).

For thermal corrections that enter the dynamics already during inflation, the interesting inter-

actions are the ones that do not spoil the flatness of the potential. Ideally we would like to satisfy

this condition in a trivial way, postulating a symmetry so that the induced corrections vanish

at all orders in perturbation theory. On the other hand such operators still have an effect non-

perturbatively. At least for the concrete example of an axion-like interaction term (see eq. (5.2)),

we show in sec. 5.2 that mT is negligible also non-perturbatively, and mostly temperature inde-

pendent. In the following we therefore neglect the temperature dependence of mT, denoting by V0
the full temperature-independent potential.

Since the hypothetical thermalization of φ would happen late after the slow-roll regime of in-

flation, to study the latter we can consider the inflaton as a weakly coupled massive scalar field,

V0 ≈m
2φ2/2. The starting point for the evaluation of pφ and eφ is then the 1-loop expression for

a thermal effective potential, given by the free energy density,

V (1)

eff = − lim
L→∞

T

L3
lnZ(1) = ∫

d3k

(2π)3
[
ϵ
k

2
+ T ln (1 − e−ϵk/T )]

ϵ
k
=
√
k2+m2

. (4.26)
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To obtain eq. (4.26) we have quantized φ in a local Minkowski frame, and derived the partition

function from the Euclidean action (t→ −itE) in the path integral formulation (see e.g. [57, p.15]),

Z
(1)
= (

mT 3

2π
)

1
2

(
∞

∏
n=1

mTω2
n

π
)∫ φ(0,x)

=φ(β,x)

∏
x

[cDφ(tE,x)] exp [−
T

2L3∑
k

∞

∑
l=−∞

(ω2
l + ϵ

2
k
) ∣φ(ωl,k)∣

2
]

=∏
k

T

ϵ
k

∞

∏
n=1

ω2
n

ω2
n + ϵ

2
k

=∏
k

e−ϵk/(2T )

1 − e−ϵk/T
. (4.27)

The discrete frequency modes ωn ≡ 2πnT are known as the Matsubara modes.

We absorb the T -independent vacuum part of V
(1)
eff in the definition of V0. Changing integration

variables d3k = 4πdk k2 = 4πdϵ
k
ϵ
k

√
ϵ2
k
−m2, the pressure and energy density from eq. (3.7) then

obtain the contributions

−pφ ⊃ V ⊃ V0 +
T

2π2 ∫

∞

m
dϵ

k
ϵ
k

√
ϵ2
k
−m2 ln (1 − e−ϵk/T ) , (4.28)

eφ ⊃ V − T∂TV ⊃ V0 +
1

2π2 ∫

∞

m
dϵ

k
ϵ2
k

√
ϵ2
k
−m2 nB(ϵk) , (4.29)

where nB(x) ≡ 1/(ex/T − 1) is the Bose distribution. Finally, eqs. (4.39) and (4.41) contain the

contribution of φ to the heat capacity,

−T∂TV̇ ⊃
Ṫ

2π2T 2 ∫

∞

m
dϵ

k
ϵ3
k

√
ϵ2
k
−m2 nB(ϵk) [1 + nB(ϵk)] . (4.30)

A numerical evaluation at low or intermediate temperatures may be facilitated by representations

in terms of modified Bessel functions. These can be found using geometric series and, for example,

via a further substitution to hyperbolic functions ϵ
k
=m coshx,

pφ + V0 ⊃
T

2π2

∞

∑
n=1

1

n
∫

∞

m
dϵ

k
ϵ
k

√
ϵ2
k
−m2 e−nϵk/T

=
Tm3

2π2

∞

∑
n=1

1

n
∫

∞

0
dx

sinh(2x)

2
∂x (−

T

mn
e−

mn
T coshx

)

=
T 2m2

2π2

∞

∑
n=1

1

n2
∫

∞

0
dx cosh(2x) e−

mn
T coshx

=
m2T 2

2π2

∞

∑
n=1

1

n2
K2 (

nm

T
) . (4.31)

The energy density e = T∂Tp − p and the heat capacity −T∂TV̇ = Ṫ ∂Te can be obtained from the

pressure. Making use of recursive relations for the derivatives of Bessel functions,

∂xKα(x) = −Kα−1(x) −
α

x
Kα(x) =

α

x
Kα(x) −Kα+1(x) = −

1

2
[Kα−1(x) +Kα+1(x)] , (4.32)

eqs. (4.29) and (4.30) become

eφ − V0 ⊃
m2T 2

2π2

∞

∑
n=1

{
1

n2
K2 (

nm

T
) +

m

2nT
[K1 (

nm

T
) +K3 (

nm

T
) ]} , (4.33)

−T∂TV̇ ⊃
m4Ṫ

4π2T

∞

∑
n=1

{K2 (
nm

T
) +K4 (

nm

T
)} . (4.34)

In the limit of a massless inflaton field, i.e. m ≪ πT , the thermalization of φ described in

eqs. (4.28)–(4.30) amounts to the addition of one light degree of freedom in the radiation equations

of state in eq. (4.42), i.e. g∗ → g∗ + 1 and h∗ → h∗ + 1.
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4.3 Heat bath equation of motion

We now turn to study the energy density entering eq. (4.23) via the Hubble rate in eq. (4.24). To

describe the evolution of the system, the equation for φ must be completed by a second equation

tracking the total energy density in terms of the increasing temperature. The latter can be obtained

by imposing either entropy increase or energy conservation.

Let us denote the energy density and pressure of the radiation plasma by er and pr, respectively.

In equilibrium, the corresponding total variables are

e = er + eφ , eφ ≡
˙̄φ2

2
+ V − T∂TV , (4.35)

p = pr + pφ , pφ ≡
˙̄φ2

2
− V . (4.36)

The condition of entropy increase can be imposed as

T∂t [(sr − ∂TV )a
3] = a3Υ ˙̄φ2

(t) . (4.37)

The presence of a thermal potential implies that the free energy density carried by the inflaton field,

V (φ̄), also contributes to the total entropy density. The physical interpretation of the negative

sign of −∂TV is that, storing free energy in φ̄, whose value carries definite information, decreases

the total entropy.

Making use of

er = Tsr − pr , sr = ∂T pr , (4.38)

eq. (4.37) can equivalently be rewritten as an equation for the energy density,

ėr + 3H (er + pr − T∂TV ) − T∂T V̇ = Υ ˙̄φ2
(t) . (4.39)

We note that, as long as the source given by φ̄ is active, the sign of ėr is determined by many

effects. During inflation er may fulfil ėr − T∂TV̇ ≃ 0, and the corresponding temperature remains

around a stationary value. The growth of T becomes significant towards the end of inflation, when

V ∼ ˙̄φ2, and the oscillations of φ̄ inject energy to the plasma for a while. A maximal temperature

(Tmax) is reached when the energy dissipated from φ̄ stops compensating for the Hubble dilution.

Denoting ˙̄φ2 = eφ + pφ, this happens when

Tmax ∶ 3H(er + pr) −Υ(eφ + pφ) ≳ 0 ⇔
er + pr
eφ + pφ

≳
Υ

3H
. (4.40)

In a weakly coupled regime we have Υ ≪ H during inflation, implying that Tmax may be reached

already shortly after inflation, when the energy density of the inflaton is still dominating. According

to the formal definition, inflation ends when the expansion becomes decelerated, i.e. eφ ∼ φ̇
2/2.

Calling reheating the subsequent period up to radiation domination, eφ ≲ er, we see that generically

it starts after Tmax has been reached, and is characterized by a decreasing temperature.

Coming back to a technical description of eq. (4.39), let us briefly sketch how it is obtained

imposing the conservation of the energy-momentum tensor [63]. If we multiply eq. (4.23) by ˙̄φ, the

evolution equation for φ̄ can equivalently be expressed as

ėφ + 3H ˙̄φ2
+ T∂T V̇ ≃ −Υ ˙̄φ2 . (4.41)

Summing together eqs. (4.39) and (4.41) yields the overall energy conservation equation,

ė + 3H(e + p) = 0.
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If Υ = 0, like in standard inflation, there is no source term for the radiation plasma, and any

possible initial temperature just redshifts away. It has been realized, however, that the assumption

Υ = 0 is mathematically troublesome. Even if the T = 0 solution represents a fixed point, it can

be an unstable one. Just a small perturbation may drive the system to another fixed point, where

T > 0 and Υ > 0 [59, 64]. This thermal fixed point characterizes the almost stationary value of er
during inflation discussed below eq. (4.39), and is visible in the examples shown in fig. 5.6.

Eqs. (4.23), (4.24) and (4.39) apply for any type of a radiation equation of state. A simple ansatz

is given by the conformal form

pr =
g∗π

2

90
T 4 , er =

g∗π
2

30
T 4 , T sr = er + pr =

2h∗π
2

45
T 4 , (4.42)

with h∗ ≃ g∗ constant. This is a good approximation if the plasma has a weak self-coupling. If this

information is not known, one should consider the possibility that plasma interactions can become

strong. Then the equation of state eq. (4.42) must be replaced by non-perturbative expressions

(see sec. 5.3 for an example).

Motivated by the reasoning above, we consider the possibility that, as the temperature evolves,

a critical temperature Tc may be crossed, so that a first-order phase transition takes place in the

heat bath. When the system is in a mixed phase, the temperature stays constant at T = Tc, so

that Ṫ = 0. At the same time, the energy density has a discontinuity, er(T
+
c ) − er(T

−
c ) > 0, so that

∂T er ∣T=Tc
diverges, and eq. (4.39) needs to be supplemented by another equation.

Although a mixed phase incorporates complicated physics,34 the overall picture should be well

captured by an adiabatic approximation. We re-parametrize er(t)∣Tc
through a volume fraction u,

er(t) ≡ er(T
+
c )u(t) + er(T

−
c ) [1 − u(t)] , 0 ≤ u ≤ 1 (4.43)

⇒ ėr(t) = u̇(t) [ er(T
+
c ) − er(T

−
c ) ] . (4.44)

The pressure pr is continuous at T = Tc, since it equals minus the free energy density, and is

therefore independent of u. Thereby eq. (4.39) gets replaced with

u̇ [ er(T
+
c ) − er(T

−
c ) ] + 3H [er(T

+
c )u + er(T

−
c ) (1 − u) + pr(Tc)] ≃ Υ ˙̄φ2 , (4.45)

where er depends on u as given in eq. (4.43), and appears also in the Hubble parameter H.

The solution of the differential equations needs now to be complemented by a monitoring of T

and u. If we are solving eq. (4.39), and notice that T → T −c (respectively T → T +c ), then we need

to go over into eq. (4.45), with the initial condition u = 0 (u = 1). Similarly, if we are solving

eq. (4.45), and u → 1 (u → 0), then we need to go over into eq. (4.39), with the initial condition

er = er(T
+
c ) (er = er(T

−
c )). It is possible that the system enters and exits the mixed phase from the

same side (for instance, if Tmax = Tc), or from different sides (if the transition is passed through on

the way towards higher or lower temperatures).

Having suggested a formalism depending on GR, the remaining step is to specify its form. Chap-

ter 5 motivates a concrete choice for the interaction term φ̄J and constructs a potential for φ̄.

34For example bubble nucleations, sound wave dynamics, turbulence, ... .
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Example: axion-like inflation

Let us briefly outline an inevitable (and incomplete) historical overview.

Despite the many advantages of inflation already in its simplest realizations, see sec. 3.1 for an

example, the search for the perfect self-coupling potential for the inflaton field V (φ̄) threatens to

turn into a new fine-tuning problem. First models of axion inflation rose originally to construct a

potential which is naturally flat, a feature that suggests the name natural inflation. The earliest

examples date back e.g. to [65–67], that appeared shortly after the model of inflation [23].

To understand these early works, one should keep in mind that inflation itself was first presented

in the format of a phase transition occurring in the hot early universe. Energy scales were thus

compared with a high, decreasing temperature. Denoting by fa the axion decay constant, first

attempts identified the QCD axion with the inflaton at energies ΛQCD ≪ eφ ≪ fa.
35 The parameters

of inflation, axion mass and decay constant in this case, are therefore constrained by the high-

energy limit of QCD. Precisely the dynamics of QCD instantons is then the origin of a flat inflaton

potential at high temperatures (we construct the latter on the next pages).

With the advent of the CMB observations by the Planck satellite and the first constraints on

inflation [38, p.19], the QCD axion was ruled out. In its place, an abundance of still undetermined

axion-like inflatons started sprouting. Non-thermal models are reviewed in [70], while more recently

axion-like interaction terms are widely used in warm inflation models, see e.g. [59–62,64,71–76].

Over the past forty years the literature concerning axion-like inflation has grown according to

the increasing interest in inflation, with the original idea being modified in a similar manner. To

be more precise, in the modern perspective inflation is usually placed foremost in any sketch of

the history of the universe, and is described as an exponential expansion driven by the energy

density of a slowly evolving scalar field [24]. No notion of the temperature is needed, except if a

warm inflation scenario is explicitly considered. Hence, generally the UV physics that generates

the axion potential is not discussed and the latter is taken as an ansatz.

Strictly speaking, these models do not benefit from a naturally flat potential a priori. On the

other hand, aiming at a complete framework for inflation that can describe the transition to the

radiation dominated epoch, an axion-like potential remains interesting.

We now turn to sketch the original setup of axion-like inflation, coupled to a non-Abelian gauge

sector, in order to introduce the framework used in the rest of the present chapter.

35Other models identified the QCD axion with a dark spectator during inflation, see [68] for a modern example.

44
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Basic setup of axion-like inflation

The idea of axion-like inflation is to postulate a symmetry, as in the Peccei-Quinn solution to the

strong CP problem,36 such that the smallness of the coupling constant in the self-interaction of

the inflaton φ arises dynamically from a ratio of mass scales.

Concretely, considering the Lagrangian in eq. (3.1) for a massless scalar inflaton field, one adds

an axion-like interaction term. Required is a Yang-Mills sector with the gauge group SU(Nc),
37

coupling constant g2 = 4πα, field strength tensor F a
µν ,

L = −
1

2
gµν∂µφ∂νφ − φJ +Lbath , (5.1)

φJ =
φ

fa

α

16π
F a
µν F̃

aµν , F a
µν = ∂µA

a
v − ∂νA

a
µ + gf

abcAb
µA

c
ν , F̃ aµν

≡ ϵµνρσF a
ρσ . (5.2)

The scale fa measures the energy at which the axial UA(1) symmetry is explicitly broken by φJ .

It is proportional to the mass scale of further excitations in the broken phase (see footnote 36),

and is conventionally called the axion decay constant. If the axial UA(1) symmetry is explicitly

broken at a high scale fa ∼ mpl, then the associated pseudo-Nambu-Goldstone boson φ is very

weakly coupled to the gauge sector.

The gauge sector itself is characterized by two further scales. Technically, we assume that

inflationary physics has an energy scale ϵφ ≪ ΛUV, where ΛUV is the confinement scale of some

unified theory. At the same time, the unbroken SU(Nc) subgroup also displays a confinement scale

ΛIR. During inflation we mostly assume ϵφ > ΛIR, implying that the gauge sector is weakly coupled

α < 1 at the energy scale of the inflationary epoch (see however [5] and discussions below).

Because J can be written as a total derivative, it does not contribute to the classical equations

of motion of the gauge sector, if φ is constant. A non-trivial contribution to the action,

∫ d4x
√
−g J = −

Q

fa
, Q ≡

α

4π
∫ d4x

√
−g ∂µϵ

µνρσ
(Aa

ν∂ρA
a
σ +

g

3
fabcAa

νA
b
ρA

c
σ) ∈ Z , (5.3)

i.e. Q ≠ 0, arises from non-Abelian gauge fields with pure-gauge boundary conditions Aµ
∣x∣→∞

Ð→

U−1∂µU , for U ∈SU(Nc). The topological charge Q represents the winding number of non-trivial

field configurations known as instantons (Q > 0) and anti-instantons (Q < 0).

As a consequence of eq. (5.3), the action corresponding to eq. (5.1) is invariant under the shift

symmetry φ→ φ + 2πfa. This is not the case in the presence of a mass term.

Even if φJ may not contribute to the classical equations of motion for Aa
µ, it does enter the

dynamics of φ̄ generating a potential and an additional friction term,

¨̄φ + 3H ˙̄φ + ∂φV (φ̄) ≃ −Υ ˙̄φ2 . (5.4)

To derive them it is convenient to use the partition function in the path integral formulation.

In particular, treating θ ≡ φ/fa as a free parameter, Wick-rotating to the Euclidean action, and

integrating over all fields in J and Lbath, one can evaluate the potential

V (θ) = − lim
L→∞

T

L3
ln(
Z(θ)

Z(0)
) , (5.5)

36 In the Peccei-Quinn construction [77], the axion φ arises from the phase of a complex scalar field Φ = ϕeiφ/fa .
The latter is added to the QCD Lagrangian, together with a quark field Q = (QL,QR), which is a color-triplet,

and a singlet under electroweak transformations. The additional fields transform under a postulated global U(1)
Peccei-Quinn group, ϕ → ϕ, φ → φ + c, QL,R → e∓ic/2, and source the anomalous interaction term in the effective

Lagrangian at energies ΛQCD ≪ eφ ≪ fa. For a compact review see [78].
37The Abelian case has been studied as well, see [79] for an example.
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that arises from a non-trivial topological sector,

Z(θ) =
∞

∑
Q=−∞

eiθQZQ . (5.6)

To further evaluate V , it is convenient to assume that for ∣Q∣ > 1 the dominant contribution to ZQ

arises from the superposition of n 1-instantons and n̄ 1-anti-instantons, such that Q = n − n̄. In

this semi-classical approximation of a dilute instanton gas, eq. (5.6) can be written as

Z(θ) ≃
∞

∑
n,n̄=0

[Z1e
iθ]n

n!

[Z1e
−iθ]n̄

n̄!
= exp[2Z1 cos θ] . (5.7)

Inserting Λ4
UV ≃ limL→∞ 2TZ1/L

3, the potential for the axion-like inflaton from eq. (5.5) is then

V (φ) ≃ Λ4
UV [1 − cos(

φ

fa
) ] , V (φ + 2πfa) = V (φ) . (5.8)

In the Peccei-Quinn construction, the semi-classical expansion about instantons suffers from an

ill-defined integration in Z1, that diverges in the absence of a physical cut-off scale [80, 81]. The

problem arises classically, since then the action of any instanton with Q = 1 is 4π/α. However, in

the regime of quantum fields at finite temperature one expects confinement to provide a physical

scale, which may serve as a cut-off, which we denote here as ΛUV.

If we define the mass as the curvature of the potential at the minimum, this evaluates to

m2
= ∂2φV (φ)∣φ=0 =

Λ4
UV

f2a
, ⇒ ΛUV ∼

√
mfa . (5.9)

The appearance of the confinement scale means that the amplitude of the potential cannot be

addressed via perturbation theory. In terms of a non-perturbative quantity, m2 is related to the

topological susceptibility χ,

m2f2a = ∂
2
θV (θ)∣θ=0 = lim

L→∞

T

L3

⎡
⎢
⎢
⎢
⎢
⎣

∑
∞

Q=−∞Q
2eiθQZQ

Z(0)
− (
∑
∞

Q=−∞Qe
iθQZQ

Z(0)
)

2⎤
⎥
⎥
⎥
⎥
⎦θ=0

= lim
L→∞

⟨Q2⟩

βL3
≡ χ . (5.10)

In the QCD context, some exploratory lattice results for χ were available at the time of the first

axion-inflation models [82]. They confirmed that at high temperatures instanton effects are strongly

suppressed, and for T ≫ ΛUV the topological susceptibility decreases rapidly as the temperature

increases [83]. The potential is then essentially independent of the axion field, and no value of

φ is singled out dynamically, but it is randomly distributed between 0 and 2πfa (mod2πfa) in

causally distinct regions. In those regions where φ ∼ πfa the inflaton starts inflation by slowly

rolling down to the minimum. Because of this stochastic flair, the inflationary setup appears to

emerge naturally.

For our concrete example we consider m and fa as free and independent parameters of the model

and treat ΛUV as a constant. A nice feature of the potential in eq. (5.8) is, that near the minimum

V (φ) ≈ m2φ2/2 reproduces the simple chaotic potential, and close to the maximum φ ∼ πfa,

V ∼ const+O[(φ−πfa)
2] yields a viable slow-roll regime of inflation. Besides the potential, we keep

the interaction term in the Lagrangian, representing the unbroken SU(Nc) subgroup of the non-

Abelian sector. Together the shift-symmetry and the topological nature of J suppress perturbative

corrections to the potential and permit for a friction. These are two essential ingredients for a

successful inflationary period with a hot final.
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To make use of lattice results (cf. e.g. sec. 5.3), as an example we set Nc = 3. When lattice

results are not available, we adopt a leading-logarithmic running value for the gauge coupling,

representative of a Yang-Mills plasma,

α ≃
6π

11Nc

ln−1
⎡
⎢
⎢
⎢
⎣

√
(x2πΛIR)

2 + (2πT )2 +m2

ΛIR

⎤
⎥
⎥
⎥
⎦
. (5.11)

The first term in the square root serves as an (arbitrary) infrared (IR) regulator, so that any value

of T or m can be inserted; in sec. 5.4 we check the IR sensitivity of the results by varying the

parameter x in the range x ∈ [0.2,2.0]. Nevertheless the expression is guaranteed to be physically

meaningful only for max{2πT,m} ≫ ΛIR, so that α ≪ 0.3. Here ΛIR represents the confinement

scale of the unbroken SU(3) gauge group.

5.1 CMB constraints on inflaton mass and decay constant

Scalar perturbations accessible via CMB observations exit the horizon at the beginning of inflation,

deep in the slow-roll regime. At this stage, thermal corrections are still negligible, Υ ≈ 0, but

interactions with the gauge sector at high energies enter already via the potential. To compute

the CMB observables we therefore solve the simplified evolution,

¨̄φ + 3H ˙̄φ + V ′(φ̄) ≈ 0 , H2
≈
8πV

3m2
pl

, V (φ) ≈m2f2a [1 − cos(
φ

fa
)] . (5.12)

The free parameters of the model that can be constrained by the CMB are therefore the inflaton

mass m and the decay constant fa. Not accessible is the confinement scale ΛIR of the Yang-Mills

sector. We discuss in sec. 5.4 how the temperature evolution is affected by ΛIR. In turn, the latter

enters the predictions for the gravitational wave background studied in chapter 6.

To solve eq. (5.12) we also need an initial value for the inflaton field, φ̄0. As the slow-roll regime

should represent an attractor solution, the expectation about φ̄0 is that its value does not affect

the dynamics, as long as the simulation starts far enough away from the minimum of the potential.

This means choosing φ̄0 close to one of the maxima, e.g.

φ̄0(fa) ≈ 0.9πfa . (5.13)

Returning to m and fa, we recall eqs. (3.133)–(3.134) for the CMB observables, which in the

slow-roll approximation are replaced by

As ≈
8G2

3

V

ϵV
∣
t∗

, (5.14)

ns ≈ 1 − 6 ϵV (t∗) + 2ηV (t∗) , (5.15)

r ≈ 16 ϵV (t∗) . (5.16)

The time t∗ denotes when vacuum fluctuations exit the causal horizon and become classical per-

turbations. For the scales probed at the CMB, t∗ can be obtained by backtracking N ≃ 60 e-folds

from the end of inflation tend (cf. eq. (3.17)). A conservative choice of tend is at moment when the

exponential expansion ends, i.e. when the parameters (cf. eq. (3.15))

ϵV =
1

16πG
(
Vφ

V
)

2

=
1

16πGf2a

sin2 ( φ̄
fa
)

[1 − cos ( φ̄
fa
)]

2
, (5.17)

ηV =
1

8πG

Vφφ

V
=

1

8πGf2a

cos ( φ̄
fa
)

1 − cos ( φ̄
fa
)
, (5.18)
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Figure 5.1: The procedure to establish the values of the parameters fa, in fig. 5.1a, and m, in

fig. 5.1b. The value of the observables As, ns and r is evaluated according to eqs. (3.133)–(3.135).

The present figure reproduces the left and middle panels in fig. 2 of [3].

reach order unity. However, considering that the accelerated expansion continues, even if not

exponentially, until V ∼ ˙̄φ2/2, and that this could happen later (see the discussion below eq. (4.39)),

we choose tend to be the time when the maximal temperature is reached.

Inserting eqs. (5.17) and (5.18) in eqs. (3.136)–(3.137), we learn that r and ns do not depend

directly on the inflaton mass m. Considering the experimental constraints [38] (cf. sec. 3.4),

robs
< 0.056 , nobs

s = 0.9649 ± 0.0042 , (5.19)

we hence first fix the parameter fa, as illustrated in fig. 5.1a (N > 60 is satisfied for any value of

fa in the chosen range). More delicate is the matching of ns and r: increasing fa/mpl increases

both r and ns, such that the ideal region for r, where fa ≲ 1.25mpl, does not correspond to the

one preferable for ns, where fa ≈ 1.6mpl. We set

fa ≈ 1.25mpl , (5.20)

such that both quantities still lie safely within 2σ distance from the observed value,

r(fa = 1.25mpl) ≈ 0.055 , ns(fa = 1.25mpl) ≈ 0.9607 . (5.21)

Once fa and thus also φ̄0 are fixed, we vary m in order to match the observation [38]

Aobs

s = (2.0989 ± 0.0292) × 10
−9 . (5.22)

As shown in fig. 5.1b, As is highly sensitive to the mass parameter, with the allowed range within

the narrow region m ∈ [1.05,1.07) × 10−6mpl. Choosing m = 1.06 × 10
−6mpl we obtain the value

As(fa = 1.25mpl,m = 1.06 × 10
−6mpl) ≈ 2.1144 × 10

−9 . (5.23)

Now that we have a first estimate for m and fa, the plan is to solve the full set of equations

(4.23), (4.24), (4.39) for different values of the confinement parameter ΛIR. To proceed towards

the numerical solution, in the next sections 5.2 and 5.3 we determine the remaining unknown coef-

ficients entering the equations for the concrete example of an SU(3) Yang-Mills plasma interacting

with the inflaton.
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5.2 Friction coefficient and mass correction

As derived in sec. 4.1, the friction coefficient and the mass correction originating from an interaction

term L ⊃ −φJ are determined respectively by the imaginary and real part of the retarded correlator

of J , cf. eq. (4.21). For J from eq. (5.2) this takes the form

GR(ω) = (
α

16πfa
)
2

∫

∞

0
dt eiωt

∫ d3x ⟨i[F a
µν F̃

aµν
(t,x), F b

ρσF̃
bρσ
(0,0)]⟩0 . (5.24)

In a weakly coupled thermal system at T ≫ ΛIR, GR contains a lot of structure. At ω ≫ πT it

is dominated by a vacuum part [84]; at ω ∼ πT , it develops substantial thermal modifications [85];

at ω ∼ gT , features originate from collective plasma excitations and Debye screening [85]. For

very small frequencies, ω ≪ αT , yet another behaviour takes over, dominated by non-perturbative

dynamics [86], so that a reliable determination of GR requires lattice simulations. The real part is

related to the topological susceptibility studied in four-dimensional simulations [87, 88], while for

the imaginary part only so-called classical real-time simulations [3] can be employed.

An evaluation of the contribution of the scales ω ∼ gT and πT [85] suggests that the small-ω

regime is dominated by the contribution from very small ω ≲ αT frequencies. Therefore, we adopt

a model in which GR only contains a vacuum part, GUV

R , from ω ≫ πT and an infrared part, GIR

R ,

from ω ≲ αT . Furthermore, the tails of the two contributions are numerically small outside their

domains of validity, so we can establish an interpolation simply by adding the parts together,

GR(ω) ≃ G
UV

R (ω) +G
IR

R (ω) . (5.25)

When T ≲ ΛIR, the effective-theory type setups used in real-time simulations should be replaced

by full four-dimensional lattice simulations. Unfortunately, extracting real-time information from

the latter is exponentially hard (see e.g. [89, 90]). To determine Υ and m2
T from the available

information in a confined regime we follow two different approaches. However in both cases our

estimates contain a systematic error, discussed in the following.

Friction coefficient

The friction coefficient is defined by (cf. eq. (4.21))

Υ ≈
ImGR(m)

m
. (5.26)

In [3], classical real-time simulations are used to estimate Υ at very high temperatures, T ≫ ΛIR.

The setup for the simulations and perturbative analytical results at leading order in α are illustrated

in appendix B.1. Here we report the results originating from the two parts in eq. (5.25),

ΥIR = dAκ(αNc)
3T 3
(
α

fa
)
2 1 + m2

(cIRα2N2
cT )

2

1 + m2

(cmαNcT )2

, κ ≈ 1.5 , cIR ≈ 106 , cm ≈ 5.1 , (5.27)

ΥUV = dA (
α

16fa
)
2

(
m

π
)
3

[1 + 2nB (
m

2
)] , (5.28)

where dA ≡ N
2
c − 1. ΥUV represents the decay width for the process φ→ gg.

Little is known about Υ at T ≲ ΛIR, even if exploratory studies for determining ΥIR with full

four-dimensional lattice simulations have been launched [91,92]. For this reason, we adapt the weak-

coupling computation from above to a strongly coupled regime through a modelling of the Yang-

Mills coupling α. Our estimates contain therefore a systematic error, reflected by the parameter x

introduced in eq. (5.11) to test the IR sensitivity of the results.
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Figure 5.2: Hierarchy of the UV and IR contributions to the friction Υ: in the low mass limit

m≪ T eq. (5.27) dominates, while at low temperatures m≫ T , Υ ∼ ΥUV from eq. (5.28). We use

the parameter values m = 1.06 × 10−6mpl and fa = 1.25mpl determined in eqs. (5.21) and (5.23).

For comparison, we also plot the thermalization rate ∼ α2T of the heat bath. The error bands

originate from varying ΛIR in the range [10−15,103] ×m (lines are evaluated at ΛIR = 10
−6m).

Figure 5.2 illustrates eqs. (5.27) and (5.28) as functions of T /m and at different ΛIR/m. The

behaviour of Υ = ΥIR +ΥUV changes from vacuum to non-perturbative physics with a gentle cusp

when T ∼m. Comparing the thermalization rate of the inflaton ∼ ΥIR with α2T , we note that the

gauge sector thermalizes more efficiently than the inflaton at both T ≫m and T ≪m, with some

orders of magnitude difference. When solving the dynamics numerically in sec. 5.4 we therefore

omit the thermal corrections to the potential derived in sec. 4.2. Their effects have however been

studied in [5], where the interested reader can find more details.

Mass correction

The effective mass squared is given by (cf. eq. (4.21)),

m2
T ≈ m

2
−ReGR(m) . (5.29)

Weakly-coupled Yang-Mills sector

For high temperatures T ≫ ΛIR we show in appendix B.2 how ReGR can be determined through

a perturbative computation in terms of α (or g2 = 4πα).

Denoting with µ̄2 ≡ 4πµ2e−γE the MS renormalization scale [93], the result is

ReGR(m) =
dAc

2
χg

4m2

π2f2a
{m2µ−2ϵ (

1

ϵ
+ ln

µ̄2

m2
− 1) + ∫

∞

0
dq P [

16q3nB(q)

(q − m
2
)(q + m

2
)
]} +O(g6) , (5.30)

where P denotes the principal value, and cχ ≡ 1/(64π
2). Vacuum contributions, i.e. terms without

nB, are denoted by ReGUV

R in the following. The scale parameter appearing in the latter is an

auxiliary quantity, and must cancel from physical results. The 1/ϵ divergence and ln µ̄ in eq. (5.30)

can be cancelled by a counterterm, as discussed below eq. (4.16). As a result the combination
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Figure 5.3: Absolute values of: (a) the UV and IR contributions to the thermal mass m2
T accord-

ing to eq. (5.31). The cusps at m ≈ 5.2T and m ≈ 1023.0T mark the moments where the IR

contributions change sign. (b) the thermal contributions from m2
T to the total entropy density and

heat capacity, compared with the entropy density of a radiation plasma in the deconfined phase

(normalization factors correspond to eqs. (2.14) and (2.15) of [5]). The cusps are again given by

the crossing of zero. We use the parameters m = 1.06 × 10−6mpl and fa = 1.25mpl (cf. eqs. (5.21)

and (5.23)). To show how the result would naively extend to a strongly coupled plasma, the

shaded ranges indicate the variation of ΛIR. However, for m2
T we follow a different prescription, as

described in eq. (5.33).

1/ϵ + ln µ̄2 gets replaced with a physical logarithm lnΛ2
UV, where Λ2

UV ∼mfa is the UV completion

of the theory introduced in eq. (5.8).

An estimate of the thermal part yields the asymptotic behaviour

ReGIR

R (m)Ð→

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

−dAc
2
χ
64π2

15
g4T 4

f2
a

, T ≪ m

dAc
2
χ
8
3
g4m2T 2

f2
a

, T ≫ m
, (5.31)

implying that the thermal mass corrections change sign at m ≈ 5.2T .

We show in fig. 5.3a that both parts of ReGR are about ten orders of magnitude below the

tree level value m2, and in both regimes T ≪ m and T ≫ m (T < ΛUV ∼ 10−3mpl ∼ 103m is an

upper bound in our model). Similarly, the corrections emerging from ∂Tm
2
T and ∂2Tm

2
T to the

thermodynamic functions are generally suppressed, see fig. 5.3b. We therefore omit m2
T and its

derivatives in the numerical solutions in sec. 5.4.

Strongly-coupled Yang-Mills sector

In principle we could carry out a discussion similar to Υ also form2
T, adapting a weak-coupling result

at T ≫ ΛIR to a strongly coupled regime. However, partial non-perturbative lattice information is

also available for ReGR, so we would like to make use of it, even if it is not exactly what is needed.

Let us explain the issues.

The lattice simulations are usually viewed in the context of the QCD axion mass. Since a mass

term would break the shift symmetry, it is assumed that the axion has no mass at tree level, so that
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all of it is generated by the SU(3) gauge dynamics. Then, the mass correction can be evaluated at

ω = 0, in which case it is proportional to the topological susceptibility as described in eq. (5.10).

Though the problem is technically challenging, results have become available (cf., e.g., [87,88] and

references therein), and we return to them presently (cf. eq. (5.32)).

However, a mass determined at ω = 0 is correct only if there is no bare mass from an UV theory.

This is a problem, since our inflaton potential V0 already contains a mass; it is envisaged to have

been generated by an UV gauge theory, at a scale higher than the IR one on which we focus. In

this situation, the contribution to the mass through the SU(3) topological susceptibility is only a

correction, and its determination at ω = 0 rather than ω ≃ m represents an approximation from

the physics point of view.

Despite these reservations, we estimate how large the mass correction could be. We denote by

χ the SU(3) topological susceptibility, and by t0 an auxiliary quantity often used for setting the

scale in lattice simulations. Then, at T = 0, t20 χ = 6.67(7)×10
−4 [87], whereas examples of thermal

values are t20 χ = 2.25(12)×10
−5 at T

√
8t0 = 1.081 and t20 χ = 3.43(27)×10

−6 at T
√
8t0 = 1.434 [88].

Inserting a conversion to the critical temperature, Tc
√
t0 = 0.2489(14) [94], a rough qualitative

representation, incorporating an expected functional dependence at higher temperatures, is

χ ≃

⎧⎪⎪
⎨
⎪⎪⎩

0.17T 4
c , T ≲ 0.95Tc

0.12T 11
c

T 7 , T ≳ 0.95Tc
, (5.32)

and the corresponding mass corrections from the IR (ω → 0) gauge theory evaluate to

δm2
0

T≲0.95Tc
≃

0.17T 4
c

f2a
, δm2

T

T≳0.95Tc
≃

0.12T 11
c

f2aT
7

, δm2
T < δm

2
0 . (5.33)

To connect δm2 to the mass parameter appearing in the potential let us recall the discussion about

V0 above eq. (4.25). We refer to V0 as the tree-level potential plus those radiative and thermal

corrections which do not change the shape of V0 (in contrast, shape-changing structures lead to

what we have denoted by V ). With m2 the value of the tree-level mass, at temperatures below Tc
it gets modified to the temperature-independent quantity

m2
→m2

0 ≡m
2
+ δm2

0 , (5.34)

whereas a would-be thermal mass squared at T > Tc reads

m2
→m2

T =m
2
+ δm2

T =m
2
0 − δm

2
0 + δm

2
T . (5.35)

After these order-of-magnitude estimates, let us explain why the mass correction should be

unimportant. Inserting the numerical values for m and fa and estimating the bare mass as m2 ∼

Λ4
UV/f

2
a following eq. (5.8), the scale of the UV gauge theory is ΛUV ∼ 10−3mpl. According to

sec. 5.4, the solutions fall in two different classes. If the system heats up to Tmax ≥ Tc, then

∣δm2
T − δm

2
0∣ ∼ Λ4

IR/f
2
a ≪ Λ4

UV/f
2
a ∼ m

2, i.e. the thermal mass correction is exceedingly small. If

Tmax < Tc, the system stays in the confined phase, and there is no thermal mass correction.

5.3 Non-perturbative thermodynamics for a radiation bath

As an essential ingredient to eqs. (4.39) and (4.45), we need the thermodynamic energy density

and pressure of the radiation plasma, er and pr. These are often parametrized through degrees

of freedom g∗ or h∗, according to eq. (4.42). If the plasma is very weakly coupled, g∗ is to a
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good approximation constant and h∗ ≃ g∗. However here we want to consider also the case, where

interactions can become strong as well.38 In the latter case, g∗ and h∗ decrease rapidly at low

temperatures, and their complete functional forms are needed.

It turns out to be convenient to parametrize the thermodynamic information through the entropy

density, sr. On one hand, this is because we need sr for eq. (5.49). On the other, sr can be

precisely studied with lattice simulations, cf. [95, 96] and references therein. Denoting by Tc the

critical temperature, and setting Nc = 3, the results of the deconfined phase of a Yang-Mills plasma

can be represented as39 [96]

sr
T 3
∣
lattice

≈

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

6.9829 −
1.0348

ln(T /Tc)
, T ≥ 3.222Tc

1.7015 + 77.757 ln(T /Tc) + 232.33 ln
2
(T /Tc)

1.0 + 19.033 ln(T /Tc) + 32.200 ln
2
(T /Tc)

, Tc < T < 3.222Tc

. (5.36)

For T /Tc →∞ this agrees within 0.5% with the Stefan-Boltzmann value

sr
T 3
∣
free

=
2π2 × 16

45
= 7.018 . (5.37)

The determination of sr/T
3 is more difficult in the confined phase, as the results soon become

exponentially small. Fitting to the tabulated results from [96],40 viz.

sr/T
3 T /Tc

0.37(15) 1.0−

0.31(11) 0.980

0.108(23) 0.904

0.001(4) 0.660

, (5.38)

which appear to be consistent with [97], we model the low-T region with the ansatz

sr
T 3
∣
lattice

T<Tc
≃ a (

T

Tc
)

b

exp(−
cTc
T
) , a = 45.8 , b = 6.81 , c = 4.80 . (5.39)

The transition is of the first order, so that sr/T
3 displays a discontinuity at T = Tc. For the

conversion between Tc and ΛIR we estimate Tc ≃ 1.24ΛIR [94].

Given sr = dpr/dT , the other thermodynamic functions can be obtained as

pr(T ) − pr(0) = ∫
T

0
dT ′ T ′3 (

sr
T ′3
) , er(T ) − er(0) = Tsr − [pr(T ) − pr(0)] . (5.40)

Furthermore, in order to evaluate ėr = Ṫ cr, we need the heat capacity cr = ∂Ter = T∂Tsr. At low

temperatures eq. (5.39) implies

pr(T ) − pr(0)

T 4

T<Tc
≃ a cb (

cTc
T
)

4

Γ(−b − 4,
c Tc
T
) , (5.41)

cr
T 3

T<Tc
≃ a [ (b + 3)(

T

Tc
)

b

+ c(
T

Tc
)

b−1

] exp(−
cTc
T
) , (5.42)

38In this section we make use of non-perturbative information, so that the coupling can be arbitrarily strong.
39 [96] gives T = 3.433Tc as the transition point between the two functional forms; we have replaced this with the

value at which the curves cross each other, with the approximate coefficients at our disposal.
40The first number can be found in the text, not the table. The last number appears to contain a typo in the

table of [96]; we have reconstructed the correct value from the er and pr given on the same line.
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where Γ(s, x) = ∫
∞

x dt ts−1 e−t is an incomplete gamma function.

Restricting to the SU(3) plasma is a special case, however this is the system for which the

most reliable non-perturbative information is available. In addition, it entails a weak first-order

transition, which is typical of many other thermal systems.

5.4 Numerical results and parameter scan

Having established all the coefficients appearing in the evolution equations (4.23), (4.39) and (4.45),

we now want to solve them. From the results of secs. 5.1–5.3 we learn that the thermalization of

the inflaton field is a slow process compared with the thermalization of the gauge plasma,41 and

that interactions among the two yield negligible thermal corrections to the inflaton mass and to

the shape of the potential. It is therefore a fair approximation to simplify the potential by setting

∂TV ≈ ∂TV̇ ≈ 0.
42 We hence finally solve

¨̄φ + (3H +Υ) ˙̄φ + V ′(φ̄) ≃ 0 (5.43)

Υ ˙̄φ2
≃

⎧⎪⎪
⎨
⎪⎪⎩

ėr + 3H (er + pr) , T ≠ Tc

u̇ [ er(T
+
c ) − er(T

−
c ) ] + 3H [er(T

+
c )u + er(T

−
c ) (1 − u) + pr(Tc)] , T = Tc

(5.44)

numerically for the functions {φ(t), T (t), u(t)}. With the simplifications discussed above, the

Hubble rate and the potential read

H2
≃

8π

3m2
pl

(er +
˙̄φ2

2
+ V ) , V (φ̄) ≃m2f2a [1 − cos(

φ̄

fa
)] . (5.45)

The form of the friction Υ = ΥIR +ΥUV as a function of m, T , fa and α is given in eqs. (5.27) and

(5.28), where the coupling α in eq. (5.11) is parametrized by m, T and ΛIR. Conveniently the time

parameter is normalized by a reference Hubble time

tref ≡

¿
Á
ÁÀ 3m2

pl

8πV [φ̄0]
≈

1

H(tref)
. (5.46)

With the values

m ≈ 1.06 × 10−6mpl , fa ≈ 1.25mpl , (5.47)

fixed by the CMB constraints (see sec. 5.1), the only free parameter left is ΛIR. We thus scan the

solutions in terms of ΛIR, discovering a rich dynamics, that determines the value of the maximal

temperature reached after inflation.

To determine the convenient initial conditions for eqs. (5.43)–(5.45), we study the emergence of

a stationary temperature, Tstat, analytically.

Stationary temperature

The existence of a stationary temperature at intermediate stages of warm natural inflation follows

from the argumentation in [59,64]. Physically, this corresponds to a situation in which the energy

released from the inflaton to radiation through friction, precisely balances against the energy

diluted by the Hubble expansion. After a while, T starts to increase above Tstat, obtaining a

maximal value, Tmax. While estimating Tmax requires the solution of the coupled set of differential

equations, for Tstat we can employ slow-roll approximations to find algebraic equations.

41This is not the only argument. In fig. 5.6(right) we show that it appears unlikely that the inflaton thermalizes,

because its would-be thermalization rate ∼ ΥIR is much below the Hubble rate, for any choice of ΛIR.
42In [5] we illustrate solutions in the three qualitatively different cases of a Yang-Mills plasma and: (i) a non-

thermal inflaton, (ii) a thermalized inflaton, (iii) a thermalized inflaton + one extra degree of freedom.
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Figure 5.4: (a) Example of left hand-side (lhs) and right hand-side (rhs) of eq. (5.49) at ΛIR =

10−5mpl. The band correspond to the variation of x ∈ (0.2,2.0) in the parametrization of α,

eq. (5.11). (b) Solution Tstat of eq. (5.49) at different values of ΛIR. Tc denotes the critical

temperature. The present figure reproduces partially fig. 3 of [5].

Let us start with the slow-roll approximation of eq. (5.43),

˙̄φ ≃ −
Vφ

3H +Υ
, (5.48)

while in eq. (5.44), we search for a stationary solution, with ėr ≃ 0. Recalling the thermodynamic

relation e + p = Ts, where s is the entropy density, yields the master relation

3Tstats ≃
Υ

H

V 2
φ

(3H +Υ)2
. (5.49)

As further simplifications, the Hubble rate can be approximated as H ≃
√
8πV /(3m2

pl) during the

slow-roll period, and we may furthermore set φ̄→ φ̄0 in V and Vφ.

The left and right-hand sides (lhs, rhs) of eq. (5.49) are illustrated in fig. 5.4a. The resulting

values of Tstat/mpl, from the crossings of the respective curves, are plotted in fig. 5.4b. It can be

observed from fig. 5.4b that there is a specific domain of ΛIR at which the behaviour of the system

changes. To determine the smallest value Λmin for which the system reaches Tc, we ask for which

ΛIR the stationary temperature satisfies Tstat = Tc. This corresponds to

3Tc s =
Υ

H

V 2
φ

(3H +Υ)2
∣
ΛIR→Λmin

⇒ Λmin ≃ 3 × 10−9mpl . (5.50)

In fig. 5.4a the cusp in the rhs curve is where the behaviour of Υ changes, from ΥUV at low

temperatures to ΥIR at high temperatures. When ΛIR = Λmin the lines cross in a domain where

Υ ≈ ΥUV. Therefore, Λmin is independent of the non-perturbative physics of ΥIR.

Maximal temperature

We now move on to a full solution of eqs. (5.43) and (5.44). As initial conditions, we take

T (tref) ≃ 0.2Tstat , φ̄(tref) = 0.9πfa , ˙̄φ(tref) ≃ −Vφ/(3H) (5.51)
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Figure 5.5: Scan of Tmax as a function of ΛIR/mpl from the solution of eqs. (5.43) and (5.44). Our

setup is self-consistent only for ΛIR < ΛUV ∼ 10−3mpl. Tc denotes the critical temperature. The

present figure reproduces partially fig. 5 of [5].

from sec. 5.1. However, the solution is an attractor, and therefore soon independent of the initial

conditions. For the given parameters, the confinement scale at which the system heats up exactly

to Tc is found to be in the vicinity of Λmax ∼ 2 × 10
−8mpl.

Examples of solutions are shown in fig. 5.6, and a scan of Tmax in fig. 5.5. We conclude that

∗ if ΛIR < Λmax, Tmax > Tc and a phase transition occurs as the system cools down (cf. fig. 5.6a).

∗ for Λmin < ΛIR < Λmax, the system undergoes two phase transitions, one as it heats up to Tmax,

one as it cools down. Yet in this domain α2T ≪ T ≪ H, so it is questionable whether the

temperature has a literal meaning during the first transition. The maximal temperature has

the numerical value Tmax ≲ Λmax ∼ 2 × 10
−8mpl (cf. fig. 5.6c).

∗ if ΛIR ∼ Λmax, then the system heats up to Tmax ∼ Tc. This happens just between the examples

in figs. 5.6c and 5.6e.

∗ if ΛIR > Λmax, Tmax < Tc and the system undergoes no phase transition. Nevertheless it heats

up to a high temperature, Tmax ∼ ΛIR (cf. fig. 5.6g).
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Figure 5.6: For explanations see the text below eq. (5.51).



Chapter 6

Gravitational waves from thermal processes

We are interested in estimating the contribution to the gravitational wave background, that can be

associated with a thermal axion-like inflation scenario, as described in chapter 5.43 Our starting

point is thus the interaction Lagrangian

L ⊃ −φJ + ĥµνTµν , J ≡
α

16πfa
ϵµνρσF c

µνF
c
ρσ , (6.1)

where ĥµν represents the propagating part of a graviton field (suitably rescaled). The parameter

fa denotes the decay constant of the scalar field into the gauge bosons that populate the thermal

bath. Interactions in the latter are described by the Yang-Mills coupling constant g2 = 4πα, the

Yang-Mills field strength F c
µν , and c ∈ {1, ...,N

2
c − 1}, for Nc the number of colours.

During inflation, scalar perturbations (cf. sec. 3.2) are sourced quantum mechanically, from the

vacuum fluctuations of the inflaton field. Tensor perturbations (cf. sec. 3.3) are geometrical vacuum

fluctuations, and grow according to the exponential expansion, until they exit the horizon. For

scalar perturbations produced during warm inflation [110–113], thermal corrections are negligible

in the regime Υ≪H where the thermal friction is small compared to the Hubble friction.

We show in sec. 6.1 that the story is different for tensor perturbations, which get directly sourced

by thermal fluctuations of physical momenta k/a ≲ α2T . Since the Hubble friction still dominates

for a long period after the slow-roll regime, in general we have α2T ≪ H. This means that

physical modes exit the horizon at the very beginning of inflation, and remain outside for its whole

duration. Gravitational waves are sourced by thermal fluctuations continuously in time, not only

at horizon crossing. For the primordial gravitational wave spectrum we derive an interpolating

formula that incorporates both vacuum and thermal production during inflation. The resulting

signal has a model-independent frequency shape f30 in the LISA window [41], whose coefficient

allows to measure the maximal shear viscosity predicted by the model. Our methods and results [4]

are to a certain extent comparable to those of [107,108], respectively.44

The vacuum and thermal perturbations produced during inflation are outside the horizon in the

reheating period. However, new fluctuations are produced at different scales by the interactions

between the oscillating inflaton field and the heat bath at equilibrium. These modes are there-

fore inside the horizon and the Minkowski metric offers suitable local coordinates to describe the

43Gravitational waves for non-thermal axion-like inflation have been studied e.g. in [98, 99], or [100–106], where

contributions from efficient non-thermal particle production mechanisms are considered during or after the inflation-

ary epoch. Thermal contributions are usually taken into account in the context of warm inflation, e.g. [107–109].
44However, [107] applies the same methods to scalar instead of tensor perturbations during warm inflation, while

[108] computes the thermal contributions to tensor perturbations during the slow-roll regime (without interpolation

with the vacuum contribution, nor transfer function), and assumes Υ ∼ Tn for the friction coefficient.

58
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interactions. In sec. 6.2 we compute the gravitational energy contribution from the momentum

regime H ≪ k/a ≲ α2T , and report the results for larger momenta, k/a ∼ πT , derived in appendix

C. Gravitational waves at reheating are found to peak at high (GHz) frequencies [2].

Having shown in sec. 5.2 that thermal corrections to the inflaton mass are irrelevant, we neglect

them throughout the entire chapter, and denote by m the tree-level mass.

6.1 During inflation

Thermal corrections affect tensor perturbations in different ways. The most obvious contributions

enter via the non-vanishing fluid anisotropies Πt
ij ≠ 0 produced by thermal fluctuations, which

directly source gravitational waves through Einstein’s equations (2.133). On top of them, tensor

perturbations may also get damped by an additional thermal friction in this scenario. However, the

corresponding damping coefficient for tensor perturbations is suppressed by m2
pl, Υt ∼ η/m

2
pl, where

η is the shear viscosity of the plasma, and thus negligible compared with the damping caused by

the expansion of the universe H ∼ T 2/mpl. Finally, the tensor perturbations produced at inflation

propagate through the thermal era before we can observe them today. The way their signal gets

modified during this journey is encoded in the transfer function. In the present section we study

the first and third contributions mentioned above, and draw some conclusions on the observability

of the gravitational wave signal.

Tensor perturbations from thermal fluctuations

We start from the evolution equations (2.133) for tensor perturbations. Going over to co-moving

momentum space and helicity basis, the dynamics of a given λ-helicity mode reads

(∂2τ + 2H∂τ + k
2
)ϑλ(τ,k) = 8πGa

2p̄∑
ij

ϵλijΠ
t
ij(τ,k) ≡ ρ(τ,k) . (6.2)

Independently of the source ρ, eq. (6.2) can be solved using a retarded Green’s function. At τ > τi,

we are thus solving the same equation already encountered for the vacuum solution of tensor

perturbations, cf. eq. (3.98) and eq. (3.109). Considering that small momenta exit the horizon in

the earliest stage of inflation, and soon satisfy k ≪ H, to find the super-horizon Green’s function

we solve the equations,

[a2G′R(τ, τi)]
′
≈ δ(τ − τi) , GR(τ < τi, τi) ≡ 0 , lim

τ→τ+i

G′R(τ, τi) ≡ 1 , (6.3)

⇒ GR(τ, τi)
k≪H

≈ a2(τi)∫
τ

τi

dτ̃

a2(τ̃)
, (6.4)

which does not depend on k. In principle, during the slow-roll regime of inflation one could use the

relation a(τ) ≈ −1/(Hτ). However, thermal fluctuations contribute mostly at high temperatures,

i.e. when the thermal bath warms up to its maximal temperature towards the end of inflation. In

this regime the de Sitter approximation is no longer valid and we should rather solve eq. (6.3) as

we are solving the inflation dynamics numerically.

The solution of eq. (6.2) is then the convolution integral, such that its correlator can be written

in terms of the one of the source. In order to make use of this property, we need the correlator of

the thermal perturbations in the energy-momentum tensor, which at large wavelengths are known

as hydrodynamic fluctuations [114, §88].
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The macroscopic variables that describe the fluid are the local temperature T , and the local fluid

velocity vi. At first order, the energy-momentum tensor is then expressed as a gradient expansion,

T hydro

µν = T̄ hydro

µν + δT hydro

µν + Sµν +O(δ
2
) , (6.5)

where the zeroth order T̄ hydro

µν contains no gradients and depends therefore on the averaged variables

T̄ and v̄i = 0.45 At linear order in small perturbations, there are contributions from the first

order expansion in δT and vi ≡ δvi, which we denote by δT hydro

µν . There, the dependence on T is

parametrized by the shear viscosity η, and the bulk viscosity ζ [115, p.44]. Since viscosities transfer

part of the kinetic energy of the fluid to thermal energy, at the same order an extra thermal noise

term Sµν must be included [114, §88,89]. The latter is characterized by the autocorrelator [116]46

⟨Sij(τ1,x1)Smn(τ2,x2)⟩ = 2T

Sij;mn(η,ζ)
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

[η(δimδjn) + (ζ −
2η

3
) δijδmn]

δ(x1 − x2) δ(τ1 − τ2)
√
−detgµν

(6.6)

⇒ ⟨Sij(τ1,k1)S
∗
mn(τ2,k2)⟩ =

2T

a4
Sij;mn(η, ζ) δ(τ1 − τ2) (2π)

3δ(k1 + k2) . (6.7)

In a decomposition according to eqs. (2.21)–(2.24), δTµν
hydro has only scalar and vector modes,

and no contribution to tensor modes. These get thus sourced only by the shear viscosity,

p̄2∑
λ

ϵλij(k1) [ϵ
λ

mn(k2)]
∗
⟨Πt

ij(τ1,k1) [Π
t
mn(τ2,k2)]

∗
⟩

= ∑
λ

ϵλij(k1) [ϵ
λ

mn(k2)]
∗
⟨Sij(τ1,k1)S

∗
mn(τ2,k2)⟩ (6.8)

(6.7)
=

(3.82)

2T

a4
Lij;mn(k1)Sij;mn(η, ζ) δ(τ1 − τ2) (2π)

3δ(k1 + k2) (6.9)

(6.6)
=

8Tη

a4
δ(τ1 − τ2) (2π)

3δ(k1 + k2) . (6.10)

In a system with a thermalized inflaton coupled to a heat bath through a damping coefficient Υ,

the shear viscosity gets two contributions: ηJ from the interactions between the inflaton and the

plasma, and ηg from reactions characteristic of a pure gauge plasma.

In general, the form of η is derived in a local rest frame of the fluid. For physical modes inside

the horizon, H ≪ k/a ≲ α2T , interactions are fast compared to the expansion of the universe,

and we can use local Minkowskian coordinates. The same assumption is not accurate for modes

outside the horizon, and in principle an out-of-equilibrium shear viscosity should be derived in an

expanding frame. However, the modes were within the horizon a short time earlier, and for a first

estimate we retain the thermal value.

The scalar field contribution to η is studied in detail in sec. 6.2, and here we only report the

result for low temperatures,

TηJ = lim
ω,k→0

T ImGR

xy;xy(ω, k)

ω

T≪m

≈
T 5

Υ(T )
(
2πm

T
)

3
2

e−m/T . (6.11)

The gauge plasma contribution dates back to [117],

Tηg
Nc=3
≃

Nf=0

27.126T 4

g4 ln ( 2.765T
mD

)
, mD ≡

g2T 2

3
. (6.12)

45This corresponds to the perfect-fluid energy-momentum tensor introduced in eq. (2.71).
46Only the spatial part yields a non-vanishing contribution at this order.
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Figure 6.1: Contributions to the shear viscosity of the thermal plasma by interactions with the

inflaton field TηJ , and by pure gauge plasma reactions Tηg. The error bands originate from varying

ΛIR in the range [10−15,103] ×m (lines are evaluated at ΛIR = 10
−6m).

The inflaton contribution eq. (6.11) is exponentially suppressed at, relatively speaking, low tem-

peratures T ≪ m, i.e. most of the time during the inflationary epoch. The two contributions are

shown in fig. 6.1 beyond the low-T expansion. Through g, which appears also in the definition

of Υ, cf. eqs. (5.27) and (5.28), and through the non-linear dynamics that gives T , they depend

non-trivially on the confinement scale ΛIR of the dark sector.

It is worth remarking that we find no momentum dependence, neither in the Green’s function,

nor in the correlator of the source, such that the resulting power spectrum scales like ∼ k3. However,

before evaluating the power spectrum for thermal fluctuations, for a more accurate prediction we

want to incorporate also tensor perturbations that originate from vacuum fluctuations.

Combining vacuum and thermal fluctuations

We start again from eq. (6.2), with the thermal source term on the right-hand side, and write

ϑλ(τ,k) as the sum of short ϑ<, and large ϑ> distance fluctuations, as in the stochastic approach

in sec. 3.3. The evolution of the slowly varying large-distance fluctuations is then described by

(∂2τ + 2H∂τ + k
2
)ϑ>(τ,k) = (ρT + ρQ)(τ,k) , (6.13)

where ρQ is defined in eq. (3.99). Taking already into account canonical normalization (see discus-

sion above eq. (3.92)), its autocorrelator is given by

⟨ρQ(τ1,k1)ρQ(τ2,k2)⟩
(3.103)
= 32πGδ̄(k1 + k2)Fk(τ1)F

∗
k (τ2) , (6.14)

where Fk can be taken from eq. (3.101), since vacuum fluctuations freeze out once they exit the

horizon, and this happens deep in the slow-roll regime of inflation. Therefore eq. (6.14) is evaluated

at τ1,2 ∈ {−∞, τ
∗
1,2}, where τ

∗
1,2 denotes the moment just after horizon exit.

Since the mixed noise correlator is suppressed by higher powers of G, with the result for the

thermal autocorrelator

⟨ρT(τ1,k1)ρT(τ2,k2)⟩
(6.2)
=

(6.10)
(16πG)22Tη δ(τ1 − τ2)̄δ(k1 + k2) , (6.15)



Chapter 6. Gravitational waves from thermal processes 62

10-8 10-6 10-4 10-2 1

100

150

200

250

300

(a)

10-8 10-6 10-4 10-2 1

10-11

10-10

(b)

Figure 6.2: Vacuum contribution to the primordial power spectrum of tensor perturbations from

inflation, cf. the first term in eq. (6.16): (a) time of horizon exit, (b) corresponding value of

eq. (3.92). The present figure reproduces fig. 4 of [4].

we can write the result for the power spectrum of tensor perturbations from inflation,

PT(k) =
64πGk3

2π2
{∣∫

τe

−∞
dτiGR(τe, τi, k)Fk(τi)∣

2

+ 32πG∫
τe

−∞
dτiG

2
R(τe, τi, k)T (τi)η(τi)} . (6.16)

While for each mode k the first term gets integrated only up to the specific moment of horizon exit

τ∗k, the source in the second term never switches off, such that thermal fluctuations at all scales

continue contributing until the end of the inflationary period τe, compensating partially for the

additional 1/m2
pl suppression. We choose τe as a moment when all momenta affecting cosmological

predictions are safely outside the horizon (see discussion below eq. (6.29)).

As discussed around eq. (3.116), the integrand for the vacuum contribution can be simplified in

the slow-roll regime, obtaining again eq. (3.92). This is not the case for the thermal contribution,

since Tη is a complicated function of time, and in particular it peaks at a late time, long after the

breakdown of the slow-roll regime. Examples of the two contributions to eq. (6.16) are shown in

figs. 6.2 and 6.3, respectively.

From the primordial power spectrum to today’s energy density

In coordinate space, the energy density carried by gravitational waves today (τ0) is [118]

eGW(τ0) =
⟨h′ij(τ0,x)h

′
ij(τ0,x)⟩

32πGa2(t)
. (6.17)

The average brackets on the right-hand side denote here simultaneously an average over vacuum

and thermal states. Transforming to co-moving Fourier frame in the spatial direction, and again

to a helicity basis (see sec. 3.3), the power spectrum is

deGW(τ0)

d log k
= 2

k3

2π2

⟨ϑ′λ(τ0, k)ϑ
′
λ(τ0, k)⟩

32πGa2(τ0)
. (6.18)

Tensor perturbations today can be written as functionals of their initial values, taken to be at
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Figure 6.3: Thermal contribution to the primordial power spectrum of tensor perturbations from

inflation for ΛIR = 0.2GeV: (a) evolution of the shear viscosities in time, (b) all modes in the

considered frequency range are outside the horizon when Tη peaks, (c) the Green’s function entering

the second term in eq. (6.16). The present figure reproduces fig. 5 of [4].

the end of inflation (see discussion below eq. (6.16)),

ϑλ(τ0, k) ≡X(τ0, τe, k)ϑλ(τe, k) , X(τe, τe, k) ≡ 1 , ∂τ0X(τ0, τe, k)∣τe=τ0 = 0 . (6.19)

The evolution equation (6.2) at τ > τe is therefore in terms of X,47

(∂2τ + 2H∂τ + k
2
)X(τ, τe, k) = 0 , (6.20)

and the time derivative in eq. (6.18) acts only on X. The observable ΩGW can so be expressed in

terms of the primordial power spectrum of tensor perturbations from inflation (cf. eq. (6.16)),

ΩGW(k) ≡
[∂τ0X(τ0, τe, k)]

2

12H2
0

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
≡TT(k)

PT(k) , (6.21)

where H is defined in accordance to H0 given in eq. (3.139). The transfer function TT(k) encodes

the evolution of tensor perturbations from the end of inflation until today.

To solve eq. (6.20), it is convenient to change variables and reason in terms of the ratio k/H [121],

∂2uX +
2∂uX

k/H
+X = 0 , u ≡ kτ > ue . (6.22)

Outside the horizon, k ≪H, the perturbations remain close to the initial value at ue,

∂uX
k≪H

≈ 0 ⇒ X ≈ 1 . (6.23)

After inflation the expansion of the universe starts decelerating, H′ < 0 (cf. eq. (2.112)), and at

some point k ∼ H again. Modes that correspond to frequencies in the LISA window re-enter the

horizon deep in the radiation-dominated epoch. Therefore, from now on, we denote by τe the end

of the inflationary epoch, i.e. the moment where the dominant component of the energy density

is given by radiation. Then the heat bath is already represented by the full Standard Model, and

described by the thermodynamic equation of state,

c2s ≡
dpr
der
=
∂T pr
∂T er

=
sr
cr

, (6.24)

47In principle, in the radiation-dominated era tensor modes are damped by freely streaming neutrinos [119].

However, this effect is visible only at frequencies f0 ≲ 10−9Hz below the LISA window [120].
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where the energy density, pressure, entropy density and heat capacity satisfy the standard relations

er + pr = Tsr , sr = ∂T pr , cr ≡ ∂T er = T∂T sr . (6.25)

Once k ≳H, we solve the full equation (6.22) for X. Using the identities in eq. (6.25) and going

back to the time coordinate for a moment, the background evolution equation (2.114) for a heat

bath composed only of radiation can be written as the conservation of entropy,

e′r = −3H(er + pr) ⇔ s′r + 3Hsr = 0 ⇔ (sr a
3
)
′
= 0 . (6.26)

Denoting ae ≡ a[T (τe)] and se ≡ sr[T (τe)], the Hubble rate in eq. (6.20) is more naturally given

as a function of the temperature,

a(T ) = ae (
se

sr(T )
)

1
3

⇒ H(T ) =

¿
Á
ÁÀ8πer(T )

3m2
pl

ae (
se

sr(T )
)

1
3

. (6.27)

To track the evolution of X in the radiation-dominated epoch it is therefore helpful to change

integration variable from τ , or u, to

z ≡ log (
Te
T
) , (6.28)

such that we solve the system of coupled equations that follows from eqs. (6.22) and (6.26),

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

∂2uX +
2∂uX
k/H

+X = 0 ,

∂uz = −
∂uT
T

(6.26)
=

3c2s
k/H

,
(6.29)

with the initial conditions X ∣Te = 1 and ∂zX ∣Te = 0. To track the evolution of k/H in terms of f0
and T , we can use eqs. (3.140) and (6.27),

k

H
= 2πf0

¿
Á
ÁÀ3m2

pl

8πer

a0
ae
(
sr
se
)

1
3

= f0mpl

√
3π

2er
(
sr
s0
)

1
3

=

√
3π

2

1

sT0
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=6.0837×10−12

f0
Hz

mpl/T
√
er/T 4

(
sr/T

3

s0/T 3
0

)

1
3

. (6.30)

To compute the prefactor we have restored physical units (T0s)
−1 = (h̵/eVs)

(T0/K)(kBK/eV)
. The temperature

evolution of sr/T
3, er/T

4 and c2s has been studied in [122], and is available online at [123].

Using eq. (6.30) we can now follow how a mode f0 starts outside the horizon at Te, re-enters

at some point, and finally goes over into a highly oscillatory regime, once k ≫ H, so that the last

term in eq. (6.22) dominates. This asymptotic solution for modes deep inside the horizon can be

found analytically,

∂2uX +X
k≫H

≈ 0 ⇒ X ≈ C
am
a

sin(u − um + γ) , (6.31)

where C and γ are integration constants,

γ = arctan [(
H

k
+
∂uX

X
)

−1

]
u=um

, C =
X(um)

sinγ
, (6.32)

and um denotes the moment where the solutions of eqs. (6.29) and (6.31) match. Concretely, we

choose um such that k/H = 30, resulting in 30/(2π) ∼ 5 oscillations.

To find the transfer function in eq. (6.21), X is evaluated at u0 ≡ kτ0, when all modes satisfy

k ≫H. We can thus insert the asymptotic solution (6.31),

TT ≈
C2

12
(

k

a0H0
)

2

(
s0
sm
)

2
3

cos2(u0 − um + γ) , (6.33)
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Figure 6.4: Average (solid line) and envelope (dashed line) of the transfer function from eq. (6.34).

The present figure reproduces fig. 1 of [4].

but we need to solve the whole dynamics anyway to fix C and γ.48 Restoring again physical units,

TTh
2
≈
C2

12
(
f0
Hz
)

2

[
2π(hc/m/H0)(T0/K)(kBK/eV)

109(cs/m)
]

2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
[4.5535×105]2

(
GeV

Tm
)

2

(
s0/T

3
0

sm/T 3
m

)

2
3

cos2(u0 − um + γ) .

(6.34)

The envelope and average over the rapid oscillations in eq. (6.34) are shown in fig. 6.4 for frequen-

cies around the LISA window. The general shape can be understood with [122] and [124]: small

frequency modes, f0 ∼ 10−8Hz, re-enter the horizon later, at temperatures T ≲ TQCD ∼ 160MeV.

They are therefore sensitive to the QCD crossover, which affects the thermodynamics of the Stan-

dard Model heat bath [124]. In particular, in that T range, 3c2s ≠ 1 enters eq. (6.29), and sr/T
3

and er/T
4 enter eq. (6.30), modifying the dynamics in a non-trivial way and contributing to the

enhancement of the amplitude C, visible in fig. 6.4. In a similar way, the crossing of the mass

thresholds at some higher temperatures [124], results in the smooth features at f0 ∼ 10
−6Hz.

To estimate an upper bound for the resulting gravitational wave signal ΩGWh
2, we multiply

TTh
2 ∼ 10−6 from fig. 6.4 with the result of fig. 6.2 for vacuum fluctuations, and with the results

of figs. 6.3a and 6.3c for thermal fluctuations. Inserting first only the numerical values of model-

independent quantities we obtain

ΩGWh
2
∼ 10−6 × [

16

π
(
H∗
mpl

)

2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
vacuum

+(
f0

10Hz
)

3

× (
Tη

m4
pl

)

max

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
thermal

] . (6.35)

For the potential and the parameters m and fa chosen here,49 the amplitude of the vacuum

contribution is roughly ΩGWh
2∣vac ∼ 10

−6 × 16(H∗/mpl)
2/π ∼ 10−16, which amounts to a signal that

48Note that, even if C, um and sm depend on the matching point, this is not the case for final results, as long as

um is chosen after k/H ≳ 20.
49These parameters are fixed by the CMB constraints, see sec. 5.1. The parameter ΛIR does not affect the Hubble

rate in this regime, since the vacuum energy of the inflaton field is the dominant contribution.
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will not be seen by LISA: ΩGWh
2∣vac < Ω

LISA

GW h2 ∼ 10−13. For the thermal contributions, we note that

the maximal value of Tη depends on the confinement scale ΛIR of the heat bath.

The example shown in fig. 6.3a for ΛIR = 0.2GeV ∼ 10−20mpl yields Tη/m4
pl ∼ 10−31, i.e. an

amplitude far below the LISA sensitivity [44]. Moving ΛIR to larger values increases the maximal

temperature considerably [5], however, the result for the shear viscosity presented here should

then be revisited. Increasing the coefficient of f30 it may happen that the peak amplitude of the

gravitational wave spectrum breaks the upper bound given by Neff (cf. p. 35). However, this occurs

only at Tmax ≈ 2 × 10
17 GeV [125, 126]. With a larger coefficient the power spectrum could move

close to the observation threshold of the LISA or Einstein Telescope (ET) window, particularly if

the peak in Tη is broad.

6.2 During reheating

At some point after the end of inflation, when the expansion of the universe turns to decelerated,

plasma reactions become fast compared with the dilution caused by the expansion, α2T > H. In

this regime, computations can be carried out in a local Minkowskian frame. As we therefore move

from general relativity to particle physics, to facilitate the comparison with the literature we also

change the convention for the signature of the Minkowski metric into

η = diag(+,−,−,−) . (6.36)

To distinguish 4-vectors in the local frame we introduce curly capital letters X ≡ (t,x).

In a local Minkowskian frame, the production rate of the energy density carried by gravitational

radiation can be expressed as [125,126]

deGW

dtd lnk
=
k4ḟGW

π2
, (6.37)

where fGW is the polarization-averaged phase-space density of gravitons, and the dot stands for a

time derivative. On general grounds [127], the evolution equation for fGW takes the form

ḟGW = Γ(k) [nB(k) − fGW] +O(m
−4
pl ) , (6.38)

where nB(k) ≡ 1/(e
k/T −1) is the Bose distribution, and mpl ≈ 1.221×10

19 GeV is the Planck mass.

In practice, fGW ≪ nB(k), so the right-hand side can be approximated as Γ(k)nB(k).

The dynamical information about the processes taking place is encoded in the interaction rate

Γ(k), which in turn can be expressed as [126]

Γ(k) =
4πLαβ;µν ImGR

αβ;µν(k, k)

km2
pl

, (6.39)

where GR

αβ;µν(ω, k) is the retarded correlator related to the energy-momentum tensor Tµν ,

GR

αβ;µν(ω, k) ≡ i∫
X
eiK⋅X θ(t) ⟨ [Tαβ(X ) , Tµν(0)] ⟩T , K ⋅X ≡ ωt − k ⋅ x , (6.40)

and ⟨...⟩T denotes a thermal average. In practice, it is sometimes convenient to choose the special

frame in which k = k ez, whereby rotational symmetry implies that50

Lαβ;µνGR

αβ;µν
D=4
= 4 GR

xy;xy ∣k=k ez
. (6.41)

50Physically, there are two transverse-traceless polarizations, and if we choose the one in non-diagonal components

as a representative, viz. (Txy + Tyx)/
√
2, then the equality Txy = Tyx leads to the additional factor (

√
2)2 = 2.
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The method to compute ImGR

xy;xy depends on the momentum range considered. For very small

momenta, we find ourselves in the so-called hydrodynamic domain. Then ImGR

xy;xy evaluates to

ηω, where η is the shear viscosity [125]. On the other hand, for typical thermal momenta, k ∼ πT ,

elementary gauge bosons and axions can be resolved as quasi-particles. Then we are faced with a

Boltzmann type of a computation, which is outlined here and performed in appendix C.

Hydrodynamic regime

At low frequencies, elementary particles cannot be resolved, and the relevant degrees of freedom

for the gauge plasma are hydrodynamic fluctuations. In the hydrodynamic domain, the traceless

part of the energy-momentum tensor is then given by

Tµν ⊃ ∂µφ∂νφ + T
r

µν , (6.42)

where T r

µν is the contribution of radiation. The interaction Lagrangian is therefore

L ⊃ −
φ

fa
χ + ĥµν(∂µφ∂νφ + T

r

µν) . (6.43)

In order to compute the contribution of φ to eq. (6.41), we make use of the real-time formalism

of thermal field theory. In the so-called Keldysh (r/a) basis (cf. e.g. [57, p.131]) the propagator of

φ becomes a matrix,

(
Grr Gra

Gar Gaa
) = (

∆ −iΠR

−iΠA 0
) . (6.44)

All components are determined by the retarded propagator that follows from eq. (4.22),

ΠR
(ω,p) =

1

−ω2 + ϵ2p − iωΥ
, ϵ2p ≡ p

2
+m2 , (6.45)

with m the inflaton mass, using the relations

∆ = [1 + 2nB(ω)]ρ , ρ = ImΠR
=

ωΥ

(ω2 − ϵ2p)
2 + ω2Υ2

, ΠA
= (ΠR

)
∗ . (6.46)

The vertices are obtained by substituting φ1 = φr + φa/2 and φ2 = φr − φa/2 in the Lagrangian

L(φ1) −L(φ2),

h1T1 − h2T2 = (hr +
ha
2
)(Tr +

Ta
2
) − (hr −

ha
2
)(Tr −

Ta
2
) = haTr + hrTa , (6.47)

where in our chosen frame

Tr = φr,xφr,y +
φa,xφa,y

4
, Ta = φa,xφr,y + φr,xφa,y . (6.48)

We can now compute the retarded correlator needed in eq. (6.39). Given that the propagator

Gaa vanishes (cf. eq. (6.44)), the contribution of φ originates from

−i GR

xy;xy ∣k=k ez
= ⟨TrTa⟩ = ⟨(φr,xφr,y)(φa,xφr,y + φr,xφa,y)⟩ . (6.49)

Wick-contracting and going over to momentum space with eqs. (6.45) and (6.46) yields

⟨(φr,xφr,y)(φa,xφr,y + φr,xφa,y)⟩
x→k
Ð→ ∆,xxΠ

R

,yy + 2∆,xyΠ
R

,xy +∆,yyΠ
R

,xx , (6.50)
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such that, taking the imaginary part and symmetrizing in P1 ↔ P2, eq. (6.49) becomes

Im GR

xy;xy(ω, k)∣k=k ez
= ∫

P1,P2

δ̄(K −P1 −P2) [1 + nB(ω1) + nB(ω2)] (6.51)

× {ρ,x,x(P1)ρ,y,y(P2) + ρ,y,y(P1)ρ,x,x(P2) + 2ρ,x,y(P1)ρ,y,x(P2)} ,

where ∫P δ̄(P) ≡ 1 and Pa ≡ (ωa,pa). The Bose distributions can be factorized,

1 + nB(ω1) + nB(ω2) = n
−1
B (ω)nB(ω1)nB(ω2) . (6.52)

We use the δ-distribution to integrate over P2, and the identity ρ(P),x = ipxρ(P), obtaining

(6.51) = n−1B (ω)∫
P1

nB(ω1)nB(ω − ω1) 4p
2
xp

2
y ρ(P1) ρ(K −P1)

= n−1B (ω)∫
d3p

(2π)3
4p2xp

2
y ∫

∞

−∞

dω1

2π
nB(ω1)nB(ω − ω1) (6.53)

×
ω1Υ

(ω2
1 − ϵ

2
p)

2 + ω2
1Υ

2

(ω − ω1)Υ

[(ω − ω1)
2 − ϵ2pk]

2 + (ω − ω1)
2Υ2

,

where p ≡ p1 and ϵpk ≡ (p − k)2 + m2. The ω1-dependence in the spectral functions can be

partial-fractioned, as

4ϵ̃p × ω1Υ

(ω2
1 − ϵ

2
p)

2 + ω2
1Υ

2
=

Υ

(ω1 − ϵ̃p)2 +
Υ2

4

−
Υ

(ω1 + ϵ̃p)2 +
Υ2

4

, (6.54)

4ϵ̃pk × (ω − ω1)Υ

[(ω − ω1)
2 − ϵ2pk]

2 + (ω − ω1)
2Υ2

=
Υ

(ω − ω1 − ϵ̃pk)2 +
Υ2

4

−
Υ

(ω − ω1 + ϵ̃pk)2 +
Υ2

4

, (6.55)

having introduced the variables ϵ̃2p ≡ ϵ
2
p −Υ

2/4 and ϵ̃pk (defined analogously).

As a next step, we integrate over ω1 with the residue theorem. The poles are given by

∗ the poles of the Bose distribution nB(ω1) at ω1 = iωn ≡ i2πnT , n ∈ Z. The poles at ω1 = 0

and ω − ω1 = 0 (the latter from nB(ω − ω1)) are however lifted by the spectral function

contributions.

∗ the poles of the spectral functions ρ, respectively ω1 = ±ω±(p) and ω1 = ω ± ω±(pk), with

ω±(p) ≡ ±ϵ̃p + iΥ/2.

Choosing to close the contour in the upper half-plane, the poles contributing to the integral are

ω1 ∈ {iωn, ω + iωn, ω±(p), ω + ω±(pk)}, with n ≥ 1. We therefore write

(6.53) = n−1B (ω)∫
d3p

(2π)3
p2xp

2
y

4ϵ̃pϵ̃pk
i ∑

n≥1
σ=±

[InB
∣iωn
+ InB

∣ω+iωn
+ Iρ∣ωσ(p)

+ Iρ∣ω+ωσ(pk)
] , (6.56)

and evaluate the single contributions separately. From nB(ω1) we obtain

InB
∣iωn
= 2inB(ω)Υ

2T Im [(ϵ̃p + iωn)
2
+
Υ2

4
]

−1

(6.57)

×
⎡
⎢
⎢
⎢
⎣

1

(ϵ̃pk − ω + iωn)
2 + Υ2

4

−
1

(ϵ̃pk + ω − iωn)
2 + Υ2

4

⎤
⎥
⎥
⎥
⎦
,

while nB(ω − ω1) yields

InB
∣ω+iωn

= 2inB(ω)Υ
2T Im [(ϵ̃pk + iωn)

2
+
Υ2

4
]

−1

(6.58)

×
⎡
⎢
⎢
⎢
⎣

1

(ϵ̃p − ω − iωn)
2 + Υ2

4

−
1

(ϵ̃p + ω + iωn)
2 + Υ2

4

⎤
⎥
⎥
⎥
⎦
.
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The contributions from the spectral functions are given by

Iρ∣ω+(p) = i nB(ϵ̃p + iΥ/2) [ 1 + nB(ϵ̃p − ω + iΥ/2) ] Υ (6.59)

×

⎡
⎢
⎢
⎢
⎢
⎣

1

(ω − ϵ̃p − ϵ̃pk − i
Υ
2
)
2
+ Υ2

4

−
1

(ω − ϵ̃p + ϵ̃pk − i
Υ
2
)
2
+ Υ2

4

⎤
⎥
⎥
⎥
⎥
⎦

,

Iρ∣ω−(p) = −i nB(ϵ̃p + ω − iΥ/2) [ 1 + nB(ϵ̃p − iΥ/2) ] Υ (6.60)

×

⎡
⎢
⎢
⎢
⎢
⎣

1

(ω + ϵ̃p − ϵ̃pk − i
Υ
2
)
2
+ Υ2

4

−
1

(ω + ϵ̃p + ϵ̃pk − i
Υ
2
)
2
+ Υ2

4

⎤
⎥
⎥
⎥
⎥
⎦

,

Iρ∣ω+ω+(pk) = −i nB(ϵ̃pk + ω + iΥ/2) [ 1 + nB(ϵ̃pk + iΥ/2) ] Υ (6.61)

×

⎡
⎢
⎢
⎢
⎢
⎣

1

(ω − ϵ̃p + ϵ̃pk + i
Υ
2
)
2
+ Υ2

4

−
1

(ω + ϵ̃p + ϵ̃pk + i
Υ
2
)
2
+ Υ2

4

⎤
⎥
⎥
⎥
⎥
⎦

,

Iρ∣ω+ω−(pk) = i nB(ϵ̃pk − iΥ/2) [ 1 + nB(ϵ̃pk − ω − iΥ/2) ] Υ (6.62)

×

⎡
⎢
⎢
⎢
⎢
⎣

1

(ω − ϵ̃p − ϵ̃pk + i
Υ
2
)
2
+ Υ2

4

−
1

(ω + ϵ̃p − ϵ̃pk + i
Υ
2
)
2
+ Υ2

4

⎤
⎥
⎥
⎥
⎥
⎦

.

Even if the result can be integrated numerically, it is helpful to put it in a more transparent

form, by considering

ω, k,Υ≪ ϵp ∼ πT . (6.63)

The residues InB
in eqs. (6.57) and (6.58) are parametrically suppressed by the prefactor. The

remaining contributions (6.59)–(6.62) can be simplified by approximating

ϵ̃p ≈ ϵp , ϵ̃pk ≈ ϵp − vzk , vz ≡
pz
ϵp

, (6.64)

such that all Bose-distributions evaluate to ∼ nB(ϵp). The sum of the residues in the integrand of

eq. (6.56) yields

∑
n≥1
σ=±

[InB
∣iωn
+ InB

∣ω+iωn
+ Iρ∣ωσ(p)

+ Iρ∣ω+ωσ(pk)
] (6.65)

ω,k,Υ≪πT
≈ −i nB(ϵp)[1 + nB(ϵp)] Υ 2Re

⎡
⎢
⎢
⎢
⎢
⎣

1

(vzk − ω + i
Υ
2
)
2
+ Υ2

4

+
1

(vzk + ω + i
Υ
2
)
2
+ Υ2

4

⎤
⎥
⎥
⎥
⎥
⎦

.

Inserting into eq. (6.56) and substituting pz → −pz in the second term yields

ImGR

xy;xy(ω, k) ≈ n
−1
B (ω)Υ∫

d3p

(2π)3
p2xp

2
y

ϵ2p
nB(ϵp)[1 + nB(ϵp)] Re [(kvz − ω + i

Υ

2
)

2

+
Υ2

4
]

−1

= n−1B (ω)Υ∫
d3p

(2π)3
p2xp

2
y

ϵ2p

nB(ϵp)[1 + nB(ϵp)]

(kvz − ω)2 +Υ2
. (6.66)

The result in eq. (6.66) is either directly or inversely proportional to the coupling Υ, depending

on whether we are in the regime ω, k ≫ Υ or ω, k ≪ Υ, respectively. The latter regime (∼ 1/Υ)

of very low frequencies describes the hydrodynamic fluctuations originating from the most weakly

interacting particle species.

Going over to spherical coordinates, using

∫

2π

0
dϕ cos2 ϕ sin2 ϕ =

π

4
, (6.67)
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and denoting z = cos θ, the remaining angular integration becomes

F(ω, vk,Υ) ≡ ∫
+1

−1
dz

(1 − z2)2

(vkz + ω)2 +Υ2
, v ≡

p

ϵp
. (6.68)

At light-cone ω = k and for the largest wavelengths k ≪ Υ, eq. (6.68) simplifies to

F(k, vk,Υ)
k≪Υ
≈ ∫

+1

−1
dz
(1 − z2)2

Υ2
=

16

15Υ2
. (6.69)

Otherwise, the integral in eq. (6.68) can be solved analytically by partial-fractioning the integrand.

The full expression on the light-cone reads

F(k, vk,Υ) =
2

3

k2(9 − 5v2) − 3Υ2

(vk)4
− 2k

k2(1 − v2) −Υ2

(vk)5
ln
k2(1 + v) +Υ2

k2(1 − v) +Υ2
(6.70)

+
[k2(1 − v2) −Υ2]2 − 4k2Υ2

(vk)5Υ
[arctan

k(1 + v)

Υ
− arctan

k(1 − v)

Υ
] ,

from which we can extract an estimate also for the small wavelengths k ≫ Υ:

F(k, vk,Υ) ≈

⎧⎪⎪
⎨
⎪⎪⎩

16
15Υ2 k ≪ Υ

2
3v5k2 [v(9 − 5v

2) − 6(1 − v2) ln 1+v
1−v
]

v≈1
≈ 8

3k2 k ≫ Υ
. (6.71)

The gravitational wave production rate can now be expressed as

deGW

dtd lnk

ω,k,Υ≪πT
≈

k3Υ

2π3m2
pl

∫

∞

0
dp

p6

ϵ2p
nB(ϵp)[1 + nB(ϵp)] F (k,

p

ϵp
k,Υ) . (6.72)

This grows fast, ∼ k3, for k ≪ Υ and more moderately, ∼ k, for k ≫ Υ, suggesting that most of the

energy density carried by gravitational waves lies at larger momenta.

In both limits of large and small wavelengths, the dependence on the momentum p in F(k, p
ϵp
k,Υ)

cancels out, such that we are left with the integral

J (m,T ) ≡ ∫
∞

0
dp

p6

ϵ2p
nB(ϵp)[1 + nB(ϵp)] . (6.73)

For a numerical evaluation we change integration variable and express eq. (6.73) in terms of the

dimensionless quantity

J

m5
= ∫

∞

1
dx
(x2 − 1)

5
2

x

e
m
T x

(e
m
T x − 1)2

. (6.74)

At small values of ΛIR ≪ m, the maximal temperature reached in the reheating period in the

considered set-up is generally speaking O(T /m) ∼ 10−3. In this regime, using partial integration

and the geometric series ∑
∞
n=0 x

n = (1 − x)−1 for ∣x∣ < 1, eq. (6.73) evaluates to

J = − T
∞

∑
n=1
∫

∞

m
dϵp
(ϵ2p −m

2)
5
2

ϵp
∂ϵpe

−nϵp/T

m≫T

≈ −T ∫
∞

m
dϵp
(ϵ2p −m

2)
5
2

ϵp
∂ϵpe

−ϵp/T = Tm4
∫

∞

1
dx (x2 − 1)

3
2 [ 5 −

�
�

���
O(T /m)

x2 − 1

x2
] e−

m
T x

m≫T

≈ 5Tm4
(−

T

m
)∫

∞

0
dy sinh3 y ∂ye

−m
T coshy

=
15

2
T 2m3

(−
T

m
)∫

∞

0
dy sinh(2y)∂ye

−m
T coshy

= 15T 5
(
m

T
)
2

K2 (
m

T
)

m≫T

≈ 15T 5
√
π

2
(
m

T
)

3
2

e−m/T . (6.75)
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(a)

(b)

Figure 6.5: Kinematically allowed (a) 2→ 2 and (b) 1→ 3 processes contributing to the production

of gravitational waves at large momenta, k ∼ πT . Dashed lines denote the inflaton φ; wiggly lines

gauge fields; doubled lines gravitons; blobs the insertions of the energy-momentum tensor.

Here Kα(x)
x→∞
Ð→
√
π/(2x)e−x is a modified Bessel function of the second kind.

Increasing ΛIR, the ratio T /m could reach order unity at some point in the reheating period.

The integration over p can then be carried out approximating ϵp ≈ p,

J
m≪T

≈ ∫

∞

0
dpp4 nB(p)[1 + nB(p)] (6.76)

= ∫

∞

0
dp

p4 e
p
T

(e
p
T − 1)2

= ∫

∞

0
dpp4 ∂p (

−T

e
p
T − 1

)

= 4T ∫
∞

0
dp
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e
p
T − 1

= 4T
∞

∑
n=1
∫

∞

0
dpp3 e−

np
T

= 24 T 4
∞
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n−3 ∫
∞

0
dp e−

np
T = 24 T 5 ζ(4)

´¹¹¹¹¹¸¹¹¹¹¶
π4

90

=
4π4

15
T 5 . (6.77)

Inserting J (m,T ) back in eq. (6.72) yields51

deGW

dtd lnk

k≪Υ
≈

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

2π ( 4
15
)
2 k3

m2
pl

T 5

ΥIR
m≪ T

16
π

k3

m2
pl

T 5

ΥUV
( m
2πT
)

3
2 e−m/T m≫ T

. (6.78)

The result in the regime m≪ T is illustrated numerically in figure 6.8a.

Boltzmann regime

Larger momenta, k ∼ πT , allow for elementary particle excitations to be resolved. The energy-

momentum tensor for the fields in eq. (6.1) is

Tµν ⊃ ∂µφ∂νφ − F
c
µαF

αc
ν . (6.79)

Trace parts are omitted, since they drop out when projected with eq. (3.83). The production rate

of gravitational waves from processes whose vertex structure is included in the Standard Model

Lagrangian has been computed in [126]. Here we study the additional production of gravitons

involving one appearance of the vertex in eq. (6.1). This contribution is represented as

Lαβ;µν ImGR

αβ;µν(k, k) =⊕ scatn→m(g1, φ, g2)Θn→m(Pg1 ,Pφ,Pg2) , (6.80)

where scatn→m is a phase-space average, and g1, g3 label two (identical) gauge bosons (cf. fig. 6.5a).

The function Θ in eq. (6.80) contains the dynamical information concerning the production process

and it may be referred to as the matrix element squared.

51The friction Υ can be parametrized by ΥIR (cf. eq. (5.27)) in the low-mass limit m ≪ T , and by ΥUV

(cf. eq. (5.28)) in the low-temperature limit m≫ T .
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Figure 6.6: Kinematically not allowed 3→ 1 amplitudes used for deriving eq. (6.80).

To evaluate the rates of these reactions, we adopt the method presented in [128]. The com-

putations are sketched in appendix C, while here we briefly present the methods and the result.

We start by considering the processes in fig. 6.6, which are not kinematically allowed, but have a

simple structure, as non-equilibrium and plasma particles are on different sides of the reaction. The

allowed 2→ 2 and 1→ 3 processes can then be obtained by permuting one or two legs respectively

to be final states. We therefore simplify the notation to

Θ ≡ Θ3→1(Pg1 ,Pφ,Pg2) . (6.81)

In order to estimate Θ, we first determine the Feynman rules. We define the propagators for

∗ scalars with momentum P and mass m: ∆φ(P) (virtual),

∗ gauge bosons with momentum P, helicity s and SU(Nc) index a: ∆
g,ab
αβ (P) (virtual), and

ĝµ(P, s) (external),

∗ graviton with momentum K and helicity λ: ĥαβ(K, λ) (external).

Vertices can be written as

φ→ gg ∶ Uαβ(P
a
g1 ,P

b
g2) = −8i

cχg
2

fa
δabϵαβγδP

γ
g1P

δ
g2 , (6.82)

h→ φφ ∶ V αβ
(Pφ1 ,Pφ2) = 2iP

α
φ1
P

β
φ2
, (6.83)

h→ gg ∶ Wαβγδ
(P

c
g1 ,P

d
g2) = −2iδ

cd [P
α
g1P

β
g2η

γδ
+ (Pg1 ⋅Pg2)η

γαηδβ − ηαγPβ
g2P

δ
g1 − η

αδ
P

β
g1P

γ
g2
] ,

(6.84)

where cχ ≡ 1/(64π
2). With the definitions above, and denoting P1,3 ≡ Pg1,2 , P2 ≡ Pφ andQi ≡ K−Pi

for i = 1,2,3, the amplitudes in fig. 6.6 can be written as

M
cd
I ≡ ĥ

αβ
(K, λ)Vαβ(Q2,P2)

i

s13 −m2
Uγδ
(P

c
1 ,P

d
3 ) ĝγ(P1, s1)ĝδ(P3, s3) , (6.85)

M
cd
II ≡ ĥ

αβ
(K, λ)W ζδ

αβ(Q
b
3,P

d
3 )∆

g,ba
ζκ (Q3)U

κγ
(Q

a
3 ,P

c
1) ĝγ(P1, s1)ĝδ(P3, s3) , (6.86)

M
cd
III ≡M

cd
II ∣1↔3 . (6.87)

The squared amplitudes can be represented as the self-energy diagrams illustrated in fig. 6.7,

Θ =
ΘI,I

2
+
ΘII,II

2
+
ΘIII,III

2
+ΘI,II +ΘI,III +ΘII,III , (6.88)

ΘA,B =∑
λ

∑
s1,s3

(MAM
†
B +MBM

†
A
) , A,B ∈ {I, II, III} . (6.89)

For s13 ≡ (K −P2)
2 = (P1 +P3)

2, the result derived in appendix C is

Θ(Pg1 ,Pφ,Pg3) =
16g4dAc

2
χ

f2a

s413 +m
8

(s13 −m
2)2

m2
≪s13
Ð→

16g4dAc
2
χ

f2a
s213 . (6.90)
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Figure 6.7: Self-energy diagrams as matrix elements squared entering eq. (6.88).

The matrix element squared is free from poles if the mass scale is negligible, m≪ T . Let us point

out that the analysis exposed in the present chapter has been carried out with the idea of dealing

with a high temperature regime. After a careful parameter scan in [5] this expectation turned out

to be in general not satisfied. The results presented here should then be extended for m ≫ T for

a complete picture.

In the regime of high temperatures m ≪ T , the contribution to the production of gravitational

waves is only from 2 → 2 scattering processes (see fig. 6.5a). Going over to the channels 2 → 2

means inverting one of the initial state momenta to a final state momentum. There are thus two

possibilities to invert a gluon momentum and one possibility to invert the inflaton momentum,

2↔ 2 ∶ Θ(−Pg1 ;Pφ,Pg3) = Θ(−Pg3 ;Pg1 ,Pφ)∝ t2 ,

Θ(−Pφ;Pg1 ,Pg3)∝ s2 ,
(6.91)

corresponding to the t and s-channel in terms of the Mandelstam variables. Note that the function

Θ(Pg1 ,Pφ,Pg3) of the s-channel is identical to eq. (6.90), as there is no dependence on Pφ. Inserting

the results in eq. (6.37) the dependence of the production rate on fa, T and m2
pl is parametrized

by the dimensionless combination

f2a m
2
pl

T 9

deGW

dtd lnk

k∼πT
≈ dA

k3nB(k)

π T 9
(
α

2π
)
2

[ scat2→2(s
2
) + scat2→2(2t

2
) ] . (6.92)

In order to evaluate eq. (6.92), the integrations in scat2→2 can be performed numerically modifying

the algorithm provided in [128].

Numerical results

The infrared (IR), cf. eq. (6.78), and ultraviolet (UV), cf. eq. (6.92), contributions to the production

rate show a parametrically different behaviour. At high temperatures m≪ T we find

IR:
deGW

dtd lnk
≈ CIR (

k

T
)
f2a T

5

m2
pl

, (6.93)

UV:
deGW

dtd lnk
≈ CUV (

k

T
)

T 9

f2a m
2
pl

, (6.94)

inserting ΥIR from eq. (5.27). The numerical solution for the dimensionless coefficients CIR and

CUV is illustrated in fig. 6.8. In the limit m≪ T , the mass parameter m is neglected, although in

principle it still enters the evaluation of CIR and CUV via the parametrization of α in (5.11).

In order to establish an upper bound for the production rate in the regime m ≪ T , in [2] we

adopted ΛIR ∼ 0.2GeV, and T ∼ Tmax ∼ (10
−5,10−2)mpl. In the later work [4] we realized that, with

the values of m and fa dictated by the CMB constraints (see sec. 5.1), for such a low confinement

scale the system only heats up to Tmax ∼ 10
−9mpl ≪ m ∼ 10−6mpl, as shown in fig. 5.6a. A valid

T ≫ m regime is rather obtained at ΛIR ∼ 10−4mpl (see fig. 5.6g), where the interactions within

the thermal plasma are strong. However, our computations for the gravitational wave production

rate both in the UV and IR regime were carried out with the assumption α≪ 1. We hope to come

back to this issue in the future and generalize our results to a strongly coupled gauge sector.
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Figure 6.8: Coefficients of the (a) infrared (IR) and (b) ultraviolet (UV) part of the axion con-

tribution to the production rate of gravitational radiation during reheating, see eqs. (6.93) and

(6.94). The present figure reproduces the middle and right panels in fig. 3 of [2].

The Standard Model contribution to the production rate computed in [126] has a similar shape as

the UV axion contribution shown in fig. 6.8b. To compare with the latter, let us set k ∼ πT , where

the UV production rate peaks. We redefine the coefficient CUV → C̃UV to track the dependence

on α. Then, the parametric behaviours are

axion-like inflation:
deGW

dtd lnk
≈ C̃UV (

k

T
)
α2T 9

m2
plf

2
a

,

Standard Model:
deGW

dtd lnk
≈ CSM (

k

T
)
αT 7

m2
pl

,

(6.95)

and the proportion of the corresponding numerical coefficients is C̃UV/CSM ∼ O(10
−4) [125]. In

order for the axion contribution to exceed the Standard Model one, the maximal temperature

reached during the reheating period should then satisfy 10−4 × αT 2 ≳ f2a ∼m
2
pl. Assuming T <mpl

in general, the conclusion is that, around its maximum, the production rate of gravitational waves

during the reheating period is dominated by the Standard Model contribution.



Chapter 7

Conclusions

7.1 Overview

The model of inflation explains how primordial perturbations originate from the vacuum fluctu-

ations of a postulated scalar field, which, in a quasi-static initial regime, drives an exponential

expansion of the early universe. Since the radiation-dominated epoch is the earliest epoch probed

experimentally today, to consolidate inflationary predictions, a reasonable mechanism for the tran-

sition to a radiation dominated universe is needed. New experimental constraints on these epochs

are expected from the detection of a gravitational wave background by future interferometers.

Towards a realistic friction coefficient

Warm inflation models incorporate the inflationary mechanism into a thermal bath via a strong

coupling and high temperature. Early attempts at modelling this complex thermal system using a

simple friction coefficient yielded discouraging results [53,54]. Recently, there has been a renewed

interest in warm axion inflation models, noting that a more realistic thermal friction coefficient

changes the nature of the solution, possibly rendering a phenomenologically viable scenario [59–62].

However, these studies acknowledge that the new friction coefficient is still not entirely realistic,

but specific to a certain frequency domain, which may or may not be realized by the actual solution.

The purpose of [1] has been to present a theoretical framework which permits to eliminate this

approximation. In particular, we focus on the heating-up process following a standard inflation

scenario. Therefore we assume that the inflaton field is coupled weakly to a thermal plasma, and

that the latter thermalizes efficiently. The evolution equations for such a system with generic

interaction term are derived in chapter 4.

To compute concrete predictions, in chapter 5 we come back to the example of axion inflation.

Regarding the friction coefficient, we confirm the existence of scenarios proposed in [59–62] on a

qualitative level. However, we find a strong dependence on the vacuum contribution in (5.28),

which was not considered in those works. In particular, the friction Υ ∼ Tn used in [59–62] is

not effective at the beginning of inflation, when the thermalization rate of the plasma is small

compared with the mass scale of the inflaton field, α2T ≪m. Our results for Υ are supported by a

quantitative study of the retarded pseudo-scalar correlator using real-time lattice simulations [3].

75
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Neat example

The allowed values of the inflaton field’s mass m and decay constant fa are strongly constrained

by the CMB Planck data [38]. Having constructed the interaction term around a non-Abelian

Yang-Mills sector, we treat the confinement scale ΛIR describing the self-interactions of the latter

as a free parameter. A closer look at the dynamics emerging for a strongly coupled gauge sector is

taken in [5], asking whether a transition between the deconfined and the confined phase may occur

in the plasma as the system cools down (or heats up).

Numerical benchmark results in fig. 5.6 show that this system would preserve the powerful

predictions of standard inflation and at the same time heat up efficiently afterwards.

For the largest confinement scales, ΛIR ∼ (10
−8−10−3)mpl, we observe relatively high temperatures

in the solution. This can be explained by the fact that in the confined phase of a Yang-Mills

sector, thermodynamic functions such as entropy density and heat capacity are exponentially

small. Therefore, a small release of energy density from the inflaton field can lead to a significant

increase in temperature. As a result the system heats up efficiently, even if it remains just slightly

below Tc (see fig. 5.6g). This scenario is treated most reliably by our methods, as the gauge field

thermalization rate clearly exceeds the Hubble rate. Thus, there is no doubt about the validity of

temperature as a physical notion (see fig. 5.6h).

Lowering the confinement scale, ΛIR < 10
−8mpl, the system heats up above the critical tempera-

ture, confirming the possibility of a first-order phase transition in the gauge plasma [129]. Whether

the maximal temperature is above Tc or not has implications also for dark matter production, but

the details are very model-dependent (see e.g. [130–132]).

Physical implications for gravitational waves

Non-Abelian gauge fields are believed to thermalize rapidly [58]. In view of this fact, in [4] we have

considered the contribution of thermal fluctuations to the gravitational wave background that

originates during inflation, concentrating specifically on the LISA frequency window. We have

derived a model-independent interpolating formula, eq. (6.35), that incorporates both vacuum

and thermal contributions. Moreover, its validity is not restricted to de Sitter spacetime, which

becomes an inadequate approximation towards the end of inflation.

Our key finding is that, in stark contrast to the approximately constant vacuum contribution, the

thermal contribution scales as f30 in terms of the current-day gravitational wave frequency. Since

the tensor-to-scalar ratio, r, originates from very small frequencies, f0 ≪ 10−15 Hz, such a growth

implies that CMB constraints can be respected, yet the signal could in principle be observable

in the LISA or Einstein Telescope window, f0 ∼ (10
−5 − 102) Hz. The growth is cut off only at

very large frequencies, f0 ∼ 10
11 Hz, where most of the gravitational energy density lies [125] (the

overall shape of the spectrum is illustrated in fig. 7.1).

Whether the thermal part could be observable depends on the coefficient of the f30 growth. This

coefficient is proportional to the maximal shear viscosity η of the inflaton plus radiation system.

For the particular model where an SU(3) plasma is weakly coupled to an axion-like inflaton, we

have found that Tη ∼ T 4, whereby the dominant contributions emerge from Tmax . A hot scenario

is thus particularly interesting.

The production rate of gravitational waves during the reheating period after inflation depends

on the magnitude of Tmax as well. This was studied in [2], in the limit m ≪ πTmax (prior to

parameter scanning in [4], we expected this regime to be realized towards the end of inflation).

Parametrically, the contribution from interactions involving an axion-like inflaton exceeds the one
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Figure 7.1: Possible shapes of the gravitational wave spectrum from the inflationary epoch. The

f30 growth originates from hydrodynamical fluctuations (sec. 6.1), while the turnover at f0 ∼GHz

from elementary scatterings (sec. 6.2).

from Standard-Model interactions [125] if 10−4 × αT 2
max > f

2
a ∼m

2
pl, which is unlikely. If this is not

the case, the signal is not strongly constrained by Neff, given that for Tmax ∼ 10
17 GeV the Standard

Model contribution yields only ∆Neff ≪ 10−3 [126].

However, after [4] and [5], we know that a valid T ≫m regime is obtained at ΛIR ∼ 10
−4mpl (see

fig. 5.6g), where the interactions within the thermal plasma are strong. The problem then is that

our computations for the gravitational wave production rate both in the UV and IR regime were

carried out with the assumption α≪ 1.

Axion-like inflation has been used as a motivation for the LISA physics program, asserting that

an observable signal could be obtained in certain Abelian cases [41], where an efficient tachyonic

instability may convert a significant fraction of energy density to gravitational waves. Our study

demonstrates that this statement depends on model details, and is unlikely to apply to generic non-

Abelian constructions. One of the reasons why the non-Abelian case differs so notably from the

Abelian one is that if the system thermalizes, tensor modes are excited only through interactions,

whereby their production is suppressed by α.

7.2 Outlook

There are multiple directions in which our work could be expanded. One concerns the retarded

pseudoscalar correlator GR, which determines the value of the vacuum or thermal friction coef-

ficient. Hoping that exploratory low-temperature investigations of the friction coefficient [91, 92]

turn ultimately into a semi-quantitative tool, we could improve our results beyond the perturbative

expansion in the gauge coupling constant. Similarly, a reliable derivation of the shear viscosity of

a strongly coupled gauge sector would allow for more robust conclusions about the f30 -part of the

gravitational wave background.

Furthermore, it would be intriguing to investigate how the visible sector present in the radiation-

dominated epoch is populated within our scenario. Finally, the non-equilibrium physics of a system

possessing two adjacent transitions (see fig. 5.6c) might reveal interesting gravitational wave sig-

natures and thus merit further investigation.



Appendix A

Cosmological perturbation theory

This chapter collects together derivations of the properties and relations within the perturbative

approach to cosmological inhomogeneities. It thus complements the general overview presented in

chapters 2 and 3, and illustrated in table A.1. The first three sections follow mostly [13], while

sec. A.4 is the result of multiple discussions with C. Caprini, A. Midiri and A. Roper Pol, and is

based on unpublished notes by M. Laine.

background perturbed universe

metric ḡµν gµν = ḡµν + δgµν
Einstein tensor Ḡµ

ν Gµ
ν = Ḡ

µ
ν + δG

µ
ν

energy-momentum tensor T̄µ
ν Tµ

ν = T̄
µ
ν + δT

µ
ν

Einstein equations Ḡµ
ν = 8πGT̄

µ
ν Gµ

ν = 8πGT
µ
ν

Table A.1: Comparison of the homogeneous and isotropic background and the perturbed theory

(sketches in D = 1 + 1 dimensions). Unperturbed background quantities are denoted by a bar,

perturbations up to linear order are indicated by a δ.

A.1 Coordinate transformations

An intrinsic property of general relativity is the absence of a preferred choice of coordinates. In

the perturbative picture, any set of coordinates describing the inhomogeneous and anisotropic

universe assigns a space-time point p in the unperturbed background U0, to a space-time point q

in the perturbed universe Uδ. The points p and q are thus labelled with the same coordinates xα.

Let us define this point identification map as fδ ∶ U0 → Uδ. However, the space-time slicing in the

perturbed universe Uδ, and thus the choice of q, is not unique. A small coordinate transformation52

52Comparing literature, one should be careful with the existence of two non-equivalent definitions of small trans-

formations. On one hand, active transformations are defined as acting only on the physical quantities. These are

thus evaluated at the same coordinate point. On the other hand, in the context of diffeomorphisms, one may also

consider passive transformations. These are transformations of the coordinates and act therefore on all quanti-

ties as a relabelling. In the framework of cosmological perturbation theory, both points of view are valid. Active

transformations of the fluctuations correspond to coordinate transformations on the unperturbed U0, while passive
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Figure A.1: Sketch in D = 1 + 1 dimensions of the identification of a point q in the perturbed

universe Uδ with one p in the unperturbed universe U0. Another choice of coordinates in Uδ would

lead to another point identification map, between p and q̃.

on the perturbed universe Uδ,

x̃α(q) ≈ xα(q) + ξα(q) , Ξµ̃
ρ ≡

∂x̃µ

∂xρ
≈ δµρ + ξ

µ
,ρ , Ξµ

ρ̃ ≡
∂xµ

∂x̃ρ
≈ δµρ − ξ

µ
,ρ , (A.1)

such that q becomes q̃ in the new coordinates,

x̃α(q̃) = xα(q) ⇒ xα(q̃) ≈ xα(q) − ξα(q) , (A.2)

leads to another mapping gδ ∶ U0 → Uδ among the unperturbed and the perturbed universe. In par-

ticular, ξ0 changes the slicing, while ξi the threading of the perturbed universe. The non-uniqueness

of the mapping automatically leads to redundancies in the physical description, interpretable as

gauge freedom. This can be used as a powerful tool to simplify the computations, as done in sec-

tions 2.1 and 2.2, where we introduce the Newtonian and the comoving gauge, and in section 3.2,

where we mention the spatially flat gauge. It is thus useful to derive the transformation behaviours

of the quantities of interest.

In this section we denote a general function by Q̃ ≡ Q̃(q̃), and compute how the fluctuations

of arbitrary scalar, vector or tensor quantities behave under gauge transformations defined as in

eq. (A.1). Since scalars do not transform, and the background only depends on time, we find

Ã = ˜̄A + δÃ
(A.2)
= Ā − (∂αĀ)ξ

α
+ δA +O(δξ) ⇒ δÃ ≈ δA − Ā′ξ0 . (A.3)

Perturbations in scalars thus only depend on the slicing of the space-time. Vector perturbations

can be calculated as

B̃µ
= Ξµ̃

ρ [B̄
ρ
− (∂αB̄

ρ
)ξα + δBρ

+O(δξ)] ≈ B̄µ
− (∂αB̄

µ
)ξα + B̄αξµ,α + δB

µ (A.4)

⇒ δB̃µ
≈ δBµ

− B̄µ′ξ0 + B̄0ξµ′ . (A.5)

For the zeroth component it follows that

b̃0 = b0 − B̄0′ξ0 + B̄0ξ0′ . (A.6)

transformations of the fluctuations are induced by coordinate transformations in the perturbed universe Uδ. Here we

follow the passive picture, as described in figure A.1. For a mathematically detailed discussion of both approaches

see [133], the active picture is partially followed e.g. in [134].
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By decomposing the spatial gauge parameter into its scalar53 and vector parts,

ξi = −∂iξ + ξiv , ∂iξ
i
v = 0 , (A.7)

one finds the transformation behaviour of the scalar and vector components of δBi, cf. eq. (2.16),

b̃is = −∂
i (b + B̄0ξ′) ⇒ b̃ = b + B̄0ξ′ , (A.8)

b̃iv = b
i
v + B̄

0ξi′v . (A.9)

The behaviour of tensorial perturbations under small coordinate transformations is

C̃µν = Ξ
ρ
µ̃ Ξσ

ν̃ [C̄ρσ − (∂αC̄ρσ)ξ
α
+ δCρσ +O(δξ)] (A.10)

≈ C̄µν − ξ
ρ
,µC̄ρν − ξ

ρ
,νC̄µρ − (∂αC̄µν)ξ

α
+ δCµν (A.11)

⇒ δC̃µν ≈ δCµν − ξ
ρ
,µC̄ρν − ξ

ρ
,νC̄µρ − C̄

′
µνξ

0 . (A.12)

Using eqs. (2.18)–(2.24) we find how the single components transform. The 00-component of

eq. (A.12) yields

c̃0 = c0 + C̄00ξ
0′
+
1

2
C̄ ′00ξ

0 . (A.13)

For the 0i-components we apply eq. (A.7) and eq. (2.19) and obtain for the quantities in eq. (2.20)

c̃i = ci + C̄ξ
′
i + C̄00ξ

0
,i ⇒ c̃ = c + C̄ξ′ − C̄00ξ

0 , (A.14)

c̃vi = c
v
i + C̄ξ

v
i . (A.15)

Analogously, one finds the transformation behaviour of the ij-components

δC̃ij = δCij − C̄ (ξj,i + ξi,j −
2

3
δijξ

k
,k)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
tr=0

−
2

3
C̄δijξ

k
,k − C̄

′δijξ
0 (A.16)

⇒ c̃D = cD −
1

3
C̄∇2ξ +

1

2
C̄ ′ξ0 , (A.17)

γ̃ij = γij −
1

2
C̄ (ξj,i + ξi,j) −

1

3
C̄δij∇

2ξ (A.18)

⇒ γ̃ = γ + C̄ξ , γ̃i = γi + C̄ξ
v
i , γ̃tij = γ

t
ij . (A.19)

Let us sum up the total gauge degrees of freedom. In addition to two scalar gauge parameters ξ0

and ξ, there are also the 3-vector degrees of freedom of ξiv. Imposing the divergence-free constraint

from eq. (A.7), they reduce to two more degrees of freedom. Useful gauges and gauge invariant

quantities are introduced in chapters 2 and 3. For the moment we only list them:

∗ Newtonian gauge: introduced in section 2.1 to derive the Einstein equations.

∗ Comoving gauge: introduced in section 2.2 to define curvature perturbations R.

∗ Spatially flat gauge: introduced in section 3.2 to compute the power spectrum of scalar

(and tensor) perturbations.

A.2 Computing the Einstein tensor for a FLRW metric

In this section we derive the results presented in sec. 2.1.

53For some reasons in [7], and in the following literature, the scalar part of the gauge parameter is defined with

the opposite sign: ξis = ∂iξ. However, here we want to keep the traditional minus sign for a scalar potential. Final

results agree with [7].
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Zeroth order Einstein tensor for curved FLRW universe

As a warm-up for the derivation of the perturbed Einstein tensor, we first show the computations

of the unperturbed Einstein tensor for a background universe described by the FLRW metric with

generic spatial curvature κ (cf. eqs. (2.1) and (2.3)). Using conformal and reduced-circumference

polar coordinates (τ, r, θ, ϕ), the latter is given by

ḡµν = a
2 diag(−1, (1 − κr2)−1, r2, r2 sin2 θ ) . (A.20)

The Christoffel symbols at zeroth order are given by

Γ̄ρ
µν =

1

2
ḡρσ(ḡσµ,ν + ḡσν,µ − ḡµν,σ) . (A.21)

The non-vanishing ones are

Γ̄τ
ττ = Γ̄

r
τr = Γ̄

θ
τθ = Γ̄

ϕ
τϕ =

1

2
a−2(a2)′ =H , (A.22)

Γ̄τ
rr =

1

2
(−a−2)(−

a2

1 − κr2
)

′

=
H

1 − κr2
, (A.23)

Γ̄τ
θθ =

1

2
(−a−2)(−a2r2)′ = r2H , (A.24)

Γ̄τ
ϕϕ =

1

2
(−a−2)(−a2r2 sin2 θ)′ = r2 sin2 θH , (A.25)

Γ̄r
rr =

1

2
a−2(1 − κr2)∂r (

a2

1 − κr2
) =

κr

1 − κr2
, (A.26)

Γ̄θ
rθ = Γ̄

ϕ
rϕ =

1

2
r−2∂r(r

2
) = r−1 , (A.27)

Γ̄r
θθ =

1

2
a−2(1 − κr2)∂r(−a

2r2) = −r(1 − κr2) , (A.28)

Γ̄r
ϕϕ =

1

2
a−2(1 − κr2)∂r(−a

2r2 sin2 θ) = −r sin2 θ (1 − κr2) , (A.29)

Γ̄ϕ
θϕ =

1

2
a−2r−2 sin−2 θ ∂θ(a

2r2 sin2 θ) =
cos θ

sin θ
, (A.30)

Γ̄θ
ϕϕ =

1

2
a−2r−2∂θ(−a

2r2 sin2 θ) = − sin θ cos θ . (A.31)

The Ricci tensor

R̄µν = R̄
α
µαν = Γ̄

α
µν,α − Γ̄

α
µα,ν + Γ̄

β
µν Γ̄

α
βα − Γ̄

β
µαΓ̄

α
βν , (A.32)

resulting from eqs. (A.22)–(A.31) is diagonal, with the components

R̄ττ =H
′
− 4H′ +H(4H) − 4H2

= −3H′ , (A.33)

R̄rr =����−2∂rr
−1
+

κr

1 − κr2
(2r−1 +

����κr

1 − κr2
) −

��
���

(
κr

1 − κr2
)
2

−���2r−2

+
H′

1 − κr2
+

4H2

1 − κr2
−

2H2

1 − κr2

=
1

1 − κr2
(H
′
+ 2H2

+ 2κ) , (A.34)

R̄θθ =H
′r2 − 1 + 3κr2 − ∂θ (

cos θ

sin θ
) + 4H(r2H) − r(1 − κr2) (

κr

1 − κr2
+ 2r−1)

− 2 [r2H2
− (1 − κr2)] − (

cos θ

sin θ
)

2

= r2(H′ + 2H2
+ 2κ) , (A.35)
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R̄ϕϕ = r
2 sin2 θ H′ − ∂θ(sin θ cos θ) − ∂r[r sin

2 θ (1 − κr2)] − cos2 θ

− r sin2 θ(1 − κr2) (���2r−1 +
κr

1 − κr2
) + r2 sin2 θ H(4H) − 2r2 sin2 θ H2

+((((((((
2 sin2 θ (1 − κr2) + 2 cos2 θ

= r2 sin2 θ(H′ + 2H2
+ 2κ) . (A.36)

Raising one index, the components of the Ricci tensor simplify to

R̄τ
τ = 3a

−2
H
′ , R̄r

r = a
−2
(H
′
+ 2H2

+ 2κ) , R̄θ
θ = R̄

ϕ
ϕ = a

−2
(H
′
+ 2H2

+ 2κ) . (A.37)

The Ricci scalar is therefore

R̄ = R̄µ
µ = 6a

−2
(H
′
+H

2
+ κ) , (A.38)

yielding the Einstein tensor Ḡµ
ν = R̄

µ
ν − δ

µ
νR̄/2,

Ḡτ
τ = −3a

−2
(H

2
+ κ) , (A.39)

Ḡr
r = Ḡ

θ
θ = Ḡ

ϕ
ϕ = −a

−2
(2H′ +H2

+ κ) , (A.40)

which is also diagonal.

First order Einstein tensor for flat FLRW universe

Setting now κ = 0, we recall the unperturbed flat FRLW metric in conformal coordinates,

ḡµν = a
2
(
−1

δij
) , ḡµν = a−2 (

−1

δij
) . (A.41)

All computations are performed in the Newtonian gauge, where metric perturbations are

δgµν = a
2
(
−2ϕ −hi
−hi −2ψδij + 2ϑij

) , δgµν = a−2 (
2ϕ −hi
−hi 2ψδij − 2ϑij

) , (A.42)

with the constraints

∂ihi = 0 , ∂iϑij = 0 , ϑii = 0 . (A.43)

The scale factor a = a(τ) depends only on time, such that ∂ia = ∂iH = 0 for i = 1,2,3. Indices of

linear perturbations are moved up or down with the background metric, such that we are free to

choose spatial indices to be always down.

Christoffel symbols

To compute the perturbed Christoffel symbols we first write

δΓρ
µν =

1

2
δgρσ(ḡσµ,ν + ḡσν,µ − ḡµν,σ) +

1

2
ḡρσ(δgσµ,ν + δgσν,µ − δgµν,σ) , (A.44)
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and evaluate it for the different components, yielding

δΓ0
00 =

a−2

2
{−(−2a2ϕ)′ + 2ϕ[2(−a2)′ − (−a2)′]} =���2Hϕ + ϕ′ −���2Hϕ = ϕ′ , (A.45)

δΓ0
0i =

a−2

2
[−(−2a2ϕ),i − hi(a

2
)
′] = ϕ,i −Hhi , (A.46)

δΓi
00 =

a−2

2
{[2(−a2hi)

′
− (−2a2ϕ),i] − hi(−a

2
)
′} = −2Hhi − h

′
i + ϕ,i +Hhi

= ϕ,i −Hhi − h
′
i , (A.47)

δΓ0
ij =

a−2

2
{−[(−a2hi),j + (−a

2hj),i − (−2a
2ψδij + 2a

2ϑij)
′
] + 2ϕ[−(a2)′]}

=
1

2
(hi,j + hj,i) − δij[ψ

′
+ 2H(ψ + ϕ)] + ϑ′ij + 2Hϑij , (A.48)

δΓi
0j =

a−2

2
{[(−a2hi),j + (−2a

2ψδij + 2a
2ϑij)

′
− (−a2hj),i] + 2(ψδik − ϑik)(a

2δkj)
′}

=
1

2
(hj,i − hi,j) + δij(−ψ

′
−���2Hψ +���2Hψ) + ϑ′ij +���2Hϑij −���2Hϑij

=
1

2
(hj,i − hi,j) − δijψ

′
+ ϑ′ij , (A.49)

δΓi
jk = [(−ψδij + ϑij),k + (−ψδik + ϑik),j − (−ψδjk + ϑjk),i] −

a−2

2
hi[−(a

2δjk)
′
]

= −δijψ,k − δikψ,j + δjkψ,i + ϑij,k + ϑik,j − ϑjk,i +Hhiδjk . (A.50)

The unperturbed Christoffel symbols follow from eq. (2.55) straightforwardly,

Γ̄0
0i = Γ̄

i
00 = Γ̄

i
jk = 0 , Γ̄0

00 =H , Γ̄0
ij =Hδij , Γ̄i

0j =Hδ
i
j . (A.51)

Ricci tensor

From the Christoffel symbols we calculate the components of the perturbed Ricci tensor,

δRµν = δR
α
µαν = δΓ

α
µν,α − δΓ

α
µα,ν + Γ̄

β
µνδΓ

α
βα + Γ̄

α
βαδΓ

β
µν − Γ̄

β
µαδΓ

α
βν − Γ̄

α
βνδΓ

β
µα . (A.52)

The results are summarized in eqs. (2.59)–(2.61), with the intermediate steps amounting to

δR00 = δR
α
0α0 = δΓ

α
00,α − δΓ

α
0α,0 + Γ̄

β
00δΓ

α
βα + Γ̄

α
βαδΓ

β
00 − Γ̄

β
0αδΓ

α
β0 − Γ̄

α
β0δΓ

β
0α

=��ϕ
′′
+∇

2ϕ −��ϕ
′′
+ 3ψ′′ +HδΓα

0α + 4HδΓ
0
00 − 2HδΓ

0
00 − 2HδΓ

i
0i

= 3ψ′′ +∇2ϕ + 3H(ψ + ϕ)′ , (A.53)

δR0i = δR
α
0αi = δΓ

α
0i,α − δΓ

α
0α,i + Γ̄

β
0iδΓ

α
βα + Γ̄

α
βαδΓ

β
0i − Γ̄

β
0αδΓ

α
βi − Γ̄

α
βiδΓ

β
0α

= −H
′hi −Hh

′
i +��ϕ

′
,i +

1

2
∇

2hi − ψ
′
,i −��ϕ

′
,i + 3ψ

′
,i +HδΓ

α
iα + 4HδΓ

0
0i

− 2HδΓ0
0i −HδΓ

j
ij −HδijδΓ

j
00

= −H
′hi −��Hh′i +

1

2
∇

2hi + 2ψ
′
,i + 3H(−Hhi + ϕ,i) −H(−Hhi −��h

′
i + ϕ,i)

= 2(ψ′ +Hϕ),i +
1

2
∇

2hi − (H
′
+ 2H2

)hi , (A.54)

δRij = δR
α
iαj = δΓ

α
ij,α − δΓ

α
iα,j + Γ̄

β
ijδΓ

α
βα + Γ̄

α
βαδΓ

β
ij − Γ̄

β
iαδΓ

α
βj − Γ̄

α
βjδΓ

β
iα

=
1

2
(hi,j + hj,i)

′
− δijψ

′′
+ ϑ′′ij − 2H

′
[(ϕ + ψ)δij − ϑij] − 2H[(ϕ + ψ)δij − ϑij]

′
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− 2ψ,ij + δij∇
2ψ −∇2ϑij +���Hhi,j − ϕ,ij −���Hhi,j + 3ψ,ij +HδijδΓ

α
0α

+ 4HδΓ0
ij −H(2δΓ

0
ij + δΓ

i
0j + δΓ

j
0i)

=
1

2
(hi,j + hj,i)

′
− δijψ

′′
+ ϑ′′ij − 2H

′
[(ϕ + ψ)δij − ϑij] − 2H[(ϕ + ψ)δij − ϑij]

′

+ ψ,ij + δij∇
2ψ −∇2ϑij − ϕ,ij +Hδij(ϕ − 3ψ)

′
+H(hi,j + hj,i)

−(((((((
2H(δijψ − ϑij)

′
− 4H2

[(ϕ + ψ)δij − ϑij] −�������H

2
(hj,i − hi,j)

+(((((((
2H(δijψ − ϑij)

′
+�������H

2
(hj,i − hi,j)

= −δij [ψ
′′
+H(ϕ + 5ψ)′ + 2(H′ + 2H2

)(ϕ + ψ) −∇2ψ] + (ψ − ϕ),ij

+
1

2
(hi,j + hj,i)

′
+H(hi,j + hj,i) + ϑ

′′
ij + 2Hϑ

′
ij −∇

2ϑij + 2(H
′
+ 2H2

)ϑij . (A.55)

The components of the unperturbed Ricci tensor follow directly from eq. (2.56) and eq. (A.51),

R̄00 = −3H
′ , R̄0i = 0 , R̄ij = (H

′
+ 2H2

)δij . (A.56)

Let us now raise one index of the perturbed Ricci tensor. With

δRµ
ν = ḡ

µρδRρν + δg
µρR̄ρν (A.57)

we obtain

δR0
0 = −a

−2 [3ψ′′ +∇2ϕ + 3H(ϕ′ + ψ′) + 6H′ϕ] , (A.58)

δR0
i = −a

−2
[2ψ′,i + 2Hϕ,i +

1

2
∇

2hi −((((((
(H
′
+ 2H2

)hi +((((((
(H
′
+ 2H2

)hi]

= −a−2 [2(ψ′ +Hϕ),i +
1

2
∇

2hi] , (A.59)

δRi
0 = a

−2
[2ψ′,i + 2Hϕ,i +

1

2
∇

2hi − (H
′
+ 2H2

)hi + 3H
′hi]

= a−2 [2(ψ′ +Hϕ),i +
1

2
∇

2hi + 2(H
′
−H

2
)hi] , (A.60)

δRi
j = a

−2 [δRij + 2(H
′
+ 2H2

)(ψδij − ϑij)]

= −a−2 [ψ′′ +H(ϕ′ + 5ψ′) + 2(H′ + 2H2
)ϕ −∇2ψ] δij

+ a−2 [(ψ − ϕ),ij +
1

2
(hi,j + hj,i)

′
+H(hi,j + hj,i) + ϑ

′′
ij + 2Hϑ

′
ij −∇

2ϑij] . (A.61)

Computing the unperturbed trace R̄µ
µ with eq. (A.56), we obtain the Ricci scalar at zeroth order,

1

2
R̄ = 3a−2(H′ +H2

) . (A.62)

The perturbed Ricci scalar follows from eq. (A.58) and eq. (A.61),

1

2
δR =

1

2
δRµ

µ =
1

2
(δR0

0 + δR
i
i)

=
a−2

2
[−3ψ′′ −∇2ϕ − 3H(ϕ′ + ψ′) − 6H′ϕ

−3ψ′′ − 3H(ϕ′ + 5ψ′) − 6(H′ + 2H2
)ϕ + 3∇2ψ +∇2

(ψ − ϕ)]

= −a−2 [3ψ′′ +∇2
(ϕ − 2ψ) + 3H(ϕ′ + 3ψ′) + 6(H′ +H2

)ϕ] . (A.63)
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Einstein tensor

We have now all ingredients to compute the perturbed Einstein tensor

δGµ
ν = δR

µ
ν −

1

2
δRδµν . (A.64)

We evaluate its components and distinguish the parts involving scalar (s), vector (v) or tensor (t)

metric perturbations,

δG0
0 = a

−2
[−��3ψ′′ −�

�∇2ϕ − 3H(��ϕ
′
+ ψ′) −�

��6H′ϕ

+��3ψ′′ +�
�∇2ϕ − 2∇2ψ + 3H(��ϕ

′
+ 3ψ′) + 6(��H

′
+H

2
)ϕ]

= 2a−2 [3H(ψ′ +Hϕ) −∇2ψ]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

s

, (A.65)

δG0
i = δR

0
i = −a

−2
[ 2(ψ′ +Hϕ),i
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

s

+∇
2hi/2
´¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¶

v

] , (A.66)

δGi
0 = δR

i
0 = a

−2
[ 2(ψ′ +Hϕ),i
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

s

+∇
2hi/2 + 2(H

′
−H

2
)hi

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
v

] , (A.67)

δGi
j = −a

−2 [ψ′′ +H(ϕ′ + 5ψ′) + 2(H′ + 2H2
)ϕ −∇2ψ

−3ψ′′ −∇2
(ϕ − 2ψ) − 3H(ϕ′ + 3ψ′) − 6(H′ +H2

)ϕ] δij

+ a−2 [(ψ − ϕ),ij +
1

2
(hi,j + hj,i)

′
+H(hi,j + hj,i) + ϑ

′′
ij + 2Hϑ

′
ij −∇

2ϑij]

= 2a−2 [ψ′′ +H(2ψ′ + ϕ′ +Hϕ) + 2H′ϕ +∇2
(ϕ − ψ)/3]

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
s

δij + a−2 [ ⊛ ]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

tr=0

, (A.68)

⊛ = (∂i∂j − δij∇
2
/3) (ψ − ϕ)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
s

+ (∂0/2 +H) (hi,j + hj,i)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

v

+ϑ′′ij + 2Hϑ
′
ij −∇

2ϑij
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

t

.

These results are summed up in eqs. (2.66)–(2.69).

A.3 Simplifying Einstein’s equations for scalar perturba-

tions at inflation

In this section we reduce the evolution equations for the metric and inflaton perturbations during

inflation, cf. eqs. (3.40)–(3.43). As only two of the four equations are independent, we choose two

of the Einstein equations, viz.

∇
2ψ = 4πG [φ̄′δφ′N − ψ(φ̄

′
)
2
+Hφ̄′δφN − φ̄

′′δφN] , (A.69)

ψ′ +Hψ = 4πGφ̄′δφN . (A.70)

The following identity, obtained by adding eqs. (3.9) and (3.10), turns out to be useful,

H
2
−H

′
= 4πG(φ̄′)2 . (A.71)

The results of this section are used in section 3.2 to compute the early universe observables predicted

by the theory of inflation.
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Let us start by rewriting the given system of equations in terms of the curvature perturbation,

R
(3.36)
= −ψ −

H

φ̄′
δφN . (A.72)

We use eq. (A.71) and eq. (A.70) to manipulate the right-hand side of eq. (A.69),

(A.69)R = 4πG
(φ̄′)2

H
[−ψH +

H2

φ̄′
δφN +

H

φ̄′
δφ′N −H

φ̄′′

(φ̄′)2
δφN]

(A.71)
=

(A.70)
4πG

(φ̄′)2

H
[ψ′ −�����4πGφ̄′δφN +

H′

φ̄′
δφN +�����4πGφ̄′δφN +

H

φ̄′
δφ′N −H

φ̄′′

(φ̄′)2
δφN]

= 4πG
(φ̄′)2

H
(ψ +H

δφN

φ̄′
)

′
(A.72)
= −4πG

(φ̄′)2

H
R
′ . (A.73)

With the left-hand side of eq. (A.69) this yields

∇
2ψ = −4πG

(φ̄′)2

H
R
′ . (A.74)

We thus guess new variables

f ≡ −zR , z ≡
φ̄′

H

(A.72)
Ô⇒ δφN = f − zψ . (A.75)

In terms of f and z eq. (A.74) becomes

∇
2ψ = 4πGHz2 (

f

z
)

′

. (A.76)

We rewrite also eq. (A.70) substituting δφN with f , z and ψ,

(A.70) ⇐⇒ ψ′ +Hψ = 4πGφ̄′(f − zψ)

(A.75)
⇐⇒ ψ′ + (H + 4πG

(φ̄′)2

H
)ψ = 4πGφ̄′f

(A.71)
⇐⇒ ψ′ + (2H −

H′

H
)ψ = 4πGφ̄′f

⇐⇒ (
a2

H
ψ)

′

= 4πGẑf̂ , ẑ ≡ az , f̂ ≡ af = −ẑR . (A.77)

Applying the operator ∇2 to eq. (A.77) and using eq. (A.76) one then gets

∇
2(A.77) ⇔

⎡
⎢
⎢
⎢
⎢
⎣
�
��a
2

H
���4πG

�
��H

a2
ẑ2 (

f̂

ẑ
)

′⎤
⎥
⎥
⎥
⎥
⎦

′

=���4πGẑ∇2f̂

⇔ (ẑf̂ ′ − ẑ′f̂)′ = ẑ∇2f̂

⇔ f̂ ′′ −
ẑ′′

ẑ
f̂ −∇2f̂ = 0 . (A.78)

This is a second order differential equation for the variable f̂ = af . In section 3.2 we see how the

variable f turns out to match the inflaton field perturbations in the spatially flat gauge.

A.4 Statistical properties of small perturbations

In this section we explore the implications of assuming randomly generated small perturbations,

and derive useful properties for the computation of ensemble averages in stochastic correlators. For
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cosmological perturbations, randomness and Gaussianity are assumed in the space-like directions,

while the time evolution is often given deterministically by some evolution equations. In the

following we work in co-moving conformal coordinates and denote x = (τ,x).

Consider a discrete Fourier transformation over space-like directions, in a box of co-moving size

L (and physical size aL). By construction, each Fourier component δQk evolves independently and

the set {δQk} is the result of a random process, such that we cannot predict the individual values

δQk. However, by the central limit theorem, random fluctuations can to a good approximation be

described by a Gaussian distribution. A pedagogical and rigorous treatment can be found in [12, p.

433]. Let us discuss a generic scalar Gaussian perturbation (for vector and tensor perturbations

all results follow analogously)

δA(τ,x) =
1

L3∑
k

δAk(τ) e
ik⋅x , (A.79)

where the set {δAk} is the result of a random process, and each mode δAk evolves according to

some given equations. From now on we let the argument τ implicit for all Fourier coefficients.

If δA(x) is assumed to be real, then for the Fourier components δA−k = δA
∗
k, so that one finds

even and odd symmetries

Rk ≡ Re(δAk) = R−k , Ik ≡ Im(δAk) = −I−k (A.80)

of the real and imaginary part respectively. This means that only half of the momenta k are

independent. Dealing with a Gaussian random process implies that the real quantities Rk and Ik
are picked from Gaussian distributions

p(Rk) =
1

√
2πσk

exp(−
1

2

R2
k

σ2
k

) , p(Ik) =
1

√
2πσk

exp(−
1

2

I2k
σ2

k

) , (A.81)

meaning that the probability of Rk to be in the interval dRk is p(Rk)dRk (similarly for Ik). The

width of the distribution is described by the dispersion σk, while σ
2
k is the variance (∆Rk)

2 =

⟨R2
k⟩ − ⟨Rk⟩

2 from the expectation values ⟨Rk⟩ = 0 and ⟨Ik⟩ = 0, as

⟨R2
k⟩ ≡ ∫

∞

−∞
dRkR

2
k p(Rk) = σ

2
k = ⟨I

2
k ⟩ ⇒ ⟨∣δAk∣

2
⟩ = ⟨R2

k⟩ + ⟨I
2
k ⟩ = 2σ

2
k . (A.82)

Note that, if we restrict to the corresponding domain of k-space, the variables {Rk, Ik} are all

independent, ⟨Rk, Ik⟩ = 0 and ⟨RkRk′⟩ = ⟨IkIk′⟩ = 0 for k′ ≠ k, but Rk and Ik have the same

variance σ2
k . Except for the reality condition, the different δAk are therefore independent random

variables obeying

⟨δA∗kδAk′⟩ = 2δkk′σ
2
k = δkk′⟨∣δAk∣

2
⟩ . (A.83)

In particular, this relation holds also for k′ = −k as ⟨δA−kδA−k⟩ = ⟨R
2
−k + 2iR−kI−k − I

2
−k⟩ = 0.

We assume here that fluctuations are produced democratically in all directions, such that the

variance σ2
k = σ

2
k is independent of the direction of k, where k = ∣k∣. Since δA(x) is a perturbation,

it satisfies ⟨δA(x)⟩ = 0, while the magnitude of the perturbation is given by the positive quantity

⟨δA(x)2⟩ =
1

L6 ∑
k,k′
⟨δA∗kδAk′⟩e

i(k′−k)⋅x
=

1

L6∑
k

⟨∣δAk∣
2
⟩ =

2

L6∑
k

σ2
k . (A.84)

Power spectrum

The dependence of the variance of δAk on the wave number k is called the power spectrum of A,54

PA(τ, k) ≡ (
1

2πL
)

3

4πk3⟨∣δAk∣
2
⟩ , (A.85)

54Often used is also the spectral density PA(τ, k) ≡ 1
L3 ⟨∣δAk ∣2⟩ = 2π2

k3 PA(τ, k).
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which is commonly used to parametrize the variance of δA(x),

σ2
A(x) ≡ ⟨δA(x)

2
⟩ =

1

L6∑
k

⟨∣δAk∣
2
⟩ = (

2π

L
)

3

∑
k

1

4πk3
PA(τ, k) . (A.86)

At this point we take the limit of large box size L→∞, replacing series with integrals,

δA(τ,x) = ∫
d3k

(2π)3
δA(τ,k) eik⋅x , δA(τ,k) = ∫ d3xδA(τ,x) e−ik⋅x , (A.87)

such that we have the correspondences

1

L3∑
k

→ ∫
d3k

(2π)3
, δAk → δA(τ,k) . (A.88)

In the infinite volume limit, eq. (A.86) becomes

σ2
A(x) =

1

4π
∫

d3k

k3
PA(τ, k) = ∫

∞

0

dk

k
PA(τ, k) = ∫

∞

−∞
d lnkPA(τ, k) . (A.89)

The power spectrum PA(τ, k) describes the contribution to the variance per logarithmic inter-

val. Since PA(τ, k) represents the meeting point among theoretical predictions, simulations and

observations, it is important to understand how it is evaluated from different sides.

Translation invariance in space and momentum conservation

The equivalence among the different prescriptions follows form translation invariance and stochas-

ticity. These two properties allow us to express statistical averages as spatial averages, and even-

tually evaluate them over the initial conditions. In an expanding homogeneous and isotropic

universe, we can use translation invariance in space-like directions, but generically not in time.55

In our applications, small stochastic fluctuations δA(τ,x) satisfy some differential equation

D δA(τ,x) = ρ(τ,x) , (A.90)

⇒ δA(τ,x) = ∫
τ

0
dτ1 ∫ d3yGR(τ, τ1,x − y)ρ(τ1,y) , (A.91)

where the coefficients of the differential operator D do not depend on x. Then D and thus also

the Green’s function GR ≡ D
−1 are translationally (and rotationally) invariant and we can assume

GR(τ, τ1,x − y) = GR(τ, τ1, ∣x − y∣).

If the observable O[A] ≡ A2 is quadratic in A and we want to evaluate its average over the

observed final state over different realizations, then we are considering the equal-time correlator.

Translational invariance implies that the equal-time correlator evaluated at two different space

locations x1,2 is a function of the distance,

⟨δA(τ,x1) δA(τ,x2)⟩ = ⟨δA(τ,x1 − x2) δA(τ,0)⟩ . (A.92)

55Time translation invariance is a property of Minkowskian space-time, that allows similar manipulations of the

correlators when the nature of the source is not stochastic, but the background is static. Some results may thus

appear in a similar form.
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Fourier-transforming to co-moving momentum yields

⟨δA(τ,k1) δA
∗
(τ,k2)⟩ = ∫ d3x1 ∫ d3x2 e

−i(x1⋅k1−x2⋅k2)⟨δA(τ,x1) δA(τ,x2)⟩

= ∫ d3x1 ∫ d3x2 e
−i(x1⋅k1−x2⋅k2)⟨δA(τ,x1 − x2) δA(τ,0)⟩

x1→x1+x2
= ∫ d3x1 ∫ d3x2 e

−ix2⋅(k1−k2)e−ix1⋅k1⟨δA(τ,x1) δA(τ,0)⟩

= (2π)3δ(3)(k1 − k2)∫ d3x1 e
−ix1⋅k1⟨δA(τ,x1) δA(τ,0)⟩

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
≡PA(τ,k1)

, (A.93)

which can be interpreted as momentum conservation (Noether’s theorem). Therefore, when we

compute the equal-time correlator of an operator taken twice at the same location, in co-moving

momentum space this amounts to

⟨δA(τ,x) δA(τ,x)⟩ = ∫
d3k1
(2π)3

∫
d3k2
(2π)3

eix⋅(k1−k2)(2π)3δ(3)(k1 − k2)PA(τ,k1)

= ∫
d3k1
(2π)3

PA(τ,k1) = ∫

∞

0
dk1 k

2
1 ∫

dΩk1

(2πL)3
⟨δA(τ,k1) δA

∗
(τ,k1)⟩ , (A.94)

where dΩk ≡ dϕdθ sin θ is the infinitesimal solid angle of k = k(sin θ cosϕ, sin θ sinϕ, cos θ) in spher-

ical coordinates. For simplicity we omit the limit limL→∞ in the infinite spatial volume L3 that

arises from (2π)3δ(3)(0) = ∫x = limL→∞L
3 in eq. (A.93).

Looking at the result in eq. (A.94), we observe that indeed the right-hand side does not depend

on x any more. We identify the power spectrum PA(τ, k) as the angular average of the equal-time

and equal-momentum statistical correlator of A, on a logarithmic scale d lnk = dk/k,

PA(τ, k) ≡
k3

(2πL)3
∫ dΩk ⟨δA(τ,k) δA

∗
(τ,k)⟩ . (A.95)

If the fluctuations δA are produced randomly at all scales and in all directions, such that the

spectral density PA only depends on k ≡ ∣k∣, then the average over the direction of k is trivial,

⟨δA(τ,x) δA(τ,x)⟩ = ∫
∞

0
dk k2

4π

(2π)3
PA(τ, k) = ∫

∞

−∞
d lnk

k3

2π2
PA(τ, k)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=PA(τ,k)

. (A.96)

Statistical vs. spatial averages

A statistical average, like the one in eqs. (A.92)–(A.94), is generically defined as the weighted sum

over all possible configurations,

⟨O[A]⟩ ≡∑
i

piO[A
(i)
] , (A.97)

with pi the probability to realize the i-th configuration. If the interactions underlying A are

random, and many different configurations are possible, then far away regions are uncorrelated,

and for the generic 2-point function56 at unequal times we have

⟨O(τ1,x)O(τ2,y)⟩
∣x−y∣→∞

Ð→ ⟨O(τ1,x)⟩⟨O(τ2,y)⟩ . (A.98)

In most systems, the approach to this limit is exponentially fast, such that we can write

⟨O(τ1,x)O(τ2,y)⟩ = ⟨O(τ1,x)⟩⟨O(τ2,y)⟩ + f(τ1, τ2,x − y)e
−∣x−y∣/ξ , (A.99)

56That corresponds to a 4-point function in A, if O is quadratic in A.
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where ξ is the characteristic correlation length of the system. Therefore, if we observe and measure

O[A] in domains separated by a distance which is large compared with ξ, we do not obtain

information about the non-trivial quadrupole moment f of A, but instead we are probing distinct

representations of the ensemble, with their respective probabilities.

We can therefore replace the statistical average in eq. (A.97) by a volume average over a volume

that is large compared with the correlation length of the ensemble. Transforming to co-moving

momentum we find,

⟨O[A](τ,x)⟩ =
1

L3 ∫ d3xδA(τ,x)δA(τ,x) (A.100)

=
1

L3 ∫ d3x∫
d3k1
(2π)3

∫
d3k2
(2π)3

eix⋅(k1−k2)δA(τ,k1)δA
∗
(τ,k2) (A.101)

= ∫
d3k

(2πL)3
δA(τ,k)δA∗(τ,k) . (A.102)

To summarize, we have found that, as a consequence of space-translational invariance, and for

random interactions, the statistical average of the quadratic observable O(τ,x) can be written as

the average of its counterpart in momentum space Õ(τ,k), over all momenta k,

⟨O[A](τ,x)⟩ = ∫
∞

−∞
d lnk

k3

(2πL)3
∫ dΩk Õ[A](τ,k) , Õ(τ,k) ≡ δA(τ,k) δA∗(τ,k) . (A.103)

For the power spectrum PA(τ, k), this means it is entirely determined by the average over the

direction of k,

PA(τ, k) =
k3

(2πL)3
∫ dΩk δA(τ,k)δA

∗
(τ,k) , (A.104)

provided that A is the result of a random process and the physics is invariant under translations

in space. Analogous results can be found applying time-translation invariance in Minkowski space.

Average over initial vs. final ensemble

If we now go back to eq. (A.91) and transform this to co-moving momentum space,

A(τ,k) = ∫ d3x∫
τ

0
dτ1 ∫ d3yGR(τ, τ1, ∣x − y∣)ρ(τ1,y) e

−ik⋅x

= ∫

τ

0
dτ1∫ d3y ρ(τ1,y)e

−ik⋅y
∫ d3xGR(τ, τ1, ∣x − y∣)e

−ik⋅(x−y)

= ∫

τ

0
dτ1 ρ(τ1,k)GR(τ, τ1, k) , (A.105)

then the power spectrum in eq. (A.104) can be written as

PA(τ, k) =
k3

(2πL)3
∫ dΩk ∣∫

τ

0
dτ1 ρ(τ1,k)GR(τ, τ1, k)∣

2

. (A.106)

Yet another representation is obtained by noting that, since the statistical properties of A are

determined by the properties of the source ρ,57 then the statistical average in eq. (A.96) can be

transported to the initial state. Assuming the latter to be invariant under space translations as

57The contribution of the Green’s function G is deterministic as dictated by the evolution equation (A.90).
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PA(τ, k) Pρ(τ1, τ2, k)

experiments spatial average over measured δA: eq. (A.104) -

theory from Pρ(τ1, τ2, k): eq. (A.107) ensemble average

simulations spatial average over randomly generated ρ: eq. (A.106) -

Table A.2: Comparison of experimental, theoretical and computational methods to obtain the

power spectrum PA of the perturbations of a physical quantity, sourced by a stochastic source ρ.

well, we find

⟨δA(τ,x)δA(τ,x)⟩ = ∫

τ

0
dτ1 ∫

τ

0
dτ2 ∫ d3y1 ∫ d3y2GR(τ, τ1, ∣y1 − x∣)GR(τ, τ2, ∣y2 − x∣)

× ⟨ρ(τ1,y1)ρ
∗
(τ2,y2)⟩

= ∫

τ

0
dτ1 ∫

τ

0
dτ2 ∫ d3y1 ∫ d3y2 ∫

d3k1
(2π)3

∫
d3k2
(2π)3

eix⋅(k1+k2)e−iy1⋅k1e−iy2⋅k2

×GR(τ, τ1, k1)GR(τ, τ2, k2) ⟨ρ(τ1,y1)ρ
∗
(τ2,y2)⟩

k2→−k2
= ∫

τ

0
dτ1 ∫

τ

0
dτ2 ∫ d3y1 ∫ d3y2 ∫

d3k1
(2π)3

∫
d3k2
(2π)3

eix⋅(k1−k2)e−iy1⋅k1eiy2⋅k2

×GR(τ, τ1, k1)GR(τ, τ2, k2) ⟨ρ(τ1,y1)ρ
∗
(τ2,y2)⟩

= ∫

τ

0
dτ1 ∫

τ

0
dτ2 ∫

d3k1
(2π)3

∫
d3k2
(2π)3

eix⋅(k1−k2)GR(τ, τ1, k1)GR(τ, τ2, k2)

× ⟨ρ(τ1,k1)ρ
∗
(τ2,k2)⟩

= ∫

τ

0
dτ1 ∫

τ

0
dτ2 ∫

d3k1
(2π)3

∫
d3k2
(2π)3

eix⋅(k1−k2)GR(τ, τ1, k1)GR(τ, τ2, k2)

× (2π)3δ(k1 − k2)Pρ(τ1, τ2,k1)

= ∫

∞

−∞
d lnk ∫

τ

0
dτ1 ∫

τ

0
dτ2GR(τ, τ1, k)GR(τ, τ2, k)Pρ(τ1, τ2,k)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
PA(τ,k)

. (A.107)

Comparing eqs. (A.106) and (A.107) for the unequal-time power spectrum of the source ρ we

conclude

Pρ(τ1, τ2, k) =
k3

(2πL)3
∫ dΩk ρ(τ1,k)ρ

∗
(τ2,k) =

k3

2π2
Pρ(τ1, τ2, k) . (A.108)

The very same conclusion would follow from applying the reasoning in eq. (A.104) for ρ. This

means that assuming space-translation invariance and randomness for the final state is equivalent

to the same assumptions for the initial state.

Having shown their equivalence, different methods to compute the power spectrum from the

experimental, theoretical and computational point of view are summarized in table A.2.



Appendix B

The retarded pseudoscalar correlator

The goal of the present appendix is to elaborate on the estimation of the friction coefficient, Υ, and

the mass correction, mT, introduced in chapter 4, for the axion-like-inflaton example of chapter 5.

The two quantities are determined respectively by the imaginary and real part of the retarded

correlator (cf. eq. (5.24)),

GR(ω) = ∫
∞

0
dt eiωt

∫
x
⟨i[J(t,x), J(0,0)]⟩0 , ∫

x
≡ ∫ d3x , (B.1)

of the topological charge density operator

faJ ≡ cχg
2ϵµνρσF a

µνF
a
ρσ , a ∈ {1, . . . ,N2

c − 1} , cχ ≡ 1/(64π
2
) . (B.2)

Here F a
µν denotes the Yang-Mills field strength defined by

T aF a
µν ≡

i

g
[Dµ,Dν] , Dµ ≡ ∂µ − igT

bAb
µ , (B.3)

where g2 ≡ 4πα is the Yang-Mills coupling and T a are Hermitean generators of SU(Nc), normalized

as tr[T a, T b] = δab/2.

The friction coefficient, cf. eqs. (5.27) and (5.28), is determined using three-dimensional lattice

measurements [3]. To compare with the latter, in sec. B.1 we compute the imaginary part of GR

in the classical limit. For the mass correction, cf. eq. (5.30), in sec. B.2 we evaluate the real part

of GR in the quantum theory for g2 ≪ 1.

B.1 Imaginary part: Chern-Simons diffusion rate

The way how thermal rates can be extracted from equilibrium 2-point correlation functions is

described by the so-called Green-Kubo relations. In our case the relation for the inflaton decay

rate, cf. eq. (4.21), is

Υ =
ImGR(ω)

ω
∣
ω→m

. (B.4)

Physical observables on the lattice are however more directly related to a statistical, i.e. time-

symmetric, correlator,

GS(ω) ≡ ∫
∞

−∞
dt eiωtGS(t) , GS(t) ≡ f

2
a ∫

x
⟨
1

2
{J(t,x), J(0,0)}⟩ . (B.5)

The imaginary part of the retarded correlator can be obtained from eq. (B.5) via

GS(ω) = f
2
a [1 + 2nB(ω)] ImGR(ω + i0

+
) , (B.6)
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where nB(ω) ≡ 1/(e
βω − 1) is the Bose distribution.

In order to provide a calibration for a lattice study, we want to compute the classical limit,

G(cl)

S (ω) ≡ lim
h̵→0

GS(ω) , (B.7)

perturbatively at g2T ≪ ω. We consider a theory discretized in the spatial directions, with lattice

spacing a,58 such that ω ∼ a−1, and we quantize it in the gauge Ab
0 = 0. For this, we transform the

time coordinate t to an imaginary-time coordinate tE ∈ (0, β), β ≡ 1/T , and denote X ≡ (tE,x).

Within this framework we obtain the imaginary-time correlator

GE(tE) ≡ f
2
a ∫

x
⟨J(tE,x), J(0,0)⟩ , 0 < tE < β , (B.8)

GE(ωn) ≡ ∫

β

0
dtE e

iωntEGE(tE) , ωn = 2πnT . (B.9)

Transforming to frequency space, we obtain the statistical correlator by

GS(ω) = [1 + 2nB(ω)] ImGE[ωn → −i(ω + i0
+
)] . (B.10)

For the classical limit we should keep h̵ explicit, so that energies appear as h̵ω. However, to simplify

the computations we suppress h̵ from the notation till the end and finally recall

nB(h̵ω)
h̵→0
Ð→

T

h̵ω
. (B.11)

Imaginary-time correlator

The continuum operator in eq. (B.2) can be written as

faJ = 4cχϵijkg
2F b

0iF
b
jk . (B.12)

To define the analogue of the continuum field strength on the lattice, we introduce the link matrices

Ui(X) = e
iagT bAb

i(X) = 1 + iagT bAb
i(X) +O(g

2
) , U−i(X) ≡ U

†
i (X − ai) , (B.13)

using the notation X + y ≡ X + (0,y). The canonical momentum is denoted as Ei(X), and conve-

niently averaged for numerical purposes,

Ēi(X) ≡
1

2
[Ei(X) +U

†
i (X − ai)Ei(X − ai)Ui(X − ai)] . (B.14)

In the canonical real-time formalism, the Gauss law constraints must be satisfied at any time t

and location x [57, p.63],

G(t,x) = Ei(t,x) −U
†
i (t,x − ai)Ei(t,x − ai)Ui(t,x − ai) = 0 . (B.15)

In the imaginary-time path integral representation of the partition function Z, eq. (B.15) means

that we are only interested in the contribution to Z from the states annihilated by the operator G.

The relevant contribution to the partition function can thus be written as a trace over all states,

with the insertion of a Kronecker delta function, Zphys = tr [δG e
βĤ]. We may represent the latter

with the help of an auxiliary function Ãb
0,

δG ≡ ∫
dÃb

0

2π
eiÃ

b
0G . (B.16)

58Note that, throughout the rest of this document, a denotes the cosmological scale factor.
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A plaquette is defined as

Pij(X) = Ui(X)Uj(X + ai)U
†
i (X + aj)U

†
j (X) . (B.17)

We rewrite eq. (B.17) by expanding the link matrices as in eq. (B.13). The Fourier transform

Ab
i(X) = ⨋

P

Ab
i(P ) e

iP ⋅(X+ai/2) (B.18)

of the gauge field, refers to the notation ⨋P ≡ T ∑pn ∫p, and P = (pn,p), where pn = 2nπT are the

Matsubara modes. The spatial integral ∫p = ∫
π/a

−π/a d
3p/(2π)3 is restricted to a Brillouin zone. Up

to linear order, the plaquette (B.17) is

P b
ij(X) = 1 + iag {[A

b
i(X) −A

b
i(X + aj)] − [A

b
j(X) −A

b
j(X + ai)]} +O(g

2
)

= 1 + iag⨋
P

eiP ⋅X {Ab
i(P )e

iap⋅i/2eiap⋅j/2 [e−iap⋅j/2 − eiap⋅j/2]

− Ab
j(P )e

iap⋅j/2eiap⋅i/2 [e−iap⋅i/2 − eiap⋅i/2]} +O(g2)

= 1 + a2g⨋
P

eiP ⋅X {Ab
i(P )p̃j −A

b
j(P )p̃i} e

ia(pi+pj)/2 +O(g2) , (B.19)

where to simplify the expressions we have adopted the notation

p̃j ≡
2

a
sin(

apj

2
) ,

˜
pj ≡ cos(

apj

2
) , p̊j ≡

1

a
sin (apj) = p̃j

˜
pj . (B.20)

Inverting spatial directions with the definition of U−i in eq. (B.13), the plaquettes become

P b
−ij(X) = 1 + iag {− [A

b
i(X − ai) −A

b
i(X + aj − ai)] − [A

b
j(X) −A

b
j(X − ai)]} +O(g

2
)

= 1 + iag⨋
P

eiP ⋅X {−Ab
i(P )e

−iap⋅i/2eiap⋅j/2 [e−iap⋅j/2 − eiap⋅j/2] (B.21)

−Ab
j(P )e

iap⋅j/2e−iap⋅i/2 [eiap⋅i/2 − e−iap⋅i/2]} +O(g2)

= 1 − a2g⨋
P

eiP ⋅X {Ab
i(P )p̃j −A

b
j(P )p̃i} e

−ia(pi−pj)/2 +O(g2) , (B.22)

P b
i−j(X) = 1 − a

2g⨋
P

eiP ⋅X {Ab
i(P )p̃j −A

b
j(P )p̃i} e

ia(pi−pj)/2 +O(g2) , (B.23)

P b
−i−j(X) = 1 + a

2g⨋
P

eiP ⋅X {Ab
i(P )p̃j −A

b
j(P )p̃i} e

−ia(pi+pj)/2 +O(g2) . (B.24)

The magnetic part of the field strength tensor F b
jk(x) is given by

F b
jk(X) ≡

−i

8a2g
[Qb

jk(X) −Q
b
kj(X)] , (B.25)

where we have defined

Qb
jk(X) ≡ P

b
jk(X) + P

b
k−j(X) + P

b
−j−k(X) + P

b
−kj(X) (B.26)

= 4 + a2g⨋
P

eiP ⋅X [Ab
j(P )p̃k −A

b
k(P )p̃j] +O(g

2
)

× [eia(pj+pk)/2 + e−ia(pj−pk)/2 + e−ia(pj+pk)/2 + eia(pj−pk)/2] +O(g2)

= 4 + 2a2g⨋
P

eiP ⋅X [Ab
j(P )p̃k −A

b
k(P )p̃j] [cos(a

pj + pk

2
) + cos(a

pj − pk

2
)] +O(g2)

= 4 + 4a2g⨋
P

eiP ⋅X [Ab
j(P )p̃k −A

b
k(P )p̃j] cos(

apj

2
) cos(

apk
2
) +O(g2)

= 4 + 4a2g⨋
P

eiP ⋅X [Ab
j(P )

˜
pj p̊k −A

b
k(P )

˜
pkp̊j] +O(g

2
) . (B.27)
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Then the field in eq. (B.25) can be expressed at zeroth order in g as

F b
jk(X) = i⨋

P

eiP ⋅X [p̊j
˜
pkA

b
k(P ) − p̊k

˜
pjA

b
j(P )] +O(g) . (B.28)

A discretized Euclidean electric field strength F b
0i can be defined using the auxiliary field Ãb

0

introduced in eq. (B.16),

F̃0i(X) ≡
1

iag
[∂tEUi(X)]U

†
i (X) +

1

a
[Ã0(X) −Ui(X)Ã0(X + ai)U

†
i (X)] . (B.29)

Similarly to the averaged operator in eq. (B.14), we define

F̃ b
0i(X)∣av ≡

1

2
[F̃ b

0i(X) +U
†
i (X − ai)F̃

b
0i(X − ai)Ui(X − ai)] . (B.30)

Expanding Ã0(X) in a Fourier representation, like in eq. (B.18), at zeroth order in g we find

F̃ b
0i(X) = ∂tEA

b
i(X) +

1

a
[Ãb

0(X) − Ã
b
0(X + ai)] +O(g)

= i⨋
P

pnA
b
i(P )e

iP ⋅(X+ai/2)
+
1

a
⨋

P

Ãb
0(P )e

iP ⋅X (1 − eip⋅ai) +O(g)

= i⨋
P

eiP ⋅(X+ai/2) [pnA
b
i(P ) − p̃iÃ

b
0(P )] +O(g) , (B.31)

and the corresponding averaged operator from eq. (B.30) at order g is

F̃ b
0i(X)∣av =

1

2
[F̃ b

0i(X) + F̃
b
0i(X − ai)] +O(g) = i⨋

P

eiP ⋅X

˜
pi [pnA

b
i(P ) − p̃iÃ

b
0(P )] +O(g) . (B.32)

With the results from eqs. (B.28) and (B.32), the topological charge density at order g2 becomes

faJ(X)∣av = 8icχg
2ϵijk ⨋

P,Q

ei(P+Q)⋅X

˜
pi(δµi pn − δµ0 p̃i)

˜
qj q̊kA

b
µ(P )A

b
j(Q) +O(g

4
) , (B.33)

using the notation µ ∈ {0,1,2,3} and i, j, k ∈ {1,2,3}, and summing over repeated Greek indices.

To compute the Wick contractions for GE (cf. eq. (B.8)), we write

faJ(0)∣av = 8icχg
2ϵsuv ⨋

P ′,Q′ ˜
p′s(δαs p

′
n − δα0 p̃

′
s)
˜
q′uq̊

′
vA

b
α(P

′
)Ab

u(Q
′
) +O(g4) . (B.34)

For GE we need the two-point correlation function of the gauge fields,

⟨Aa
α(P )A

b
β(Q)⟩ = δ

ab δ̄(P +Q)∆αβ(P ) , (B.35)

where ∆αβ denotes the gauge field propagator, and the δ-distribution is defined as

δ̄(P +Q) ≡ βδpn+qn,0(2π)
3δ(3)(p + q) = ∫

β

0
dtE e

i(pn+qn)tE
∫
x
ei(p+q)⋅x . (B.36)

Carrying out the integrals with δ-functions, eliminating the sums with the Dirac-δ’s, and defining

dA ≡ δ
bcδbc = N2

c − 1, the imaginary-time correlator becomes

GE(tE)∣av = −64c
2
χg

4dAT
2
(2π)6 ⨋

P,Q
⨋

P ′,Q′
∫
x
ϵijkϵsuv e

i(P+Q)⋅X

˜
pi
˜
p′s

×
˜
qj q̊k

˜
q′uq̊

′
v(δµi pn − δµ0 p̃i)(δαs p

′
n − δα0 p̃

′
s)

× [δ−pn,p′nδ−qn,q′nδ
(3)
(p + p′)δ(3)(q + q′)∆µα(P )∆ju(Q)

+δ−pn,q′nδ−qn,p′nδ
(3)
(p + q′)δ(3)(q + p′)∆µu(P )∆jα(Q)] +O(g

6
)
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= −64c2χg
4dAT

2
∑

pn,qn

ei(pn+qn)tE
∫
p,q
(2π)3δ(3)(p + q) ϵijkϵsuv

˜
pi
˜
qj q̊k(δµi pn − δµ0 p̃i)

× [∆µα(P )∆ju(Q)
˜
ps
˜
qu(−q̊v)(−1)(δαs pn − δα0 p̃s)

+∆µu(P )∆jα(Q)
˜
qs
˜
pu(−p̊v)(−1)(δαs qn − δα0 q̃s)] +O(g

6
)

= −64c2χg
4dAT

2
∑

pn,qn

ei(pn+qn)tE
∫
p
ϵijkϵsuv

˜
pi
˜
pj(−p̊k)

˜
ps
˜
pup̊v(δµi pn − δµ0 p̃i)

× [−∆µα(pn,p)∆ju(qn,−p)(δαs pn − δα0 p̃s)

+∆µu(pn,p)∆jα(qn,−p)(δαs qn + δα0 p̃s)] +O(g
6
) . (B.37)

Its Fourier transform is

GE(ωn)∣av = −64c
2
χg

4dAT ∑
pn,qn

δωn+pn+qn,0 ∫
p
ϵijkϵsuv

˜
pi
˜
pj p̊k

˜
ps
˜
pup̊v(δµi pn − δµ0 p̃i)

× [∆µα(pn,p)∆ju(qn,−p)(δαs pn − δα0 p̃s)

−∆µu(pn,p)∆jα(qn,−p)(δαs qn + δα0 p̃s)] +O(g
6
) . (B.38)

Defining p̃0 ≡ pn, the longitudinal ∆∥

αβ ∼ p̃αp̃β contribution from the propagator vanishes,

∆∥

µα(pn,p)(δαs pn − δα0 p̃s) ∼ p̃µ(p̃spn − pnp̃s) = 0 , (B.39)

∆∥

jα(qn,−p)(δαs qn + δα0 p̃s) ∼ q̃j(−p̃sqn + qnp̃s) = 0 , (B.40)

∆∥

µu(pn,p)(δµi pn − δµ0 p̃i) ∼ p̃u(p̃ipn − pnp̃i) = 0 , (B.41)

∆∥

ju(qn,−p)ϵijkϵsuv
˜
pj
˜
pup̊kp̊v ∼ ϵijkϵsuv p̊j p̊up̊kp̊v = −ϵijkϵsuv p̊j p̊vp̊kp̊u = 0 , (B.42)

as expected. Therefore, propagators can be replaced by their Feynman parts,

∆αβ(P )Ð→
δαβ

p2n + p̃
2
, p̃2n ≡

3

∑
j=1

p̃2nj , n = 1,2, . . . , (B.43)

and eq. (B.38) reduces to

GE(ωn)∣av = −64c
2
χg

4dAT ∑
pn,qn

∫
p

δωn+pn+qn,0 Φ(p)∣
av

(p2n + p̃
2)(q2n + p̃

2)
+O(g6) . (B.44)

Writing the index summations explicitly, the function Φ(p)∣
av

in the integrand of eq. (B.44) is

Φ(p)∣
av
= ∑

α,µ
∑
i,j,k

∑
s,u,v

ϵijkϵsuv
˜
pi
˜
pj p̊k

˜
ps
˜
pup̊v (δµi pn − δµ0 p̃i)

× [δµαδju(δαs pn − δα0 p̃s) − δµuδjα(δαs qn + δα0 p̃s)]

= ∑
i,j,k

∑
s,u,v

ϵijkϵsuv
˜
pi
˜
pj p̊k

˜
ps
˜
pup̊v [(δis p

2
n + p̃ip̃s)δju − δiuδjs pnqn]

= ∑
i≠j≠k

(p2n + pnqn)
˜
p2i
˜
p2j p̊

2
k ≡ (p

2
n + pnqn)ϕ(p) . (B.45)

Using trigonometric relations,

˜
p2i = 1 −

a2

4
p̃2i , p̊2i = p̃

2
i −

a2

4
p̃2i , (B.46)

the function ϕ in eq. (B.45) becomes

ϕ(p) ≡ ∑
i≠j≠k

(1 −
a2

4
p̃2i)(1 −

a2

4
p̃2j)(p̃

2
k −

a2

4
p̃4k) . (B.47)
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The two Matsubara sums in eq. (B.44) can be carried out using the Dirac-δ’s,

δ0,ωn+pn+qn = T ∫
β

0
dtE e

i(ωn+pn+qn)tE . (B.48)

Moreover, we take advantage of the pn ↔ qn symmetry to replace the expression p2n + pnqn in

eq. (B.45) with its symmetrized version,

p2n + pnqn Ð→
1

2
(pn + qn)

2 δ0,ωn+pn+qn
ÐÐÐÐÐÐÐ→

ω2
n

2
. (B.49)

Denoting p̃ ≡
√
p̃2 from eq. (B.43) and using the relations derived in [57, p.133], both contributions

from pn and qn are of the form

T∑
pn

eipntE

p2n + p̃
2
=
nB(p̃)

2p̃
[ep̃tE + ep̃(β−tE)] , (B.50)

yielding the result

GE(ωn)∣av = −64c
2
χg

4dA

ω2
n

2
∫

β

0
dtE e

iωntE
∫
p

nB(p̃)
2

4p̃2
[ep̃tE + ep̃(β−tE)]2ϕ(p) +O(g6)

= −64c2χg
4dA

ω2
n

2
∫
p

nB(p̃)
2

4p̃2
[2ep̃β���*

0

δωn,0 +
e2p̃β − 1

iωn + 2p̃
+

1 − e2p̃β

iωn − 2p̃
]ϕ(p) +O(g6)

= −64c2χg
4dA

ω2
n

2
∫
p

nB(p̃)
2

4p̃2
(e2p̃β − 1) [

1

iωn + 2p̃
−

1

iωn − 2p̃
]ϕ(p) +O(g6)

= −64c2χg
4dA

ω2
n

2
∫
p

1 + 2nB(p̃)

4p̃2
[

1

iωn + 2p̃
−

1

iωn − 2p̃
]ϕ(p) +O(g6) . (B.51)

To arrive at eq. (B.51), in the last step we have used the identity

e2p̃β − 1 = nB(p̃)
−2
+ 2nB(p̃)

−1 . (B.52)

Statistical correlator

Substituting ωn → −i(ω + i0
+) and taking the imaginary part in eq. (B.51) yields the cut

Im [
1

ω − 2p̃ + i0+
] = −πδ(ω − 2p̃) = −

π

2
δ (p̃ −

ω

2
) . (B.53)

All in all, the averaged statistical correlator is

GS(ω) = [1 + 2nB(ω)] (−
ω2

2
)(−64c2χg

4dA) (−
π

2
)∫

d3p

(2π)3
1 + 2nB(p̃)

4p̃2
]

⎡
⎢
⎢
⎢
⎢
⎣
�
����*

0

δ (p̃ +
ω

2
) − δ (p̃ −

ω

2
)

⎤
⎥
⎥
⎥
⎥
⎦

ϕ(p)

= 16πc2χg
4dAω

2
[1 + 2nB(ω)]∫

d3p

(2π)3
1 + 2nB(p̃)

4p̃2
δ (p̃ −

ω

2
)ϕ(p) . (B.54)

In the continuum limit a→ 0 we have p̃→ p and ϕ(p)→ 2p2, and eq. (B.54) becomes

GS(ω)
a→0

→ 16c2χg
4dAω

2
[1 + 2nB(ω)]

4π2

8π3 ∫

∞

0
dp

1 + 2nB(p)

4
2p2 δ (p −

ω

2
)

=
16

π
c2χg

4dAω
2
[1 + 2nB(ω)] [1 + 2nB (

ω

2
)]

1

4
(
ω

2
)
2

=
c2χg

4dAω
4

π
[1 + 2nB(ω)] [1 + 2nB (

ω

2
)] . (B.55)
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In order to have an illustrative limiting value in the domain ag2T ≪ aω ≪ 1, we take the classical

limit of eq. (B.55). Restoring h̵ in the Bose distributions yields

lim
h̵→0
[1 + 2nB(ω)] [1 + 2nB (

ω

2
)] =

2T

h̵ω

4T

h̵ω
. (B.56)

With the normalization introduced in [86] and setting again h̵ = 1 we find

G(cl)

S (ω)

(αT )4
ag2T ≪aω≪1

≈
162��π4

g8
g4dA

163��π4

8

π

ω2

T 2
=
dA
2π
(
ω

g2T
)
2

. (B.57)

We now proceed to a full (i.e. at a ≠ 0) evaluation of eq. (B.54) in the classical limit. Using

the δ-function we can still take the factor [1 + 2nB(ω/2)] out of the integral and apply eq. (B.56).

Moreover, we introduce the rescaled integration variables

qi ≡ api ⇒ q̃i ≡ ap̃i , (B.58)

such that eq. (B.54) becomes

G(cl)

S (ω) = 16πc
2
χg

4dA

8T 2

ω2

2

a3
∫

π

0

dq1
π
∫

q1

0

dq2
π
∫

π

0

dq3
π
δ (
q̃

a
−
ω

2
)ϕ(

q

a
) . (B.59)

The upper boundary of the integration over q2 becomes q1 by taking into account the symmetry

in q1, q2 and q3 of the integrand and choosing q3 to evaluate the δ-function. This yields the factor

of two in front of the integration. Evaluating the δ-function for the variable q3 instead of q̃ yields

the Jacobian

∣
d(q̃/a)

dq3
∣

−1

=
aq̃

∣sin ( q3
2
) cos ( q3

2
)∣

δ
Ð→

a2ω

∣ sin q3(q1, q2, aω)∣
. (B.60)

Using the notation introduced in eq. (B.43) and eq. (B.20) and performing the integration over q3
using the δ-function, the integrand ϕ from eq. (B.47) becomes

ϕ(
q

a
) =

q̃2

64a2
(4 − q̃21)(4 − q̃

2
2)(4 − q̃

2
3)

δ

Ð→
ω2

(16)2
(4 − q̃21)(4 − q̃

2
2)[4 − q̃

2
3(q1, q2, aω)]

(B.20)
=

2ω2

16
cos2 (

q1
2
) cos2 (

q2
2
)[4 −

(aω)2

8
− cos q1 − cos q2] . (B.61)

We now drop all the prefactors and define the full integrand after the integration over q3 to be

ϕ̄(q1, q2, aω) ≡
aω

∣ sin q3(q1, q2, aω)∣
cos2 (

q1
2
) cos2 (

q2
2
)[4 −

(aω)2

8
− cos q1 − cos q2] (B.62)

× θ [
(aω)2

16
− sin2 (

q1
2
) − sin2 (

q2
2
)] θ [1 −

(aω)2

16
+ sin2 (

q1
2
) + sin2 (

q2
2
)] ,

where the step functions θ take care of the integration range for q3. Normalizing as in eq. (B.57),

G(cl)

S (ω)

(αT )4
=

a4G(cl)

S (ω)

16 c2χ(ag
2T )4

, (B.63)

we are left with the expression

G(cl)

S (ω)

(αT )4
=

a4

��16��c
2
χ(ag

2T )4

��162��c
2
χdAg

4T 2

π2a3��ω2

2a��ω2

��16
∫

π

0
dq1 ∫

q1

0
dq2 ϕ̄(q1, q2, aω)

=
2dA

π2(ag2T )2
∫

π

0
dq1 ∫

q1

0
dq2 ϕ̄(q1, q2, aω) , (B.64)
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Figure B.1: (a) Open symbols illustrate the lattice data for G(cl)

S (ω)/(αT )
4 in the SU(2) exam-

ple [3]. Lines represent perturbative results, i.e. the numerical integration of eq. (B.64). (b) Lattice

data for G(cl)

S (ω)/(αT )
4 in the SU(2) example [3], after the subtraction of the perturbative contri-

bution (cf. fig. B.1a), and a relabelling of the x-axis. The lines indicate a qualitative interpolation

(cf. eq. (5.27)). The present figure reproduces the left panels in figs. 4 and 5 of [3].

that can be integrated numerically as a function of aω. Benchmark solutions for Nc = 2, ag
2T =

0.244, ag2T = 0.163, ag2T = 0.123 and ag2T = 0.100 are shown in figure B.1a.

For a better resolution, in fig. B.1b we show the non-perturbative remainder, after subtracting

eq. (B.64) from the lattice data. The fits illustrated by the curves correspond to eq. (5.27), and

are discussed in detail in [3] (also for Nc = 3).

B.2 Real part: thermal mass correction

In the weak coupling limit α≪ 1, the thermal mass correction,

m2
T ≈ m

2
−ReGR(m) , (B.65)

can be evaluated perturbatively in the full quantum theory by evaluating the real part of the

2-point correlator of the operator J , cf. eq. (5.24). For this we start from eq. (3.2) of [135],59

GR(ω + i0
+
) =

8dAc
2
χ

f2a
(D − 3)(D − 2)g4 ⨋

Q

{
K4

Q2(Q −K)2
−
2K2

Q2
}
K→(−i[ω+i0+],0)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
I(ω+i0+)

+O(g6) , (B.66)

where D = 4−2ϵ, and the overall sign has been inverted to conform with the Minkowskian conven-

tion. Our task here is to carry out the integral I(ω + i0+), which we write explicitly as

I(ω + i0+) = T∑
qn
∫
q
{

ω4
n

[q2n + q
2][(qn − ωn)

2 + q2]
−

2ω2
n

q2n + q
2
}
ωn→−i[ω+i0+]

, (B.67)

59Eq. (B.66) can be derived using the machinery introduced in appendix C (the propagator and the vertex are

defined in eqs. (C.6) and (C.12) respectively), using the imaginary-time formalism.
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using the notation q ≡ ∣q∣. The expectation is to obtain precisely the continuum version of

eq. (B.51), after the substitution ωn → −i[ω + i0
+].

We evaluate eq. (B.67) by carrying out the Matsubara sums first. Using the formula eq. (B.50)

for tE = 0, the second term gives the simple contribution

−2ω2
nT∑

qn

1

q2n + q
2
=
−2ω2

n

2q
[1 + 2nB(q)] Ð→

ω2

q
[1 + 2nB(q)] . (B.68)

To evaluate the contribution from the first term in eq. (B.67) we make also use of the Dirac-δ and

its integral expression in eq. (B.48),

T∑
qn

ω4
n

[q2n + q
2][(qn − ωn)

2 + q2]
= ω4

n T∑
qn

T∑
rn

βδ0,rn+qn−ωn

1

q2n + q
2

1

r2n + q
2

(B.48)
= ω4

n ∫

β

0
dtE e

−iωntE
⎡
⎢
⎢
⎢
⎣
T∑

qn

eiqntE

q2n + q
2

⎤
⎥
⎥
⎥
⎦
[T∑

rn

eirntE

r2n + q
2
]

(B.51)
= ω4

n ∫

β

0
dtE e

−iωntE {
nB(q)

2q
[eqtE + eq(β−tE)]}

2

(B.52)
= [1 + 2nB(q)]

ω4
n

4q2
[

1

iωn + 2q
−

1

iωn − 2q
]

Ð→ [1 + 2nB(q)]
ω4

4q2
[

1

2q + ω + i0+
+

1

2q − ω − i0+
] . (B.69)

As expected, we recover here the continuum limit of eq. (B.51). With eqs. (B.68) and (B.69) the

real part of the correlator in eq. (B.66) is therefore given by

ReGR(ω + i0
+
) =

8dAc
2
χ

f2a
(D − 3)(D − 2)g4ω2

∫
q

1 + 2nB(q)

q
[

ω2

(2q + ω)(2q − ω)
+ 1]

=
8dAc

2
χ

f2a
(D − 3)(D − 2)g4ω2

∫
q
[1 + 2nB(q)]

q

(q + ω
2
) (q − ω

2
)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
I(ω,... )

. (B.70)

Renormalization of UV divergences

The term without the Bose distribution nB in the integral I is a vacuum contribution I0. Its

evaluation can be carried out analytically, but it requires the renormalization of UV divergences.

For this we first write ∫q in d-dimensional spherical coordinates and carry out angular integrations,

ddq

(2π)d
→

2

(4π)d/2Γ(d/2)
qd−1dq . (B.71)

Subsequently we perform the substitutions q2 = ω2t/4 and t = 1 − 1/s,

I0(ω, . . . ) =
2

(4π)d/2Γ(d/2)
∫

∞

0
dq

qd

q2 − ω2

4

=
−1

(4π)d/2Γ(d/2)
(
ω

2
)
d−1

∫

∞

0
dt t

d−1
2 (1 − t)−1

=
−1

(4π)d/2Γ(d/2)
(
ω

2
)
d−1

∫

1

0
ds s−

d+1
2 (1 − s)

d−1
2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
β( 1−d2 , 1+d2 )

. (B.72)
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We recall the relation among the β and the Γ functions,

Γ(x)Γ(y) ≡ ∫
∞

0
dt tx−1e−t ∫

∞

0
ds sy−1e−s = ∫

∞

0
dt ∫

∞

t
du tx−1(u − t)y−1e−u

t→zu
= ∫

1

0
dz zx−1(1 − z)y−1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
≡β(x,y)

∫

∞

0
duux+y−1e−u

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
≡Γ(x+y)

(B.73)

⇒ β (
1 − d

2
,
1 + d

2
) =

Γ ( 1−d
2
)Γ ( 1+d

2
)

Γ(1)
. (B.74)

The next step is to insert eq. (B.74) in eq. (B.72) and substitute d = 3−2ϵ and D = 4−2ϵ, recovering

also the prefactor (D − 3)(D − 2) from eq. (B.70),

(D − 3)(D − 2)I0(ω, . . . ) = −2
(1 − ϵ)(1 − 2ϵ)

(4π)
3
2−ϵ

(
ω2

4
)

1−ϵ
Γ(ϵ − 1)Γ(2 − ϵ)

Γ ( 3
2
− ϵ)

. (B.75)

The result (B.75) can be expanded up to zeroth order in ϵ using the properties of the Γ function,

Γ(ϵ − 1) = 1
(ϵ−1)ϵ

Γ(1 + ϵ)

Γ(2 − ϵ) = (1 − ϵ)Γ(1 − ϵ)

⎫⎪⎪
⎬
⎪⎪⎭

⇒ Γ(ϵ − 1)Γ(2 − ϵ) = −
1

ϵ
+O(ϵ) , (B.76)

Γ(
3

2
− ϵ) = (

1

2
− ϵ)Γ(

1

2
− ϵ) ≈

√
π (

1

2
− ϵ) [1 + ϵ(γE + ln 4)]

⇒ Γ(
3

2
− ϵ)

−1

=
2
√
π
[1 + ϵ(2 − γE − ln 4)] +O(ϵ

2
) , (B.77)

and its derivatives as [136]

Γ′ (
1

2
) = −

√
π(γE + 2 ln 2) , Γ′(1) ≡ γE . (B.78)

The remaining terms to be expanded are

(
ω2

4
)

1−ϵ

=
ω2

4
µ−2ϵ (1 + ϵ ln

4µ2

ω2
) +O(ϵ2) , (B.79)

(4π)ϵ−
3
2 = (4π)−

3
2 (1 + ϵ ln 4π) +O(ϵ2) , (B.80)

where µ−2ϵµ2ϵ = 1 is a scale introduced in the logarithm for dimensional reasons. Denoting µ̄2 =

4πµ2e−γE the MS renormalization scale [93, p.137], eq. (B.75) becomes

(D − 3)(D − 2)I0(ω,µ, ϵ) ≈
2ω2

(4π)2
µ−2ϵ

ϵ
(1 − 3ϵ)[1 + ϵ(2 − γE − ln 4)] (1 + ϵ ln

4µ2

ω2
)(1 + ϵ ln 4π)

=
ω2µ−2ϵ

8π2
(
1

ϵ
+ ln

µ̄2

ω2
− 1) +O(ϵ) . (B.81)

Numerical estimate of IR contributions

Going back to eq. (B.70), the term with the Bose distribution leads to finite contributions, but

it needs to be estimated numerically via a principal value integral P. Transforming to spherical

coordinates and carrying out the angular integrations, one finds

(D − 3)(D − 2)IT(ω) =
2

π2 ∫

∞

0
dq P
⎡
⎢
⎢
⎢
⎣

q3 nB(q)

(q − ω
2
) (q + ω

2
)

⎤
⎥
⎥
⎥
⎦
. (B.82)
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Figure B.2: Absolute value (in units of (αmpl)
2) of the temperature-dependent contribution to

the thermal mass (second term in eq. (B.86)), and the corresponding correction to the entropy

density, (B.88) and eq. (2.14) of [4], integrated numerically. The cusps indicate where the thermal

corrections change sign. For the parameters we have set m = 1.06 × 10−6mpl and fa = 1.25mpl

determined in eqs. (5.21) and (5.23). The full results taking into account the running of the

coupling α2 are shown in fig. 5.3.

Before proceeding with the numerical integration, we can estimate limiting values for ω ≪ T and

ω ≫ T , considering that in both regimes, the dominant momentum contribution to IT arises from

q ∼ T . Therefore, in the limit of high and small temperatures we have

IT
ω≪T
Ð→

1

π2 ∫

∞

0
dq

q

eq/T − 1
=

1

π2

∞

∑
n=1
∫

∞

0
dq qe−

nq
T =

T 2

π2

∞

∑
n=1

1

n2

´¹¹¹¹¹¹¸¹¹¹¹¹¹¶
ζ(2)

=
T 2

6
, (B.83)

IT
ω≫T
Ð→ −

4

π2ω2 ∫

∞

0
dq

q3

eq/T − 1
= −

4

π2ω2

∞

∑
n=1
∫

∞

0
dq q3e−

nq
T = −

24T 4

π2ω2

∞

∑
n=1

1

n4

´¹¹¹¹¹¹¸¹¹¹¹¹¹¶
ζ(4)

= −
4π2T 4

15ω2
, (B.84)

⇒ (D − 3)(D − 2)IT(ω) Ð→

⎧⎪⎪
⎨
⎪⎪⎩

T 2

3
, ω ≪ T

− 8π2T 4

15ω2 , ω ≫ T
. (B.85)

For the numerics we divide eq. (B.82) by ω2, in order to obtain a function of ω/T . The result is

illustrated in figure B.2 (with ω →m).

All in all, the real part of the retarded correlator can be expressed as

ReGR(ω) =
dAcχg

4ω2

π2f2a

⎧⎪⎪
⎨
⎪⎪⎩

ω2µ−2ϵ (
1

ϵ
+ ln

µ̄2

ω2
− 1) + ∫

∞

0
dq P
⎡
⎢
⎢
⎢
⎣

16q3 nB(q)

(q − ω
2
) (q + ω

2
)

⎤
⎥
⎥
⎥
⎦

⎫⎪⎪
⎬
⎪⎪⎭

. (B.86)

Inserting eq. (B.86) in eq. (B.65), we should require the thermal mass m2
T to be positive, with

ReGR representing a small correction, such that ReGR(m)≪m2. Considering the limiting values

in eq. (B.85), this is not obvious in the regime T ≫ m, where ReGR(m) > 0. However, the

constraint ReGR(m)≪m2 is satisfied for α2T 2 ≪ f2a , which is the condition for the validity of the

effective theory description (see discussion in section 5).
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Thermal corrections enter the dynamics not only via the thermal mass mT, but also through its

derivatives by the temperature, cf. eq. (4.39). These can be computed using eq. (B.86) and

∂TnB(q) =
q

T 2
nB(q)[1 + nB(q)] , (B.87)

so that after the substitution ω →m we find

∂Tm
2
T = −

16dAcχg
4m2

π2f2aT
2 ∫

∞

0
dq P
⎧⎪⎪
⎨
⎪⎪⎩

q4nB(q)[1 + nB(q)]

(q − m
2
) (q + m

2
)

⎫⎪⎪
⎬
⎪⎪⎭

, (B.88)

∂2Tm
2
T = −

16dAcχg
4m2

π2f2aT
3 ∫

∞

0
dq P
⎧⎪⎪
⎨
⎪⎪⎩

q5nB(q)[1 + nB(q)]

(q − m
2
) (q + m

2
)
[−

2

q
+
1 + 2nB(q)

T
]

⎫⎪⎪
⎬
⎪⎪⎭

. (B.89)

In the limits (B.85) the expressions in eqs. (B.88) and (B.89) simplify to

∂Tm
2
T Ð→

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

−
16dAcχg

4m2T

3f2
a

, m≪ T

α2dAT 3

15f2
a

, m≫ T
, (B.90)

∂2Tm
2
T Ð→

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

−
16dAcχg

4m2

3f2
a

, m≪ T

α2dAT 2

5f2
a

, m≫ T
. (B.91)



Appendix C

Gravitational wave production via scatterings

Processes characterized by momenta in the Boltzmann regime, k/a ∼ πT , are fast with respect

to the expansion of the universe after the end of inflation. In this regime we thus work in a

local Minkowskian frame, and simplify the notation by the redefinition k/a→ k. Moreover, in the

following we change the signature of the Minkowski metric to the particle physics convention,

η = diag(+,−,−,−) . (C.1)

The production rate of gravitational waves in a local Minkowskian frame is [2]

deGW

dtd lnk

k∼πT
≈

4k3nB(k)

πm2
Pl

scat2↔2,1↔3(g1, φ, g2) Θ(Pg1 ,Pφ,Pg2) , (C.2)

where scat2↔2,1↔3 is a phase space operator for all crossed channels, that contains the integration

measure, as defined in [128]. In sec. 6.2, the corresponding integrand Θ is inferred from the matrix

elements squared for 3→ 1 processes, fig. C.1, which we compute here along the lines of ref. [128].

The advantage of considering 3→ 1 processes instead of the kinematically allowed ones (see fig. 6.5)

is that the expressions are more symmetric and compact, because non-equilibrium particles and

plasma particles are on different sides of the reaction.

(a)

(b)

Figure C.1: (a) Matrix elements squared contributing to gravitational wave production in the

Boltzmann domain, represented as cuts of a 2-point correlator of the energy-momentum tensor

Tµν . (b) The corresponding 3 → 1 amplitudes, which are not kinematically allowed, but can be

used for deriving eq. (6.90). Dashed lines denote the inflaton φ; wiggly lines gauge fields; doubled

lines gravitons; blobs the energy-momentum tensor operator.

C.1 Feynman rules

We derive the Feynman rules from the interaction Lagrangian,

L = L0 − φJ + ĥ
µν (∂µφ∂νφ − F

c
µαF

αc
ν ) , J ≡

α

16πfa
ϵµνρσF c

µνF
c
ρσ , (C.3)

L0 ≈
1

2
(∂µφ∂µφ −m

2φ2) −
1

4
F cµνF c

µν , (C.4)

104
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following a procedure analogous to the one described in [27, p.123]. The inflaton potential is

expanded around the minimum, V (φ) ≈ m2φ2/2, because we consider late stages after the end of

inflation.

Propagators

From the free part L0 of the Lagrangian in eq. (C.3) one derives the needed propagators for

∗ scalars with momentum P and mass m:

internal: ∆φ
(P) =

i

P2 −m2
. (C.5)

∗ gauge bosons with momentum P, helicity s and SU(Nc) index a:

internal: ∆g,ab
αβ (P) =

i

P2
δab (−ηαβ + ξ

PαPβ

P2
) ,

external: ĝµ(P, s) .

(C.6)

The internal propagator is here in an arbitrary gauge ξ.

∗ graviton with momentum K and helicity λ:

external: ĥαβ(K, λ) . (C.7)

As a consequence of the Ward identities, gauge boson and graviton helicities obey the sum rules

∑
s

ĝµ(P, s)ĝ
∗
ν(P, s) = P

T

µν , (C.8)

∑
λ

ĥαβ(K, λ)ĥ
∗
µν(K, λ) = Lαβ;µν , (C.9)

where L is the projection operator defined in eq. (3.83), while PT is defined with respect to the

momentum P of the gauge bosons as

PT

µν ≡ −ηµν +
P{µP̄ν}

P ⋅P̄
= ηµiηνj (δij −

pipj

p2
) P̄

µ
= (P

0,−pi) , (C.10)

P
µPT

µν = 0 . (C.11)

The parentheses { . . . } denote here total symmetrization.

Vertices

Denoting cχ ≡ 1/(64π
2), from eq. (C.3) we find the vertices

φ→ gg ∶ Uαβ(P
a
g1 ,P

b
g2) = −4i

cχg
2

fa
δabϵ[αβ]γδP

γ
g1P

δ
g2 = −8i

cχg
2

fa
δabϵαβγδP

γ
g1P

δ
g2 , (C.12)

h→ φφ ∶ V αβ
(Pφ1 ,Pφ2) = iP{αφ1

P
β}
φ2
= 2iPα

φ1
P

β
φ2
, (C.13)

h→ gg ∶ Wαβγδ
(P

c
g1 ,P

d
g2) = −iδ

cdθ{αβ}γδ(Pg1 ,Pg2) = −2iδ
cdθαβγδ(Pg1 ,Pg2) , (C.14)

with the h→ gg vertex function

θαβγδ(Q,P) ≡ Qα
P

βηγδ + (Q⋅P)ηγαηδβ − ηαγPβ
Q

δ
− ηαδQβ

P
γ . (C.15)
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Symmetries and contractions

Let us label the momenta and the helicities of the gauge bosons as

P1 = Pg1 , P3 = Pg2 , P2 = Pφ , s1 = sg1 , s3 = sg2 , (C.16)

P
2
1 = P

2
3 = 0 , P

2
2 =m

2 . (C.17)

We also introduce a more compact notation for the internal momenta and their squares

Qi ≡ K −Pi , s12 = Q
2
3 , s13 = Q

2
2 , s32 = Q

2
1 . (C.18)

From the definitions one can derive many useful relations among the Mandelstam variables,

K
2
= s12 + s13 + s23 −m

2
⇒ s13 −m

2
= K

2
− (s12 + s23) , ... , (C.19)

that can be further simplified imposing the graviton to be on-shell, K2 → 0. For the momenta of

the gluons we find the identities

Pg ⋅Qg = Pg ⋅K , (C.20)

2 (Pg ⋅K) = −(K −Pg)
2
+P

2
g +K

2
= K

2
−Q

2
g

K
2
→0
Ð→ −Q

2
g , (C.21)

2 (Qg ⋅K) = −(K −Qg)
2
+Q

2
g +K

2
= K

2
+Q

2
g = 2(K −Pg)⋅K

K
2
→0
Ð→ Q

2
g , (C.22)

2 (Qg1 ⋅Qg2) = K
2
+m2 K

2
→0
Ð→ m2 . (C.23)

We define the transverse momentum with respect to the graviton’s momentum K as

p2
⊥
≡ KT

αβP
α
P

β , (C.24)

where KT is defined like in eq. (C.10) but with P → K. Useful relations following from momentum

conservation K = P1 +P2 +P3 , with Q = K −P, are

q2
⊥
= p2

⊥
, Lαβ;µνP

α
P

β
P

µ
P

ν
= Lαβ;µνP

α
P

β
Q

µ
Q

ν
=
1

2
p4
⊥
, (C.25)

KT

αβP
α
Q

β
= −p2

⊥
, Lαβ;µνP

α
P

β
P

µ
Q

ν
= Lαβ;µνP

α
Q

β
Q

µ
Q

ν
= −

1

2
p4
⊥
. (C.26)

Similarly we find relations for the projection operators acting on (all) combinations of momenta,

KT

αβP
α
1 P

β
2 =

1

2
(p23⊥ − p

2
1⊥ − p

2
2⊥) , ... , (C.27)

Lαβ;µνP
α
1 P

β
1 P

µ
1 P

ν
2 =

1

4
p21⊥(p

2
3⊥ − p

2
1⊥ − p

2
2⊥) , ... . (C.28)

Using the definition of the projection operator KT and choosing K2 = 0, one can find the following

expressions for the transverse momenta,

p21⊥ = −s23
(P1⋅K̄)

2k2
, p22⊥ = −m

2
− (s13 −m

2
)
(P2⋅K̄)

2k2
, p23⊥ = −s12

(P3⋅K̄)

2k2
. (C.29)

Adding these together it follows the relation

p21⊥
s23
+

p22⊥
s13 −m2

+
p23⊥
s12
= −

s13
s13 −m2

. (C.30)

Finally, we introduce a new symbol for a quartic combination of transverse momenta that occurs

in multiple computations,

P 4
≡ p41⊥ + p

4
2⊥ + p

4
3⊥ − 2p

2
1⊥p

2
2⊥ − 2p

2
1⊥p

2
3⊥ − 2p

2
2⊥p

2
3⊥ . (C.31)
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P
1

P
3

P
2

K

Figure C.2: The same 3→ 1 amplitudes as in fig. C.1b, with the notation introduced in eqs. (C.34)–

(C.36).

Due to the φ → gg vertex (C.12), contractions of one or two indices of two Levi-Civita tensors

may occur. The full uncontracted expression in Minkowskian signature is

ϵγρστ ϵγ̄ρ̄σ̄τ̄ = −ηγ[γ̄ηρ̄]ρησ[σ̄ητ̄]τ + ηγ[γ̄ησ̄]ρησ[ρ̄ητ̄]τ + ηγ[γ̄ητ̄]ρησ[σ̄ηρ̄]τ

− ηγ[σ̄ητ̄]ρησ[γ̄ηρ̄]τ + ηγ[σ̄ηρ̄]ρησ[γ̄ητ̄]τ + ηγ[τ̄ηρ̄]ρησ[σ̄ηγ̄]τ ,
(C.32)

where the parentheses [ . . . ] denote total anti-symmetrization.

C.2 Matrix elements

Cuts

We are interested in the contributions to the graviton self-energy from interactions involving two

gauge bosons and one scalar field, cf. fig. C.2. To obtain the matrix elements squared for the

self-energy diagrams in fig. C.1a, we sum over graviton helicities and gauge bosons’ spins,

ΘA,B =∑
λ

∑
s1,s3

(MAM
†
B +MBM

†
A
) , A,B ∈ {I, II, III} . (C.33)

Cutting the self-energy diagrams, there are three types of contributing amplitudes,

M
cd
I ≡ ĥ

αβ
(K, λ)Vαβ(Q2,P2)

i

s13 −m2
Uγδ
(P

c
1 ,P

d
3 ) ĝγ(P1, s1)ĝδ(P3, s3)

=
16icχδ

cd

fa

1

s13 −m2
ĥαβ(K, λ)P2αQ2β ε

γδρσ
P1ρP3σ ĝγ(P1, s1)ĝδ(P3, s3) , (C.34)

M
cd
II ≡ ĥ

αβ
(K, λ)W ζδ

αβ(Q
b
3,P

d
3 ) ∆

g,ba
ζκ (Q3) U

κγ
(Q

a
3 ,P

c
1) ĝγ(P1, s1)ĝδ(P3, s3)

=
16icχδ

cd

fa

1

s12
ĥαβ(K, λ)θζδαβ(Q3,P3) (−ηζρ) ε

γρστ
P1σQ3τ ĝγ(P1, s1)ĝδ(P3, s3) , (C.35)

M
cd
III ≡M

cd
II ∣1↔3 , (C.36)

depicted in fig. C.2.

Note that in the internal gluon propagators ∆g, the gauge-fixing part proportional to ξ drops

out when contracted with the two vertices, such that one can equivalently choose the Feynman

gauge ξ = 0. We finally add all contributions together, obtaining

Θ(Pg1 ,Pφ,Pg2) =
ΘI,I

2
+
ΘII,II

2
+
ΘIII,III

2
+ΘI,II +ΘI,III +ΘII,III . (C.37)

The overall normalization factor 1/2 is introduced to avoid double-counting of the two identical

gluons.
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Matrix elements squared

We introduce the common prefactor

N ≡
16c2χg

4dA

f2a
, (C.38)

where dA = N
2
c − 1 = δ

abδab for a = 1, . . . ,N2
c − 1, and cχ = 1/(64π

2).

Diagonals

Let us denote p ≡ ∣p∣. The simplest contribution is

2∑
λ

∑
s1,s3

∣MI∣
2
=

16N

(s13 −m2)2
Lαβ;ᾱβ̄

P2αQ2βP2ᾱQ2β̄

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
= 1

2p
4
2⊥

εγδρσεγ̄δ̄ρ̄σ̄PT

1γγ̄P
T

3δδ̄P1ρP3σP1ρ̄P3σ̄

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
I0

. (C.39)

Thanks to eq. (C.10), and inserting (C.32), the term I0 in eq. (C.39) can be simplified to

I0 = [η
γ[γ̄ηδ̄]δηρσ̄ησρ̄ + ηγδ̄ηδρ̄ηρσ̄ησγ̄ + ηγσ̄ηρδ̄ηδ[γ̄ηρ̄]σ]PT

1γγ̄P
T

3δδ̄P1ρP3σP1ρ̄P3σ̄

= 2(P1⋅P3)
2
=
s213
2
. (C.40)

The result is thus
ΘI,I

2
= 2N

s213
(s13 −m2)2

p42⊥ . (C.41)

The ∣MII∣
2 and ∣MIII∣

2 contributions have the same structure after the relabelling P1 ↔ P3 . It

is therefore enough to compute one of them. We start from

2∑
λ

∑
s1,s3

∣MII∣
2
=
16N

s212
Lαβ;ᾱβ̄θαβρ

δθᾱβ̄ρ̄
δ̄
(Q3,P3)PT

3δδ̄
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

II1

εγρστεγ̄ρ̄σ̄τ̄PT

1γγ̄P1σQ3τP1σ̄Q3τ̄

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
II0

, (C.42)

and first simplify the φ→ gg channel,

(II0)
ρρ̄
= [ηγ[γ̄ηρ̄]ρηστ̄ητσ̄ + ηγγ̄ηρσ̄ησ[ρ̄ητ̄]τ (C.43)

−ηγ[γ̄ητ̄]ρησρ̄ητσ̄ + ηγ[ρ̄ητ̄]σηρσ̄ητγ̄]PT

1γγ̄P1σQ3τP1σ̄Q3τ̄

= − (P1⋅Q3)
2ηρρ̄ −Q2

3P
ρ
1P

ρ̄
1 + (P1⋅Q3)P

{ρ
1 Q

ρ̄}
3 . (C.44)

We recognise three types of contributions. The last term vanishes due to the symmetries of the L
operator,

(II1)ρρ̄P
{ρ
1 Q

ρ̄}
3 = 2L

αβ;ᾱβ̄θαβρ
δ
(Q3,P3)P

ρ
1P

T

3δδ̄

× [�����
Q3ᾱP3β̄Q

δ̄
3 +�������
(P3⋅Q3)Q3ᾱδ

δ̄
β̄ −�����
Q3ᾱP3β̄Q

δ̄
3 −�������

δδ̄ᾱQ3β̄(P3⋅Q3)] = 0 .
(C.45)

The remaining two terms are

(II1)ρρ̄ η
ρρ̄
= Lαβ;ᾱβ̄θαβρ

δ
(Q3,P3)

× [Q3ᾱP3β̄P
T

3
ρ
δ + (P3⋅Q3)δ

ρ
ᾱP

T

3δβ̄ − δ
ρ
ᾱP3β̄P

T

3δδ̄Q
δ̄
3 − P

T

3δᾱQ3β̄P
ρ
3 ]

= −Lαβ;ᾱβ̄ [2P3αP3βP3ᾱP3β̄ + [4(P3⋅Q3) +Q
2
3]ηαᾱP3βP3β̄ + (P3⋅Q3)

2ηαᾱηββ̄]

K
2
→0
Ð→ −p43⊥ − s12p

2
3⊥ −

s212
2

, (C.46)
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(II1)ρρ̄ P
ρ
1P

ρ̄
1 = L

αβ;ᾱβ̄
[Q3αP3βPT

3δδ̄P
δ
1 + (P3⋅Q3)P1αPT

3βδ̄ −P1αP3βPT

δδ̄Q
δ
3 − P

T

3αδ̄Q3β(P3⋅P1)]

× [Q3ᾱP3β̄P
δ̄
1 + (P3⋅Q3)P1ᾱδ

δ̄
β̄ −P1ᾱP3β̄Q

δ̄
3 − δ

δ̄
ᾱQ3β̄(P1⋅P3)]

= Lαβ;ᾱβ̄ [2(P3⋅Q3)P1αP1βP3ᾱP3β̄ −K
2
P1αP3βP1ᾱP3β̄

− 2(P1⋅Q3)P1αP3βP3ᾱP3β̄ − 2(P1⋅P3)(P3⋅Q3)ηαᾱP1βP3β̄

−(P3⋅Q3)
2ηαᾱP1βP1β̄ − (P1⋅P3)

2ηαᾱP3βP3β̄]

K
2
→0
Ð→ −

1

4
[s12(p

4
1⊥ − 2p

2
1⊥p

2
2⊥ + p

4
2⊥) +m

2p43⊥

− (s12 +m
2
)p22⊥p

2
3⊥ − (s12 −m

2
)p21⊥p

2
3⊥ (C.47)

+s12(s23 −m
2
)p21⊥ + s12s13p

2
2⊥ + s13(s23 −m

2
)p23⊥] .

Denoting P 4 as in eq. (C.31), and imposing the graviton to be on-shell K2 = 0, the final result is

ΘII,II

2
= −

8N

s212
(II1)ρρ̄[(P1⋅Q3)

2ηρρ̄ +Q2
3P

ρ
1P

ρ̄
1 ]

K
2
→0
Ð→ 2N {

(s12 −m
2)2

2
+ P 4

+
m2

s12
(
m2

s12
− 1)p43⊥

+ (1 +
m2

s12
)p21⊥p

2
3⊥ + (1 −

m2

s12
)p22⊥p

2
3⊥

+(s23 −m
2
)p21⊥ + s13p

2
2⊥ − p

2
3⊥ [s23 +m

2
− s12 +

s23
s12
(s23 − 2m

2
)]} .

(C.48)

By permuting 1↔ 3 we obtain the remaining diagonal element,

ΘIII,III

2

K
2
→0
Ð→ 2N {

(s23 −m
2)2

2
+ P 4

+
m2

s23
(
m2

s23
− 1)p41⊥

+ (1 +
m2

s23
)p21⊥p

2
3⊥ + (1 −

m2

s23
)p21⊥p

2
2⊥

+(s12 −m
2
)p23⊥ + s13p

2
2⊥ − p

2
1⊥ [s12 +m

2
− s23 +

s12
s23
(s12 − 2m

2
)]} .

(C.49)

Interference terms

Also in this case, it is enough to compute one of the gluon contributions,

∑
λ

∑
s1,s3

(MIIM
†
I +MIM

†
II
) =

−16N

s12(s13 −m2)
Lαβ;ᾱβ̄θαβρ

δ
(Q3,P3)P2ᾱQ2β̄P

T

3δδ̄
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

IV1

× εγρστεγ̄δ̄ρ̄σ̄P1σQ3τP1ρ̄P3σ̄PT

1γγ̄

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
IV0

,
(C.50)

and symmetrize the final result to obtain ΘI,III . Thanks to the gluonic projection operators PT

3 ,

the double-epsilon expression can be simplified to

(IV0)
ρδ̄
= [ηγγ̄ηρ[δ̄ησ̄]σητρ̄ + ηγγ̄ηρρ̄ησ[δ̄ησ̄]τ + ηγδ̄ηρ[ρ̄ηγ̄]τησσ̄ + ηγσ̄ηρ[γ̄ηρ̄]τησδ̄]

× PT

1γγ̄P1σQ3τP1ρ̄P3σ̄

= −(P1⋅P3)(P1⋅Q3)η
ρδ̄
− (P3⋅Q3)P

ρ
1P

δ̄
1 + (P1⋅P3)P

ρ
1Q

δ̄
3 + (P1⋅Q3)P

ρ
3P

δ̄
1 .

(C.51)
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Contracting term by term in the K2 → 0 limit we have

(IV1)ρδ̄η
ρδ̄
→ −Lαβ;ᾱβ̄

P3αP3βP2ᾱP2β̄ ,

(IV1)ρδ̄P
ρ
3P

δ̄
1 → −

1

2
Lαβ;ᾱβ̄ [s12P1ᾱP3β̄ + (s12 −m

2
)P3ᾱP3β̄]P2ᾱP2β̄ ,

(IV1)ρδ̄P
ρ
1P

δ̄
1 → −

1

2
Lαβ;ᾱβ̄ [s12P1αP1β − (s13 − s12 +m

2
)P1αP3β]P2ᾱP2β̄ ,

(IV1)ρδ̄P
ρ
1Q

δ̄
3 → −

1

2
Lαβ;ᾱβ̄

[s12P1αP3β − s23P3αP3β]P2ᾱP2β̄ .

(C.52)

Adding together all terms with the corresponding coefficients yields

ΘI,II

K
2
→0
Ð→

4N

s12(s13 −m2)
Lαβ;ᾱβ̄

P2ᾱP2β̄

× {[s213 + (s12 −m
2
)
2
]P3αP3β + s12(s12 −m

2
)P1αP3β + s

2
12P1αP1β}

Ð→ N {
1

s12
(s13 −m

2
+

2m2s13
s13 −m2

)P 4
+ 2

s12 −m
2

s13 −m2
p42⊥ (C.53)

+
2m2

s13 −m2
p21⊥p

2
2⊥ + 2 [

1

s12
(s13 −m

2
+

2m2s13
s13 −m2

) −
m2

s13 −m2
]p22⊥p

2
3⊥} .

We obtain ΘI,III by simply switching the labellings 1↔ 3. For on-shell gravitons the result is

ΘI,III

K
2
→0
Ð→ N {

1

s23
(s13 −m

2
+

2m2s13
s13 −m2

)P 4
+ 2

s23 −m
2

s13 −m2
p42⊥ (C.54)

+
2m2

s13 −m2
p22⊥p

2
3⊥ + 2 [

1

s23
(s13 −m

2
+

2m2s13
s13 −m2

) −
m2

s13 −m2
]p21⊥p

2
2⊥} .

Adding eq. (C.53) and eq. (C.54) one gets

ΘI,II +ΘI,III → N [−
(s12 + s23)

2 + 2m2s13
s12s23

P 4
− 2

s13 +m
2

s13 −m2
p42⊥ (C.55)

+2p22⊥ (
p21⊥
s23
+
p23⊥
s12
)(s13 −m

2
+

2m2s13
s13 −m2

)] .

The remaining contribution is given by

∑
λ

∑
s1,s3

(MIIIM
†
II +MIIM

†
III
) =

16N

s12s23
Lαβ;ᾱβ̄θαβρ

δ
(Q1,P1)PT

1δγ̄θᾱβ̄ρ̄
δ̄
(Q3,P3)PT

3δ̄γ

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
V1

× ϵγρστP3σQ1τ ϵ
γ̄ρ̄σ̄τ̄
P1σ̄Q3τ̄

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
V0

.

(C.56)

The two epsilon-tensors can be treated as

(V0)
γργ̄ρ̄

= [(P1⋅Q1)(P3⋅Q3) − (P1⋅P3)(Q1⋅Q3)]η
γγ̄ηρρ̄

+ ηγγ̄ [(Q1⋅Q3)P
ρ
1P

ρ̄
3 − (P3⋅Q3)P

ρ
1Q

ρ̄
1 − (P1⋅Q1)Q

ρ
3P

ρ̄
3 + (P1⋅P3)Q

ρ
3Q

ρ̄
1]

− ηργ̄ [(Q1⋅Q3)P
γ
1P

ρ̄
3 − (P3⋅Q3)P

γ
1Q

ρ̄
1 − (P1⋅Q1)Q

γ
3P

ρ̄
3 + (P1⋅P3)Q

γ
3Q

ρ̄
1]

+P
γ
1Q

γ̄
1Q

ρ
3P

ρ̄
3 −P

ρ
1Q

γ̄
1Q

γ
3P

ρ̄
3 − ρ̄↔ γ̄ .

(C.57)
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After anti-symmetrization, the first row of eq. (C.57) gives

(V1)γργ̄ρ̄ η
γ[γ̄ηρ̄]ρ = Lαβ;ᾱβ̄ {(P1⋅Q1)(P3⋅Q3)ηαᾱηββ̄ + [(P1⋅P3) + (Q1⋅Q3)]ηαᾱP1βP3β̄

+ 2(P1⋅Q1)ηαᾱP3βP3β̄ + 2(P3⋅Q3)ηαᾱP1βP1β̄

−2P1αP1βP3ᾱP3β̄ + 2P1αP3βP1ᾱP3β̄}

K
2
→0
Ð→ Lαβ;ᾱβ̄

{−2P1αP1βP3ᾱP3β̄ + 2P1αP3βP1ᾱP3β̄ +
s12s23

4
ηαᾱηββ̄ (C.58)

ηαᾱP1βP3β̄

s13 +m
2

2
− s23ηαᾱP3βP3β̄ − s12ηαᾱP1βP1β̄} .

The corresponding coefficient in the limit K2 → 0 is (s12s23−m
2s13)/4. We now proceed to summing

together the terms with the same coefficient first. Starting with the first terms in eq. (C.57), with

the coefficient (Q1⋅Q3) = (K
2 +m2)/2→m2/2, they give

(V1)γργ̄ρ̄ P
[ρ
1 η

γ][γ̄
P

ρ̄]
3 → Lαβ;ᾱβ̄

{
m2

2
P1αP1βP3ᾱP3β̄ +

2s13 +m
2

2
P1αP3βP1ᾱP3β̄

− s23P1αP3βP3ᾱP3β̄ − s12P1αP1βP1ᾱP3β̄

+
s12(s23 −m

2)

4
ηαᾱP1βP1β̄ +

s23(s12 −m
2)

4
ηαᾱP3βP3β̄

+
3s12s23 +m

2s13
4

ηαᾱP1βP3β̄} .

(C.59)

We now repeat the same procedure for the other terms. The two (P3⋅Q3) = (K
2 −Q2

3)/2→ −s12/2

terms yield

(V1)γργ̄ρ̄ P
[ρ
1 η

γ][γ̄
Q

ρ̄]
1 → Lαβ;ᾱβ̄

{
s23
2
P1αP1βP3ᾱP3β̄ − (s13 +m

2
)P1αP1βP1ᾱP3β̄

+s12P1αP1βP1ᾱP1β̄ +
s23(s12 − s23)

4
ηαᾱP1βP3β̄} .

(C.60)

For the (P1⋅Q1) = (K
2 −Q2

1)/2→ −s23/2 terms we have

(V1)γργ̄ρ̄ Q
[ρ
3 η

γ][γ̄
P

ρ̄]
3 → Lαβ;ᾱβ̄ {s12P1αP1βP3ᾱP3β̄ − (s13 +m

2)P1αP3βP3ᾱP3β̄

+s23P3αP3βP3ᾱP3β̄ +
s12(s23 − s12)

4
ηαᾱP1βP3β̄} .

(C.61)

The last two terms with the coefficient (P1⋅P3) = s13/2 are

(V1)γργ̄ρ̄ Q
[ρ
3 η

γ][γ̄
Q

ρ̄]
1 → Lαβ;ᾱβ̄

{−
m2

2
P1αP1βP3ᾱP3β̄ +

s13 + 2m
2

2
P1αP3βP1ᾱP3β̄

−
s23
2
P1αP3βP3ᾱP3β̄ −

s12
2
P1αP1βP1ᾱP3β̄

+
3s12s23 +m

2s13
4

ηαᾱP1βP3β̄

+
s23(s23 −m

2)

4
ηαᾱP1βP1β̄ +

s12(s12 −m
2)

4
ηαᾱP3βP3β̄} .

(C.62)
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Finally, the fourth row of eq. (C.57) contains two terms that together yield

(V1)γργ̄ρ̄ Q
[ρ
3 P

γ]
1 Q

[γ̄
1 P

ρ̄]
3 → Lαβ;ᾱβ̄

{
1

4
[(s12 − s23)

2
−m2

(s12 + s23) − s12s23]P1αP1βP3ᾱP3β̄

−
1

4
[(s12 + s23)

2
+ 2s12s23 + 4m

2s13]P1αP3βP1ᾱP3β̄

+
s23
4
(s13 − 2s12 + 4m

2
)P1αP3βP3ᾱP3β̄ (C.63)

+
s12
4
(s13 − 2s23 + 4m

2
)P1αP1βP1ᾱP3β̄

−
s223
4
P3αP3βP3ᾱP3β̄ −

s212
4
P1αP1βP1ᾱP1β̄} ,

in the K2 → 0 limit. Adding eqs. (C.58)–(C.63) one obtains

ΘII,III →
16N

s12s23
Lαβ;ᾱβ̄

{
s12s23

4

s12s23 −m
2s13

4
ηαᾱηββ̄ +

s12s23
2
(m2
+ s13)ηαᾱP1βP3β̄

−
s223
8
(3s12 + s23)ηαᾱP3βP3β̄ −

s212
8
(3s23 + s12)ηαᾱP1βP1β̄

+
1

2
(
(s12 − s23)

2

2
+m2s13)P1αP1βP3ᾱP3β̄

+
s23
2
(s12 −m

2
)P1αP3βP3ᾱP3β̄

+
s12
2
(s23 −m

2
)P1αP1βP1ᾱP3β̄

+
s223
4
P3αP3βP3ᾱP3β̄ +

s212
4
P1αP1βP1ᾱP1β̄} .

(C.64)

Separating the term that contains P 4, the result can be written as

ΘII,III → N {2(s12s23 −m
2s13) +

(s12 − s23)
2 + 2m2s13

s12s23
P 4
− 4p22⊥(s13 +m

2
)

+ 2p21⊥ (
s212
s23
+ s12 − 2s23 + 4m

2
) + 2p23⊥ (

s223
s12
+ s23 − 2s12 + 4m

2
)

+ 2m2
(
p41⊥
s23
+
p41⊥
s12
) − p21⊥p

2
3⊥ [4 + 2m

2
(

1

s12
+

1

s23
) −

4m4

s12s23
]

+2p21⊥p
2
2⊥

s12 −m
2

s23
+ 2p22⊥p

2
3⊥

s23 −m
2

s12
} .

(C.65)

Final result

The different contributions can now be added together as described in eq. (C.37). For this, it is

worth to proceed in steps. First we compute the total p
⊥
-independent contribution,

Θ∣1 = s
2
12 − 2m

2s12 +m
4
+ s223 − 2m

2s23 +m
4
+ 2s12s23 − 2m

2s13 = (s13 −m
2
)
2 . (C.66)

On the other hand, the coefficients of the P 4 terms add to

Θ∣P 4 = 4 −
(s12 + s23)

2 + 2m2s13
s12s23

+
(s12 − s23)

2 + 2m2s13
s12s23

= 0 . (C.67)
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Similarly, we compute the total coefficients for the p2
⊥
contributions,

Θ∣p2
1⊥
= −2s12 − 4m

2
+ 4s23 − 2

s12
s23
(s12 − 2m

2
) + 2

s212
s23
+ 2s12 − 4s23 + 8m

2

= 4m2
(1 +

s12
s23
) ,

Θ∣p2
2⊥
= 4s13 − 4(s13 +m

2
) = −4m2 ,

Θ∣p2
3⊥
= 4m2

(1 +
s23
s12
) ,

(C.68)

such that together they yield

Θ∣p2
⊥

−4m2(s13 −m2)
=
p21⊥
s23
+

p22⊥
s13 −m2

+
p23⊥
s12

(C.30)
= −

s13
s13 −m2

. (C.69)

The remaining p4
⊥
-contributions are

Θ∣p4
1⊥
=
2m4

s223
−
2m2

s23
+
2m2

s23
=
2m4

s223
,

Θ∣p4
2⊥
=

2s213
(s13 −m2)2

− 2
s13 +m

2

s13 −m2
=

2m4

(s13 −m2)2
,

Θ∣p4
3⊥
=
2m4

s212
−
2m2

s12
+
2m2

s12
=
2m4

s212
,

Θ∣p2
1⊥p

2
2⊥
= 2 −

2m2

s23
+ 2

s13 −m
2

s23
+

4m2s13
s23(s13 −m2)

− 2 −
2s13
s23
=

4m4

s23(s13 −m2)
,

Θ∣p2
1⊥p

2
3⊥
= 4 + 2m2 s12 + s23

s12s23
− 4 − 2m2 s12 + s23

s12s23
+

4m4

s12s23
=

4m4

s12s23
,

Θ∣p2
2⊥p

2
3⊥
=

4m4

s12(s13 −m2)
,

(C.70)

such that they add to

Θ∣p4
⊥

2m4
= (

p21⊥
s23
+

p22⊥
s13 −m2

+
p23⊥
s12
)

2
(C.30)
= (

s13
s13 −m2

)
2

. (C.71)

Therefore from eqs. (C.66), (C.69) and (C.71), the final result for massless gravitons reduces to

Θ(Pg1 ,Pφ,Pg2) = N
(s13 −m

2)4 + 4m2s13(s13 −m
2)2 + 2m4s213

(s13 −m2)2

= N
s413 +m

8

(s13 −m2)2

m2
≪s13
Ð→

16g4dAc
2
χ

f2a
s213 . (C.72)

Given that the thermal average in eq. (C.2) sets the average magnitude of the Mandelstam invariant

(or its crossing) to be s13 ∼ T
2, in the regime T ≫ m the dependence on the inflaton mass m can

be neglected, and the result is free from poles.
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