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## CHAPTER 1

## Introduction

The first three sections of this chapter constitute a brief (non-exhaustive) overview of well-known results and previously developed methods in the spectral theory of non-selfadjoint operators and operator matrices. To put the mathematical contributions in this thesis into a context within the area of research, they are shortly introduced in Section 1.4 and further illustrated in Section 1.5 based on their outlined application to a particular spectral problem. While the subsequent chapters contain a more substantial summary of the results achieved in the course of this thesis and are thus more technical, the present chapter is intended for a reader who might not be fully familiar with spectral theory.

### 1.1. Mathematical physics and spectral theory

In the past centuries, fundamental research has led to an incredible progress in science by interpreting phenomena and patterns in the nature surrounding us. The ground to this understanding is for instance laid in theoretical physics, where certain processes are modeled with systems of differential equations. To gain further insight, it is then crucial to determine whether or not these equations have solutions and describe the latter, if existent. This is one instance when mathematics and physics interact, when mathematicians are given an equation to analyse it in a suitable context or setting.

For ordinary differential equations involving functions of only one variable, questions like solvability, stability of the solutions or their continuous dependence with respect to the data are historically well understood in a certain classical sense. However, for partial differential equations involving functions of multiple variables, analogous problems are much harder to address, especially as there is already quite some freedom in the mathematical definition of a solution.

Certain types of linear (partial) differential equations can be written as a socalled abstract Cauchy problem

$$
\begin{equation*}
\partial_{t} u(x, t)=A u(x, t), \quad x \in \Omega \subseteq \mathbb{R}^{n}, \quad t>0, \quad u(\cdot, 0)=u_{0} \tag{1.1}
\end{equation*}
$$

The above can be viewed as an initial value problem in the time variable $t$ with a differential expression $A$ on the right hand side, which contains all derivatives with respect to the spatial variable $x$ and is understood together with a boundary condition, like e.g. a so-called Dirichlet boundary condition

$$
\begin{equation*}
u(x, t)=0, \quad x \in \partial \Omega, \quad t \geq 0 \tag{1.2}
\end{equation*}
$$

In case that $A \in \mathbb{C}$ is only a scalar, the solution of (1.1) can easily be found by means of the exponential function as

$$
\begin{equation*}
u(t, x)=\mathrm{e}^{t A} u_{0}(x), \quad x \in \Omega, \quad t \geq 0 \tag{1.3}
\end{equation*}
$$

Following this idea, the standard approach to the analysis of (1.1) is to associate a linear operator with the differential expression $A$ which acts in a suitable function space, whilst respecting the boundary condition (1.2); an appropriate notion of solvability for (1.1) can then be related to a generalisation of the formula (1.3). The existence of the latter depends on qualitative and quantitative properties of the differential operator $A$, in particular on the structure and location of its spectrum and the behaviour of its resolvent norm.

While the described approach leaves quite some room for flexibility, the choice of the functional space and the specific realisation of $A$ therein are particularly challenging as they can dramatically influence the (spectral) properties of the resulting operator. In fact, since the considered differential expressions typically lead to unbounded operators, choosing their domain of definition is already a crucial part of the analysis. In the sequel, we describe a selection of important aspects of spectral theory in relation to the Cauchy problem (1.1) and highlight some of the challenges therein, in particular the ones addressed in this thesis.

### 1.2. Non-selfadjoint spectral theory

For further details about the following well-known results, we refer the reader to the standard literature on operator and semigroup theory, see e.g. [Kat95, EE87, EN00, Dav07, Hel13].
1.2.1. The selfadjoint case. Consider again the Cauchy problem (1.1) and suppose that the differential expression $A$ therein, together with the underlying boundary condition, is formally symmetric in a Hilbert space $\mathcal{H}$. Then one can give rise to a sensible solution by finding a self-adjoint realisation of $A$ (if it exists), i.e. by identifying a suitable domain on which $A$ becomes selfadjoint in $\mathcal{H}$.

Indeed, already on abstract level, the spectral theorem for selfadjoint operators has numerous powerful implications, which can go very far when applied to a specific problem. In particular, the selfadjoint functional calculus for $A$ justifies (1.3) as a solution of the Cauchy problem, provided that the initial condition $u_{0}$ lies in the domain of $A$. The norm and in-/stability in time evolution (with respect to perturbations of the initial value $u_{0}$ ) of this solution are governed by

$$
\begin{equation*}
\left\|e^{t A}\right\|=e^{t a}, \quad a=\sup _{\lambda \in \sigma(A)} \lambda, \quad t \geq 0 \tag{1.4}
\end{equation*}
$$

including the case $a=\infty$ where the exponential above is an unbounded operator. Note that similarly, if $A=-\mathrm{i} B$ with a selfadjoint operator $B$ (which is the case e.g. for the Schrödinger equation in quantum mechanics), formula (1.3) defines a unitary solution operator, which can be understood even for negative times.

Once a suitable selfadjoint realisation of $A$ is found, by (1.4) the further analysis essentially reduces to locating the various parts of $\sigma(A)$. It is well-known that the spectrum of a selfadjoint operator is a closed, non-empty subset of $\mathbb{R}$, consists only of point and continuous spectrum, and is purely discrete if and only if the resolvent is a compact operator. Moreover, due to the identity

$$
\left\|(A-\lambda)^{-1}\right\|=\frac{1}{\operatorname{dist}(\lambda, \sigma(A))}, \quad \lambda \in \rho(A)
$$

finding the location of the spectrum is equivalent to determining the behaviour of the resolvent norm. Finally, in the semi-bounded case, the powerful min-max principle, see [Hel13, Thm. 11.7], even provides a variational characterisation of
the eigenvalues below or above the essential spectrum (which can have intuitive interpretations in particular in quantum physics).
1.2.2. The non-selfadjoint case. While self-adjoint problems are motivated by quantum physics and have historically been most relevant, the spectral theory of non-selfadjoint operators is recently gaining importance driven by several applications; these for instance include magnetohydrodynamics, fluid mechanics, damped systems, superconductivity or even MRI, see e.g. [BT20, MT07, GGHT12, AHP13, GH18], as well as [Tre08] and the references therein. In absence of the spectral theorem, however, for non-selfadjoint (or rather non-normal) operators the situation becomes much more complex. Nevertheless, an analogous connection between $A$ and the Cauchy problem (1.1) still prevails via the following result due to Feller, Miyadera and Phillips (which generalises the classical Hille-Yosida theorem for contraction semigroups, see [EN00, Thm. II.3.5]).

Theorem 1.1 ([EN00, Thm. II.3.8]). Let $M \geq 1$ and $a \in \mathbb{R}$. A linear operator $A$ in a Hilbert space $\mathcal{H}$ generates a strongly continuous one-parameter semigroup

$$
\begin{equation*}
T(t)=e^{t A}, \quad\|T(t)\| \leq M e^{t a}, \quad t \geq 0 \tag{1.5}
\end{equation*}
$$

if and only if $A$ is closed, its domain is dense in $\mathcal{H}$ and the powers of its resolvent are bounded on a semi-axis by

$$
\left\|(A-\lambda)^{-m}\right\| \leq \frac{M}{(a-\lambda)^{m}}, \quad \lambda \in(-\infty, a) \subseteq \rho(A), \quad m \in \mathbb{N}
$$

While a suitable Hilbert space $\mathcal{H}$ might be indicated by the physical model itself, the first truly non-trivial task in view of the above is to determine an appropriate dense domain for the differential expression $A$ such that (together with the boundary condition) the resulting operator is closed and has non-empty resolvent set. Further information about the possible semigroup generation and the behaviour of the solutions of the Cauchy problem can then be obtained from the location of the spectrum and the behaviour of the resolvent norm. The strong relation between the latter and the long time behaviour of the semigroup is enforced by the classical Gearhart-Prüss Theorem (which was further generalised, e.g. in [BBT16]).

Theorem 1.2 ([Hel13, Thm. 13.26]). If the resolvent of the generator $A$ of $a$ strongly continuous semigroup on $\mathcal{H}$ is uniformly bounded on a half plane, i.e. if

$$
H_{a}:=\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq a\} \subseteq \rho(A), \quad \sup _{\lambda \in H_{a}}\left\|(A-\lambda)^{-1}\right\|<\infty
$$

with some $a \in \mathbb{R}$, then there exists $M>0$ such that (1.5) holds.
Note that unlike in the selfadjoint case, the spectral properties of a nonselfadjoint operator can be arbitrarily non-trivial within the framework described above. Some pathologies can for instance be illustrated based on Schrödinger operators of the form

$$
A=-\partial_{x}^{2}+\mathrm{i} x^{k}
$$

in the space $L^{2}(\mathbb{R})$, starting with the imaginary Airy operator $(k=1)$ which has empty spectrum and generates a strongly continuous semigroup whose norm decays super-exponentially in time, see e.g. [Hel13, Sec. 14.3]. Moreover, the Davies oscillator $(k=2)$ shows that the resolvent norm cannot be bounded above in terms of the distance to the spectrum as in the selfadjoint case, see [Dav99]. For the imaginary cubic oscillator $(k=3)$, even though $A$ has real and purely discrete spectrum,
the operator - i $A$ does not generate a semigroup (and thus certainly not a unitary group as in the selfadjoint case), see [KSTV15].
1.2.3. Form representation theorems. A standard and widely successful approach in constructing operators with the above described desirable properties is the representation by their sesquilinear form. Roughly speaking, the idea is to consider the sesquilinear form associated with the differential expression $A$ (with respect to the underlying inner product) on a suitable set of functions and to formally integrate by parts. If one can associate the resulting formula with a sesquilinear form in $\mathcal{H}$ having certain properties, the latter gives rise to a closed, densely defined linear operator in $\mathcal{H}$ with non-empty resolvent set. A classical method to achieve this connection is the following Lax-Milgram theorem.

Theorem 1.3 ([Hel13, Thm. 3.6]). Let $\mathcal{V}$ and $\mathcal{H}$ be Hilbert spaces such that $\mathcal{V} \subseteq \mathcal{H}$ is continuously embedded and dense in $\mathcal{H}$, and let a be a bounded sesquilinear form on $\mathcal{V}$. If $\mathbf{a}$ is coercive, i.e. if there exists $m>0$ such that

$$
|\mathbf{a}(f, f)| \geq m\|f\|_{\mathcal{V}}^{2}, \quad f \in \mathcal{V}
$$

then the operator $A$ in $\mathcal{H}$ defined by

$$
\begin{align*}
\operatorname{dom} A & :=\left\{f \in \mathcal{V}: \exists \eta_{f} \in \mathcal{H}, \forall g \in \mathcal{V}, \mathbf{a}(f, g)=\langle\eta, g\rangle_{\mathcal{H}}\right\}  \tag{1.6}\\
A f & :=\eta_{f}
\end{align*}
$$

is boundedly invertible and its domain is dense in $\mathcal{V}$ and $\mathcal{H}$.
The above theorem can for instance be employed to introduce (non-selfadjoint) Dirichlet realisations in the space $L^{2}(\Omega)$ of the Schrödinger operator

$$
A=-\Delta+V
$$

with a sectorial complex-valued potential $V$, see e.g. [Kat95]. For accretive potentials, i.e. if the range of $V$ is contained only in a complex half plane, the domain $\mathcal{V}$ of the form can in general not be chosen such that the latter becomes coercive. A generalisation of the Lax-Milgram theorem due to Almog and Helffer, which in particular covers the described case of accretive potentials, reads as follows.

Theorem 1.4 ([AH15, Thm. 2.1, Thm. 2.2]). Let $\mathcal{V}$ and $\mathcal{H}$ be Hilbert spaces such that $\mathcal{V} \subseteq \mathcal{H}$ is continuously embedded and dense in $\mathcal{H}$, and let a be a bounded sesquilinear form on $\mathcal{V}$. If there exist $m>0$ and $\Phi_{1}, \Phi_{2} \in \mathcal{B}(\mathcal{V})$ which extend to bounded operators on $\mathcal{H}$ such that

$$
\begin{align*}
& |\mathbf{a}(f, f)|+\left|\mathbf{a}\left(\Phi_{1} f, f\right)\right| \geq m\|f\|_{\mathcal{V}}^{2},  \tag{1.7}\\
& |\mathbf{a}(f, f)|+\left|\mathbf{a}\left(f, \Phi_{2} f\right)\right| \geq m\|f\|_{\mathcal{V}}^{2},
\end{align*} \quad f \in \mathcal{V}, \quad,
$$

then the operator $A$ in $\mathcal{H}$ defined by (1.6) is boundedly invertible and its domain is dense in $\mathcal{V}$ and $\mathcal{H}$.

In case of the accretive Schrödinger operators in [AH15], the estimates in (1.7) are achieved by correcting the indefinite imaginary part of the potential by a multiplier $\Phi_{1}=\Phi_{2}$ which is essentially the sign of $\operatorname{Im} V$. Further generalisations of the Lax-Milgram representation theorem can be found in [McI68, BBDCZ10, GKMV13, Sch15, tESV15].
1.2.4. The numerical range. Besides its obvious importance in numerical computations, the numerical range

$$
W(A)=\left\{\langle A f, f\rangle_{\mathcal{H}}: f \in \operatorname{dom} A,\|f\|_{\mathcal{H}}=1\right\} \subseteq \mathbb{C},
$$

of a linear operator in a Hilbert space is also a powerful tool in its a priori spectral analysis. Knowing fairly little about the operator, it offers information on the location of the (approximate) point spectrum via the enclosures

$$
\begin{equation*}
\sigma_{\mathrm{p}}(\mathcal{A}) \subseteq W(A), \quad \sigma_{\mathrm{ap}} \subseteq \overline{W(A)} \tag{1.8}
\end{equation*}
$$

Moreover, provided that every connected component of $\mathbb{C} \backslash \overline{W(A)}$ contains a point in the resolvent set, it gives an enclosure of the full spectrum and even an upper bound for the resolvent norm,

$$
\sigma(A) \subseteq \overline{W(A)}, \quad\left\|(A-\lambda)^{-1}\right\| \leq \frac{1}{\operatorname{dist}(\lambda, W(A))}, \quad \lambda \in \mathbb{C} \backslash \overline{W(A)}
$$

note that the numerical range is convex and the complement of its closure thus consists of at most two connected components. The above properties are in particular useful in non-selfadjoint spectral problems due to the non-trivial relation between spectrum and resolvent norm therein. For instance, considering the Hille-Yosida theorem, it follows that if $-A$ is $m$-accretive, i.e. if $\operatorname{Re} W(A) \leq 0$ and the open right half plane contains a point in the resolvent set, then $A$ generates a strongly continuous contraction semigroup.

### 1.3. Operator matrices

Details on the following, as well as an extensive collection of results about operator matrices together with several examples can be found in the monograph [Tre08].
1.3.1. Spectral equivalence. Many applications in physics lead to systems of equations where the differential expression on the right hand side of the Cauchy problem is in fact given by a matrix acting on a two component vector function, see e.g. [Tre08] and the references therein. In these cases, the basic spectral analysis described in Section 1.2 becomes substantially more complicated. However, we point out that the challenges are not necessarily due to a lack of symmetry with respect to the underlying inner product, but rather intrinsic to the matrix structure of the problem. For instance, even if the differential expression is symmetric and the diagonal entries are semi-bounded, the resulting matrix expression need not be semi-bounded; no standard variational principles for the discrete spectrum are thus available, while analogous min-max principles for operator matrices are already quite involved, see e.g. [Tre08, Sec. 2.10].

More generally speaking, even having suitably well-behaved operator realisations of the entries $A, B, C$ and $D$ at hand (acting between the respective Hilbert spaces $\mathcal{H}_{1}$ and/or $\mathcal{H}_{2}$ ), the resulting operator matrix

$$
\mathcal{A}=\left(\begin{array}{ll}
A & B  \tag{1.9}\\
C & D
\end{array}\right): \mathcal{H} \supset \operatorname{dom} \mathcal{A}=(\operatorname{dom} A \cap \operatorname{dom} C) \oplus(\operatorname{dom} B \cap \operatorname{dom} D) \rightarrow \mathcal{H}
$$

defined naively on the domain above in the product space $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$, can have arbitrary properties in general. Actually, even if the entries are all densely defined and closed, it is unclear if the matrix domain is dense in $\mathcal{H}$, or if it is large enough such that $\mathcal{A}$ is closed; in fact, $\mathcal{A}$ might not be closable at all. Several ill-behaved
examples can be found in the pioneering work [Nag89] on operator matrices, or in [Tre08] and the references therein.

A successful approach to the above issues was proposed in [Nag89] and has been employed ever since in different variations. Inspired by the properties of scalar matrices, the author suggests to relate the qualitative and quantitative properties of the operator matrix to its Schur complements. The first one of the latter can be employed whenever $D$ is invertible and is the following operator family in $\mathcal{H}_{1}$

$$
\begin{aligned}
S_{1}(\lambda) & =A-\lambda-B(D-\lambda)^{-1} C, \quad \lambda \in \rho(D) \\
\operatorname{dom} S_{1}(\lambda) & =\left\{f \in \operatorname{dom} A \cap \operatorname{dom} C:(D-\lambda)^{-1} C f \in \operatorname{dom} B\right\}
\end{aligned}
$$

the second Schur complement $S_{2}(\cdot)$ is defined analogously. Indeed, for $\lambda \in \rho(D)$, a relation between the inverses of $\mathcal{A}-\lambda$ and $S_{1}(\lambda)$ is provided by the Frobenius-Schur factorisation of the matrix resolvent, which is the following formal identity

$$
\begin{align*}
& (\mathcal{A}-\lambda)^{-1}=  \tag{1.10}\\
& \quad=\left(\begin{array}{cc}
S_{1}(\lambda)^{-1} & -S_{1}(\lambda)^{-1} B(D-\lambda)^{-1} \\
-(D-\lambda)^{-1} C S_{1}(\lambda)^{-1} & (D-\lambda)^{-1}+(D-\lambda)^{-1} C S_{1}(\lambda)^{-1} B(D-\lambda)^{-1}
\end{array}\right)
\end{align*}
$$

In order to give sense to the above representation on operator level, typically suitable patterns of relative boundedness are assumed within the matrix entries. For the notion of relative boundedness, which essentially measures the unboundedness of an operator with respect to another, we refer the reader to e.g. [Kat95, Sec. IV.1.1]. The first result of this type employs both Schur complements under the assumption that the off-diagonal of $\mathcal{A}$ is relatively bounded with respect to its diagonal.

Theorem 1.5 ([Nag89, Thm. 2.4]). Let $\mathcal{A}$ be closed and let $C$ and $B$, respectively, be $A$ - and $D$-bounded. Then on the common resolvent set of the diagonal elements, the spectra of $\mathcal{A}$ and both its Schur complements coincide, i.e.

$$
\begin{equation*}
\sigma(\mathcal{A}) \cap \rho(A) \cap \rho(D)=\sigma\left(S_{1}(\cdot)\right) \cap \rho(A)=\sigma\left(S_{2}(\cdot)\right) \cap \rho(D) \tag{1.11}
\end{equation*}
$$

In the above, the spectrum of an operator family is defined as usual, e.g.

$$
\sigma\left(S_{1}(\cdot)\right)=\left\{\lambda \in \rho(D): 0 \in \sigma\left(S_{1}(\lambda)\right)\right\}
$$

Without going into further details, we mention that imposing various other dominance patterns and employing one or both Schur complements, also the closedness and closability of $\mathcal{A}$, as well as different parts of its spectrum (point, continuous, residual, essential), can be related equivalently to the analogous notions for the considered Schur complement. Moreover, similar results hold employing the so-called quadratic complements of the operator matrix. For a concise collection of these spectral equivalence results, we refer the reader to [Tre08, Sec. $2.2-2.4]$.

Due to this approach to the analysis of the matrix via its Schur complements, one can find a closed operator matrix realisation of $\mathcal{A}$ with non-empty resolvent set for instance by applying the representation theorems in Section 1.2.3 to $S_{1}(\lambda)$ and $S_{2}(\lambda)$ with a suitable $\lambda \in \rho(A) \cap \rho(D)$. The various parts of the spectrum of the operator matrix can then further be analysed in terms of the Schur complements. Moreover, by formula (1.10) and its analogue for $S_{2}(\cdot)$, even the resolvent norm of $\mathcal{A}$ can be related to the latter.

### 1.4. Contributions

In this section, we briefly sketch the main ideas behind the works [Ger21, GT21, GS21] which constitute this thesis, and put them in relation to the issues and methods in the previous introductory section. A more extensive and detailed summary of the presented research work can be found in Chapters 2-4.
1.4.1. Schur complement dominance. It is crucial to observe that in order to rigorously justify the Frobenius-Schur factorisation of the resolvent, the matrix entries themselves do not need to be in direct relation to each other. Indeed, it suffices that e.g. the first Schur complement dominates the neighbouring factors in (1.10) in a suitable sense. This approach, which was applied successfully in [EL07, FST18, IST16, Ibr17, IT17] to particular problems, inspires us to introduce a new abstract framework for the study of operator matrices in Chapter 2 below. Besides the new non-standard dominance structure therein, we go even further and do not require the matrix entries to act as operators in the respective Hilbert spaces (which in particular allows for problems with distributional coefficients).

The idea of extending the entries to take values in spaces of distributions has been employed before in several matrix problems, e.g. for damped systems in [JTTV18, AN15]. In fact, this method is already hidden behind the representation theorems in Section 1.2.3 and has proven to be essential whenever a formal sum of unbounded operators needs to be implemented. However, so far only the work [EL07] seems to share our approach to determine the distributional spaces according to the properties of the Schur complement. Indeed, in other works the involved spaces have consistently been determined by the entries themselves according to the underlying patterns of relative boundedness (e.g. as the form domain of one of the entries and its dual space in [JTTV18, AN15]); see Section 2.1 for more details on the above.

We point out that the operator matrices constructed by our method (together with e.g. the representation theorems in Section 1.2.3) in general do not have a domain which decomposes as in (1.9) with respect to the underlying product space, compare also [Nag90] for operator matrices whose domain is non-diagonal due to the imposed boundary conditions.
1.4.2. The pseudo (quadratic) numerical range. Having established a spectral equivalence between an operator matrix $\mathcal{A}$ and e.g. its first Schur complement $S_{1}(\cdot)$ on $\rho(D)$ similarly to (1.11), there are several possibilities to employ numerical ranges for locating the spectrum of $\mathcal{A}$. The most straightforward approach is to directly study the numerical range of the matrix itself; nonetheless, since the latter is convex and contains the numerical ranges of the diagonal elements, it can be quite large and might not lead to satisfactory results.

Another (often more successful) possibility to locate at least the part of $\sigma(\mathcal{A})$ in $\rho(D)$ is to employ the numerical range of its Schur complement,

$$
W\left(S_{1}(\cdot)\right)=\left\{\lambda \in \rho(D): 0 \in W\left(S_{1}(\lambda)\right)\right\}
$$

For non-trivial operator families, however, the relation between the numerical range and the spectrum can be more complicated than in the operator case discussed in Section 1.2.4. While the numerical range still contains the eigenvalues, its closure might fail to include the approximate point spectrum. In order to overcome this, we introduce the new notion of pseudo numerical range for families of linear operators.

With this new notion, indeed both the enclosure property for the approximate point spectrum, as well as the relation to the resolvent norm prevail in general, see Section 3.2.1 below.

For operator matrices with diagonal domain, i.e. if $\mathcal{A}$ admits a matrix representation as in (1.9) in the underlying product space $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$, the quadratic numerical range can provide a tighter spectral enclosure than the numerical range. By its definition

$$
W^{2}(\mathcal{A})=\bigcup_{(f, g) \in \operatorname{dom} \mathcal{A},\|f\|_{\mathcal{H}_{1}}=\|g\|_{\mathcal{H}_{2}}=1} \sigma_{\mathrm{p}}\left(\begin{array}{ll}
\langle A f, f\rangle_{\mathcal{H}_{1}} & \langle B g, f\rangle_{\mathcal{H}_{1}}  \tag{1.12}\\
\langle C f, g\rangle_{\mathcal{H}_{2}} & \langle D g, g\rangle_{\mathcal{H}_{2}}
\end{array}\right),
$$

the quadratic numerical range exploits the matrix structure of $\mathcal{A}$ and is indeed contained in the usual numerical range. The above notion was originally introduced in [LT98] (for bounded off-diagonal entries, see also [Tre09, TW03, RT18] for further generalisations).

Nevertheless, even though the point spectrum remains inside the quadratic numerical range, the approximate point spectrum is in general no longer contained in the closure of the latter. Unlike for the numerical range, this might happen not only for families of operator matrices, but already in the operator matrix case. We resolve this issue by introducing the pseudo quadratic numerical range for operator matrix families (which trivially includes the operator matrix case) along the lines of the pseudo numerical range. Indeed, this new notion shares both the spectral enclosure property and the connection to the resolvent norm with its scalar analogue, see Section 3.2.4 below.
1.4.3. Schrödinger operators with accretive potentials in weighted spaces. In Chapter 4 below, we employ the form representation Theorem 1.4 to construct Dirichlet realisations of Schrödinger-type operators

$$
\begin{equation*}
A_{w}=-\nabla \cdot(P \nabla)+V \tag{1.13}
\end{equation*}
$$

with sectorial matrix functions $P$ and accretive potentials $V$ in suitably weighted function spaces. In our analysis, the admissible weights $w$ have to satisfy certain regularity and growth conditions related to the coefficients, see Assumption 4.1. Depending on the imposed admissible weight $w$, we investigate the spectral properties of the operators $A_{w}$; in particular, we study the Schatten class of their resolvent, prove the invariance of their discrete spectra and eigenfunctions with respect to the weight and describe their operator domain.

Concerning the spectral analysis of operator matrices, the constructed weighted operators are of significant importance. In applications where the Schur complement is given by operators of the type (1.13), the Frobenius Schur factorisation of the resolvent might contain terms of the form

$$
w_{1}(-\nabla \cdot(P \nabla)+V)^{-1} w_{2}
$$

with multiplication operators $w_{1}$ and $w_{2}$, see (1.10). In order to give rise to a resolvent operator by the latter formula, a successful approach can be to implement the Schur complement in a suitably weighted space, see also Theorem 4.4 where bounded extensions of operator compositions as above are discussed. We employ this particular method to a second order matrix differential operator in Section 4.3.1 below; notice that for the wave equation in Section 1.5.3, we realise the Schur
complement in a weighted space for another reason, namely due to the fact that the underlying Hilbert space itself carries a weight.

### 1.5. Linearly damped wave equation

We illustrate the results achieved in this thesis by revisiting a particular spectral problem several times throughout the subsequent chapters, see Sections 2.2, 3.3, and 4.2 below. More precisely, we consider a linearly damped wave equation

$$
\begin{equation*}
\partial_{t}^{2} u(t, x)+2 a(x) \partial_{t} u(t, x)=\left(\Delta_{x}-q(x)\right) u(t, x), \quad t>0, \quad x \in \Omega \tag{1.14}
\end{equation*}
$$

with non-negative damping $a$ and potential $q$ on an open set $\Omega \subseteq \mathbb{R}^{n}$. After standard transformations, the corresponding Cauchy problem reads

$$
\partial_{t}\binom{u_{1}(t, x)}{u_{2}(t, x)}=\left(\begin{array}{cc}
0 & 1  \tag{1.15}\\
\Delta_{x}-q(x) & -2 a(x)
\end{array}\right)\binom{u_{1}(t, x)}{u_{2}(t, x)}
$$

where the matrix differential operator on its right hand side is traditionally implemented in a certain product Hilbert space $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$, see (2.2).
1.5.1. Semigroup generation. The first goal is to find a Dirichlet realisation of the operator matrix in (1.15) without imposing any relation between damping and potential, under the sole assumption that the latter are locally integrable (which is the natural minimal assumption to apply the standard form representation methods in Section 1.2.3 to the Schur complement).

While the case where the damping is relatively bounded with respect to $\Delta-q$ has been studied extensively, see e.g. [AN15, JTTV18], to our knowledge nonstandard dominance patterns allowing stronger dampings have been considered only in the works [FST18, IT20] so far. In [FST18], the spectral equivalence to the dominant second Schur complement and the Lax-Milgram representation theorem were employed to define the operator matrix and establish its semigroup generation. However, since no distributional approach was taken, the operator domain of the Schur complement had to be described, resulting in seemingly unnatural restrictions on the regularity and growth of the damping, see [FST18, Asm. I]. In the second work [IT20] on the other hand, a different (non-spectral theoretic) approach was taken to construct a unique weak solution and show a polynomial decay of its norm in time.

Assuming merely the minimal assumptions mentioned above, we use our new results on Schur complement dominance to introduce a Dirichlet realisation of the operator matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & I \\
\Delta-q & -2 a
\end{array}\right)
$$

in the space $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$. We therefore employ the spectral equivalence to its second Schur complement, which is the Dirichlet realisation (due to the Lax-Milgram theorem) of

$$
\begin{equation*}
S_{2}(\lambda)=-\frac{1}{\lambda}\left(-\Delta+q+2 \lambda a+\lambda^{2}\right), \quad \lambda \in \mathbb{C} \backslash\{0\} \tag{1.16}
\end{equation*}
$$

acting in the space $L^{2}(\Omega)$. We show that not only is the resulting operator matrix closed, densely defined and has non-empty resolvent set, but that actually $-\mathcal{A}$ is m-accretive and $\mathcal{A}$ thus generates a strongly continuous contraction semigroup according to the Hille-Yosida theorem. Under the more restrictive assumptions
imposed in [FST18], we show that the generator defined therein coincides with our realisation of the operator matrix; for more details, see Section 2.2 below.
1.5.2. Spectral enclosure. By the above described spectral equivalence, the matrix problem can be reduced to the analysis of the Schur complement in (1.16). In Section 3.3 below, we derive an enclosure for the spectrum of the latter by employing its pseudo numerical range. To this end, we assume a certain form subordination property (3.5) of the damping with respect to the term $-\Delta+q$. Notice that this assumption implies relative form-boundedness of order zero (see [Kat95, Sec. VI.1.5] for relative boundedness of forms) and is used to obtain an estimate for the pseudo numerical range of $S_{2}(\cdot)$, while no relation between damping and potential is assumed for the spectral correspondence and semigroup generation described in Section 1.5.1.

As mentioned before, instead of studying the Schur complement, one can of course directly investigate the operator matrix. In general, however, the numerical range of $\mathcal{A}$ is the whole left complex half plane (even if the damping is formsubordinate as described above). The quadratic numerical range of $\mathcal{A}$, on the other hand, can give much tighter enclosures, see [JTTV18] for the case of accretive $(-\Delta+q)$-bounded damping.
1.5.3. Accretive damping in a weighted space. Combining our results on Schur complement dominance with the weighted Schrödinger operators constructed in Chapter 4, we can study the case of accretive dampings in weighted spaces. More precisely, in Section 4.2 below, we consider another wave equation

$$
\begin{equation*}
u_{t t}(t, x)+2\left(a_{1}(x)+\mathrm{i} a_{2}(x)-\nabla_{x} \cdot\left(a_{0}(x) \nabla_{x}\right)\right) u_{t}(t, x)=\Delta_{x} u(t, x) \tag{1.17}
\end{equation*}
$$

for $x \in \Omega$ and $t>0$. While in comparison to (1.14), we choose the potential to be zero, on the other hand we allow accretive (differential) damping, i.e. we assume $a_{1}$ to be non-negative and the matrix function $a_{0}$ to be positive semi-definite. On the right hand side of the corresponding Cauchy problem, we find the following matrix differential expression

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & I \\
\Delta & -2\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot\left(a_{0} \nabla\right)\right)
\end{array}\right)
$$

For a suitable weight $w$, we introduce a Dirichlet realisation of $\mathcal{A}$ in the weighted product space $\mathcal{W}_{w}(\Omega) \oplus L_{w^{2}}^{2}(\Omega)$, see (4.13) for the weighted analogue of $\mathcal{W}(\Omega)$, and show that it generates a strongly continuous semigroup. We therefore employ the dominance of its second Schur complement

$$
S_{2}(\lambda)=-\frac{1}{\lambda}\left(-\nabla \cdot\left(\left(I_{\mathbb{C}^{n}}+\lambda a_{0}\right) \nabla\right)+2 \lambda\left(a_{1}+\mathrm{i} a_{2}\right)+\lambda^{2}\right), \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

which we implement in the weighted space $L_{w^{2}}^{2}(\Omega)$ by means of Theorem 4.2 below. The arising conditions on the damping and the admissible weight can be found in (4.12), (4.14) and (4.16).

## CHAPTER 2

## Schur complement dominant operator matrices

The results in this chapter are based on the research paper [Ger21]. While in Section 2.1 the abstract results obtained in the latter are summarised, in Section 2.2 we sketch their application to the damped wave equation. Section 2.3 contains a layout of further applications to second order matrix differential operators with unbounded and/or singular coefficients and to Klein-Gordon and Dirac operators. We stress that not all results from [Ger21] are included below and the ones mentioned are widely simplified.

### 2.1. Main results

We implement (unbounded) operator matrices $\mathcal{A}_{0}$ acting in the orthogonal sum $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ of two complex Hilbert spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$. More precisely, we identify a domain $\operatorname{dom} \mathcal{A}_{0}$ such that the resulting operator is densely defined, closed and has a non-empty resolvent set. To this end, we establish an equivalence of (point and essential) spectra of $\mathcal{A}_{0}$ and its first Schur complement $S_{0}(\cdot)$, which is a family of (unbounded) operators acting in $\mathcal{H}_{1}$, see Theorem 2.3 below. Note that we employ only one Schur complement (which we denote by $S_{0}(\cdot)$ ). The presented results hold accordingly for the second Schur complement and can be translated in a straightforward way, see [Ger21, Rem. 2.4].

The core concepts of our approach are on one hand the dominance of the Schur complement over neighbouring terms in the Frobenius-Schur factorisation of the resolvent. On the other hand, we extend the action of the matrix entries and of the Schur complement to certain distributional triplets of Hilbert spaces

$$
\mathcal{D}_{S} \oplus \mathcal{D}_{2} \subseteq \mathcal{H} \subseteq \mathcal{D}_{-S} \oplus \mathcal{D}_{-2}, \quad \mathcal{D}_{S} \subseteq \mathcal{H}_{1} \subseteq \mathcal{D}_{-S}
$$

before restricting the resulting operators to their maximal domains in the original spaces $\mathcal{H}$ and $\mathcal{H}_{1}$.
2.1.1. Assumptions. Our simplified set of Assumptions engaging the first Schur complement is the following.

Assumption 2.1 ([Ger21, Asm. 3.1]). (i) Let $\mathcal{D}_{S}, \mathcal{D}_{2}, \mathcal{D}_{-S}$ and $\mathcal{D}_{-2}$ be complex Hilbert spaces satisfying the inclusions

$$
\mathcal{D}_{S} \subseteq \mathcal{H}_{1} \subseteq \mathcal{D}_{-S}, \quad \mathcal{D}_{2} \subseteq \mathcal{H}_{2} \subseteq \mathcal{D}_{-2}
$$

with continuous canonical embeddings which have dense ranges.
(ii) Let $A, B$ and $C$ be bounded between the following spaces

$$
A \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right), \quad B \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-S}\right), \quad C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right)
$$

(iii) Let $D_{0} \in \mathcal{C}\left(\mathcal{H}_{2}\right)$ such that dom $D_{0} \subseteq \mathcal{D}_{2}$ is dense in $\mathcal{D}_{2}$ and assume there exists an extension $D \supseteq D_{0}$ with

$$
D \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-2}\right), \quad(D-\lambda)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-2}, \mathcal{D}_{2}\right), \quad \lambda \in \rho\left(D_{0}\right) \neq \emptyset
$$

Note that the assumptions in [Ger21, Asm. 3.1] are more general. In fact, we allow $A$ and $B$ to map to a larger space $\mathcal{D}_{-1} \supseteq \mathcal{D}_{-S}$ and thus widen the range of applicability of our results; see Sections 2.3 .1 and 2.3 .3 where $\mathcal{D}_{-S}$ is a proper subspace of $\mathcal{D}_{-1}$. Moreover, instead of (iii) above we merely assume that $D_{0}-\lambda$ has a generalised inverse with a suitable extension property, see [Ger21, Equ. (3.2)].

While several applications in [Ger21, GS21] suggest that $\mathcal{D}_{S}$ and $\mathcal{D}_{-S}$, respectively, are given as the form domain of the Schur complement and its anti-dual space, this is not always the case. Indeed, this can be seen in [Ger21, Sec. 7.2] or Section 4.3.1 below, where in the latter, $\mathcal{D}_{S}$ is the operator domain of the Schur complement, which is implemented in the weighted space $\mathcal{D}_{-S}$.
2.1.2. Definition of matrix and Schur complement. The operator matrix and its Schur complement are initially defined as bounded operators (with values in distributional spaces). However, we point out that the resulting operators $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ which act in $\mathcal{H}$ and $\mathcal{H}_{1}$ are in general unbounded.

Definition 2.2 ([Ger21, Def. 3.2]). We define the operator matrix

$$
\mathcal{A}:=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \in \mathcal{B}\left(\mathcal{D}_{S} \oplus \mathcal{D}_{2}, \mathcal{D}_{-S} \oplus \mathcal{D}_{-2}\right)
$$

and its (first) Schur complement

$$
S(\lambda):=A-B(D-\lambda)^{-1} C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right), \quad \lambda \in \rho\left(D_{0}\right)
$$

acting in the respective triplets

$$
\mathcal{D}_{S} \oplus \mathcal{D}_{2} \subseteq \mathcal{H} \subseteq \mathcal{D}_{-S} \oplus \mathcal{D}_{-2}, \quad \mathcal{D}_{S} \subseteq \mathcal{H}_{1} \subseteq \mathcal{D}_{-S}
$$

The operators $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ are then defined as the maximal restrictions of $\mathcal{A}$ and $S(\cdot)$ to the original spaces $\mathcal{H}$ and $\mathcal{H}_{1}$, respectively, i.e. to their respective domains

$$
\begin{aligned}
\operatorname{dom} \mathcal{A}_{0} & :=\left\{(f, g) \in \mathcal{D}_{S} \times \mathcal{D}_{2}: \mathcal{A}(f, g) \in \mathcal{H}\right\}, \\
\operatorname{dom} S_{0}(\lambda) & :=\left\{f \in \mathcal{D}_{S}: S(\lambda) f \in \mathcal{H}_{1}\right\}, \quad \lambda \in \rho\left(D_{0}\right) .
\end{aligned}
$$

2.1.3. Main result. Our main result is the equivalence of (point and essential) spectra between the operator matrix and its Schur complement, which allows to construct the desired densely defined, closed realisation of $\mathcal{A}_{0}$ with non-empty resolvent set; here we consider the second out of five definitions of essential spectra in the sense of [EE87, Chap. IX].

Theorem 2.3 ([Ger21, Cor. 3.4. (ii), Cor. 3.5-3.6]). Let Assumption 2.1 be satisfied and $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be as in Definition 2.2. If, for every $\lambda \in \Sigma \subseteq \rho\left(D_{0}\right)$, there exists $z_{\lambda} \in \mathbb{C}$ such that

$$
\begin{equation*}
\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right) \tag{2.1}
\end{equation*}
$$

then the (point and essential) spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ coincide on $\Sigma$, i.e.

$$
\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \cap \Sigma=\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right) \cap \Sigma
$$

Moreover, if $\rho\left(S_{0}(\cdot)\right) \cap \Sigma \neq \emptyset$, then $\operatorname{dom} \mathcal{A}_{0}$ is dense both in $\mathcal{D}$ and $\mathcal{H}$. In particular, this implies that $\mathcal{A}_{0}$ is densely defined, closed and has non-empty resolvent set.

Notice that the equivalence of point spectra and one implication

$$
\lambda \in \sigma\left(S_{0}(\cdot)\right) \Longrightarrow \lambda \in \sigma\left(\mathcal{A}_{0}\right)
$$

also holds for $\lambda \in \rho\left(D_{0}\right) \backslash \Sigma$ without (2.1), see [Ger21, Prop. 2.6, Thm. 2.7 (i)] and also Theorems 2.4 and 2.6 below. If $\mathcal{D}_{S}$ is the form domain of the Schur complement and $\mathcal{D}_{-S}$ is its anti-dual, then condition (2.1) can be established e.g. by the representation theorems in Section 1.2.3. The last claim of the theorem in particular holds if $z_{\lambda}$ can be chosen zero for some $\lambda \in \Sigma$.

Actually, instead of (2.1) it suffices that $S_{0}(\lambda)-z_{\lambda}$ has a generalised inverse with a suitable extension property, see [Ger21, Cor. 2.9, Rem. 2.10]. Moreover, we derive another sufficient condition for the density of $\operatorname{dom} \mathcal{A}_{0}$ in [Ger21, Cor. 3.4 (i)].

### 2.2. Semigroup generation for damped wave equations with singular and/or unbounded damping and potential

For details concerning this section, see [Ger21, Sec. 4]. We employ Schur complement dominance to introduce a Dirichlet realisation of the matrix differential expression in (1.15) on $\Omega \subseteq \mathbb{R}^{n}$ in a suitable Hilbert space. Under the weak regularity assumption that the damping $a$ and potential $q$ are non-negative and locally integrable (which allows for strong dampings unrelated to the potential), the latter generates a strongly continuous contraction semigroup, see Theorem 2.4 below.

We implement $\mathcal{A}_{0}$ in the standard choice Hilbert space $\mathcal{H}=\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$, where $\mathcal{W}(\Omega)$ is the completion of $C_{0}^{\infty}(\Omega)$ with respect to

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{W}}:=\langle\nabla f, \nabla g\rangle_{L^{2}}+\left\langle q^{\frac{1}{2}} f, q^{\frac{1}{2}} g\right\rangle_{L^{2}}, \quad f, g \in C_{0}^{\infty}(\Omega) \tag{2.2}
\end{equation*}
$$

the space $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ was chosen also in [FST18] and it coincides with the considered Hilbert space in [AN15, Chap. 1.2.1] or [JTTV18] if the potential is uniformly bounded below. We define the matrix and its Schur complement as

$$
\mathcal{A}_{0}:=\left(\begin{array}{cc}
0 & I  \tag{2.3}\\
\Delta-q & -2 a
\end{array}\right), \quad S_{0}(\lambda):=-\frac{1}{\lambda}\left(-\Delta+q+2 \lambda a+\lambda^{2}\right), \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

in $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ and $L^{2}(\Omega)$, respectively, on their domains

$$
\begin{align*}
\operatorname{dom} \mathcal{A}_{0} & :=\left\{(f, g) \in \mathcal{W}(\Omega) \times \mathcal{D}_{S}:(\Delta-q) f-2 a g \in L^{2}(\Omega)\right\}, \\
\operatorname{dom} S_{0}(\lambda) & :=\left\{f \in \mathcal{D}_{S}:(\Delta-q-2 \lambda a) f \in L^{2}(\Omega)\right\} \tag{2.4}
\end{align*}
$$

Here $\mathcal{D}_{S}$ is the form domain of the Schur complement

$$
\mathcal{D}_{S}:=H_{0}^{1}(\Omega) \cap \operatorname{dom} q^{\frac{1}{2}} \cap \operatorname{dom} a^{\frac{1}{2}} .
$$

Theorem 2.4 ([Ger21, Thm. 4.2]). Let $a, q \in L_{\mathrm{loc}}^{1}(\Omega)$ with $a, q \geq 0$ a.e. in $\Omega$ and let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be as in (2.3) and (2.4). Then $\mathcal{A}_{0}$ generates a $C_{0}$-contraction semigroup on $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ and $\operatorname{dom} \mathcal{A}_{0}$ is dense in $\mathcal{W}(\Omega) \oplus \mathcal{D}_{S}$. Moreover, the (point and essential) spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ coincide on $\mathbb{C} \backslash(-\infty, 0]$,

$$
\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \backslash(-\infty, 0]=\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right) \backslash(-\infty, 0],
$$

and on $(-\infty, 0)$ we have

$$
\begin{aligned}
\sigma\left(\mathcal{A}_{0}\right) \cap(-\infty, 0) & \supseteq \sigma\left(S_{0}(\cdot)\right) \cap(-\infty, 0), \\
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \cap(-\infty, 0) & =\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right) \cap(-\infty, 0) .
\end{aligned}
$$

If [FST18, Asm. I] is satisfied, our realisation $\mathcal{A}_{0}$ coincides with the semigroup generator $G$ introduced in [FST18], see [Ger21, Rem. 4.3]. We also mention that our approach allows for distributional dampings like e.g. $a(x)=\delta\left(x-x_{0}\right)$ considered in [AN15, Chap. 4].

### 2.3. Further applications

We demonstrate our results based on three other spectral problems addressed in [Ger21]. While Section 2.3.1 is more substantial, the applications in Sections 2.3.2 and 2.3.3 are more of illustrative nature and are only briefly mentioned.
2.3.1. Second order matrix differential operators with singular and/ or unbounded coefficients. In [Ger21, Sec. 6], we study second order differential operator matrices of the form

$$
\mathcal{A}_{0}:=\left(\begin{array}{cc}
-\Delta+q & \nabla \cdot \mathbf{b}  \tag{2.5}\\
\mathbf{c} \cdot \nabla & d
\end{array}\right)
$$

in the Hilbert space $L^{2}(\Omega) \oplus L^{2}(\Omega)$ with an open set $\Omega \subseteq \mathbb{R}^{n}$ and Dirichlet boundary conditions, see also [BM20, Ibr17, IST16, IT17, Kon98, KLN08] for problems of similar type. Without imposing further restrictions on the coefficients, the matrix entries lack any structure of relative boundedness between them, which in previous results enforced assumptions on either the particular structure or the regularity of the coefficients, see e.g. [IST16] where latter were essentially assumed to be continuously differentiable.

We employ Theorem 2.3 to establish suitable realisations of $\mathcal{A}_{0}$ and its first Schur complement

$$
\begin{equation*}
S_{0}(\lambda):=-\nabla \cdot(\boldsymbol{\pi}(\lambda) \nabla)+q-\lambda, \quad \lambda \in \Theta \subseteq \mathbb{C} \backslash \text { ess ran } d, \tag{2.6}
\end{equation*}
$$

see (2.7), and in Theorem 2.6 we show the equivalence of their spectra under fairly general assumptions. In case that $q$ and $d$ are sectorial and $\mathbf{c}=\overline{\mathbf{b}}$, we show in Theorem 2.7 that $\mathcal{A}_{0}$ generates a strongly continuous contraction semigroup.
2.3.1.1. Spectral equivalence. Due to our distributional approach, we are able to reduce the imposed regularity of the coefficients to a minimum which is required to ensure a dominant Schur complement and the applicability of standard sesquilinear form methods to the latter.

Assumption 2.5 ([Ger21, Asm. 6.1]). Assume that the following hold.
(i) Basic assumptions on coefficients: Let $\mathbf{b}, \mathbf{c}: \Omega \rightarrow \mathbb{C}^{n}$ be measurable and

$$
q \in L_{\mathrm{loc}}^{1}(\Omega), \quad d \in L_{\mathrm{loc}}^{\infty}(\Omega)
$$

(ii) Regularity of $\boldsymbol{\pi}$ on $\Theta$ : Let $\Theta \subseteq \mathbb{C} \backslash$ ess ran $d$ be connected and assume

$$
\begin{equation*}
\boldsymbol{\pi}(\lambda):=I_{\mathbb{C}^{n}}+(d-\lambda)^{-1}(\mathbf{b} \otimes \mathbf{c}) \in L_{\mathrm{loc}}^{1}(\Omega)^{n \times n}, \quad \lambda \in \Theta . \tag{2.7}
\end{equation*}
$$

(iii) Sectoriality of Schur complement on $\Phi$ : For the set $\emptyset \neq \Phi \subseteq \Theta$ and all $\lambda \in \Phi$, assume there exist $\omega_{\lambda} \in(-\pi, \pi]$ and $\gamma_{\lambda} \geq 0$ such that both

$$
\widetilde{q}(\lambda):=\mathrm{e}^{\mathrm{i} \omega_{\lambda}} q+\gamma_{\lambda}, \quad \widetilde{\boldsymbol{\pi}}(\lambda):=\mathrm{e}^{\mathrm{i} \omega_{\lambda}} \boldsymbol{\pi}(\lambda)
$$

are sectorial (with vertex zero) in the sense of [Kat95, Sec. V.3.10] and that $\operatorname{Re} \tilde{\boldsymbol{\pi}}(\lambda)$ is positive definite. For all $\lambda, \mu \in \Phi$, let $m_{\lambda, \mu}, M_{\lambda, \mu}>0$ such that

$$
\begin{align*}
& m_{\lambda, \mu} \operatorname{Re} \widetilde{q}(\mu) \leq \operatorname{Re} \widetilde{q}(\lambda) \leq M_{\lambda, \mu} \operatorname{Re} \widetilde{q}(\mu),  \tag{2.8}\\
& m_{\lambda, \mu} \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\mu) \leq \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda) \leq M_{\lambda, \mu} \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\mu) .
\end{align*}
$$

(iv) Dominance of Schur complement: For all $\lambda \in \Phi$, assume that

$$
(d-\lambda)^{-1} \max \left(\left|(\operatorname{Re} \tilde{\boldsymbol{\pi}}(\lambda))^{-\frac{1}{2}} \mathbf{b}\right|,\left|(\operatorname{Re} \tilde{\boldsymbol{\pi}}(\lambda))^{-\frac{1}{2}} \overline{\mathbf{c}}\right|\right) \in L^{\infty}(\Omega)
$$

The regularity assumptions in (i) and (ii) above essentially ensure that the sesquilinear form of the Schur complement is densely defined, while its sectoriality (after shift and rotation) for parameters $\lambda \in \Phi$ is provided by (iii). Property (2.1) can then be established for such $\lambda$ by the standard representation theorem for msectorial operators, see [Kat95, Thm. VI.2.1]. The required dominance of the Schur complement, however, is guaranteed by the boundedness of the combination in (iv). Note that the local boundedness of $d$ is assumed for the sake of simplicity and can be relaxed; see [Ger21, Rem. 6.2] for more details on the above.

Under the assumptions above, our realisation of the operator matrix $\mathcal{A}_{0}$ in (2.5) and its Schur complement $S_{0}(\cdot)$ in (2.6) are defined to act on the domains

$$
\begin{align*}
& \operatorname{dom} \mathcal{A}_{0}:=\left\{(f, g) \in \mathcal{D}_{S} \times \mathcal{D}_{2}:(\Delta-q) f-\nabla \cdot \mathbf{b} g \in L^{2}(\Omega)\right. \\
&\left.\mathbf{c} \cdot \nabla f+d g \in L^{2}(\Omega)\right\} \tag{2.9}
\end{align*}
$$

$\operatorname{dom} S_{0}(\lambda):=\left\{f \in \mathcal{D}_{S}:(\nabla \cdot(\boldsymbol{\pi}(\lambda) \nabla)-q) f \in L^{2}(\Omega)\right\} ;$
here the space $\mathcal{D}_{S}$ is the closure of $C_{0}^{\infty}(\Omega)$ with respect to

$$
\|f\|_{S}^{2}:=\left\|\left(\operatorname{Re} \widetilde{\boldsymbol{\pi}}\left(\lambda_{0}\right)\right)^{\frac{1}{2}} \nabla f\right\|_{L^{2}}^{2}+\left\|\left(\operatorname{Re} \widetilde{q}\left(\lambda_{0}\right)\right)^{\frac{1}{2}} f\right\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}, \quad f \in C_{0}^{\infty}(\Omega)
$$

where $\lambda_{0} \in \Phi$ is fixed arbitrarily and $\mathcal{D}_{2}$ is the weighted space

$$
\mathcal{D}_{2}:=L^{2}\left(\Omega,\left|d-\lambda_{0}\right|^{2} \omega^{-2}\right), \quad \omega:=\max \left(1,\left|\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \overline{\mathbf{c}}\right|\right)
$$

We point out that (as topological spaces) neither $\mathcal{D}_{S}$ nor $\mathcal{D}_{2}$, and thus neither $\mathcal{A}_{0}$ nor $S_{0}(\cdot)$, depend on the choice of $\lambda_{0}$, see (2.8) and [Ger21, Lem. 6.11].

Theorem 2.6 ([Ger21, Thm. 6.3]). Under Assumption 2.5, the (point and essential) spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$, defined as in (2.5), (2.6) and (2.9), are equivalent on the set $\Phi$, i.e.

$$
\begin{equation*}
\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \cap \Phi=\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right) \cap \Phi \tag{2.10}
\end{equation*}
$$

On the remaining part of $\Theta$, they satisfy

$$
\begin{align*}
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \cap(\Theta \backslash \Phi) & =(\Theta \backslash \Phi) \cap \sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right),  \tag{2.11}\\
\sigma\left(\mathcal{A}_{0}\right) \cap(\Theta \backslash \Phi) & \supset(\Theta \backslash \Phi) \cap \sigma\left(S_{0}(\cdot)\right) .
\end{align*}
$$

A sufficient condition on the density of $\operatorname{dom} \mathcal{A}_{0}$ in $L^{2}(\Omega) \oplus L^{2}(\Omega)$ can be found in [Ger21, Thm. 6.3].
2.3.1.2. Semigroup generation. We consider the case that $\mathbf{c}=\overline{\mathbf{b}}$ and that $q$ and $d$, respectively, are sectorial with semi-angle $\theta_{q}$ and $\theta_{d}$ (and vertex zero) in the sense of [Kat95, Sec. V.3.10]. In this setting, the Schur complement is sectorial (without rotation or shift) and $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ can be defined as above with the choice

$$
\begin{equation*}
\lambda_{0}:=-1, \quad \tilde{\pi}:=\pi, \quad \widetilde{q}:=q . \tag{2.12}
\end{equation*}
$$

The analogous spectral equivalence to Theorem 2.6 (on certain sectors $\Theta$ and $\Phi$ below) then leads to the m-accretivity of $-\mathcal{A}_{0}$, and thus to the semigroup generation.

Theorem 2.7 ([Ger21, Thm. 6.5]). Let Assumption 2.5 (i) hold with $\mathbf{c}=\overline{\mathbf{b}}$ and sectorial $q$ and $d$ as above. Let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be as in (2.5), (2.6) and (2.9) with (2.12) therein, where $\boldsymbol{\pi}$ is as in (2.7). If the following holds

$$
\begin{equation*}
(d+1)^{-1}(\mathbf{b} \otimes \overline{\mathbf{b}}) \in L_{\mathrm{loc}}^{1}(\Omega)^{n \times n}, \quad(d+1)^{-1}(\operatorname{Re} \boldsymbol{\pi}(-1))^{-\frac{1}{2}} \mathbf{b} \in L^{\infty}(\Omega)^{n} \tag{2.13}
\end{equation*}
$$

then $\mathcal{A}_{0}$ generates a strongly continuous contraction semigroup on $L^{2}(\Omega) \oplus L^{2}(\Omega)$, its domain is dense in $L^{2}(\Omega) \oplus L^{2}(\Omega)$ and the relations (2.10) and (2.11) hold with

$$
\Theta:=\left\{\lambda \in \mathbb{C}:|\arg \lambda|>\theta_{d}\right\}, \quad \Phi:=\left\{\lambda \in \mathbb{C}:|\arg \lambda|>\max \left(\theta_{q}, \theta_{d}\right)\right\}
$$

We mention that, similarly to (2.13) above, for Theorem 2.6 it suffices that Assumption 2.5 (iv) holds only in an arbitrary point $\lambda_{0} \in \Phi$, see [Ger21, Rem. 6.2 (iv)].
2.3.2. Klein-Gordon equations with purely imaginary potential. We consider the Klein-Gordon equation with purely imaginary potential, where the latter is only assumed to be locally square integrable, see [Ger21, Sec. 5]. Our analysis relies on relating the problem to a suitable wave equation and employing the previously established spectral equivalence in Theorem 2.4. We thereby show that the resulting operator matrix is closed, densely defined and boundedly invertible, see [Ger21, Thm. 5.1].

In [Ger21, Ex. 5.2], we conclude that for the special potential $V(x)=\mathrm{i} x$ in one dimension, the operator matrix has empty spectrum, which corresponds to the analogous result for the Airy operator in case of the Schrödinger equation.
2.3.3. Dirac operators with potentials satisfying a Hardy-Dirac inequality. Selfadjoint realisations of certain Dirac operators with Coulomb-type potentials were established in [EL07], which we show to be a particular case of our abstract construction. The coercivity of the Schur complement therein is provided by a Hardy-Dirac inequality, which was established in the earlier works [DES00, DELV04]. In [Ger21, Sec. 7.1], we illustrate the underlying spaces and operators in our framework, and thereby recover the result in [EL07]. In addition, we obtain the spectral equivalence to the first Schur complement, see [Ger21, Prop. 7.2, Rem. 7.3].

## CHAPTER 3

## Pseudo numerical ranges and spectral enclosures

This chapter is based on the work in [GT21] and contains a brief (and nonexhaustive) summary of the latter, where the stated results are mostly simplified. Section 3.2 consists of the main results, which are applied in Section 3.3 to the damped wave equation while in Section 3.4 further results from [GT21] are sketched.

### 3.1. Preliminaries

We recall crucial notions which were already briefly mentioned in Chapter 1. For a domain $\Theta \subseteq \mathbb{C}$ and a family of linear operators $T(\lambda), \lambda \in \Theta$, in a Hilbert space $\mathcal{H}$, the spectrum and resolvent set are defined as

$$
\sigma(T(\cdot))=\{\lambda \in \Theta: 0 \in \sigma(T(\lambda))\}, \quad \rho(T(\cdot))=\mathbb{C} \backslash \sigma(T(\cdot))
$$

and analogously for various parts of the spectrum, as well as the numerical range, see e.g. [Mar88, Sec. 11.2, Sec. 26.3]. Analogously, for a family $\mathcal{L}(\lambda), \lambda \in \Theta$, of linear operators admitting a ( $\lambda$-dependent) matrix representation with respect to the decomposition $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ of the underlying Hilbert space, see (1.9), the quadratic numerical range is given as

$$
W^{2}(\mathcal{L}(\cdot))=\left\{\lambda \in \Theta: 0 \in W^{2}(\mathcal{L}(\lambda))\right\} \subseteq W(\mathcal{L}(\cdot))
$$

the above notion was introduced in [Tre10] (for holomorphic families of bounded operator matrices), cf. [RTW14] for the block numerical range. Note that, considering the trivial families $T(\lambda)=A-\lambda$ and $\mathcal{L}(\lambda)=\mathcal{A}-\lambda, \lambda \in \mathbb{C}$, these definitions include the corresponding ones for linear operators and operator matrices.

### 3.2. Main results

In order to minimise the notations and best convey the idea behind the introduced notions, we restrict ourselves to the case $n=1$ and $n=2$, i.e. to the notions of pseudo numerical and pseudo quadratic numerical range. The definition and properties of the pseudo block numerical range for arbitrary size $n \in \mathbb{N}$ are a straightforward generalisation of the case $n=2$ and can be found in [GT21, Sec. 4].
3.2.1. The pseudo numerical range. The convenient properties of the numerical range of an operator $A$ in a Hilbert space $\mathcal{H}$ mentioned in Section 1.2.4 are based on the fact that its $\varepsilon$-approximate point spectra are included in the $\varepsilon$ neighbourhoods of the numerical range, i.e.

$$
\begin{align*}
\sigma_{\mathrm{ap}, \varepsilon}(A)=\left\{\lambda \in \mathbb{C}: \exists f \in \operatorname{dom} A, \quad\|f\|_{\mathcal{H}}\right. & =1, \\
& \left.\|(A-\lambda) f\|_{\mathcal{H}}<\varepsilon\right\} \subseteq B_{\varepsilon}(W(A)) \tag{3.1}
\end{align*}
$$

see e.g [Nev93, Def. 2.2.5]. Aiming to recover the above property in a suitable sense for an operator family $T(\lambda), \lambda \in \Theta$, we introduce the following notion; the
corresponding one for families of sesquilinear forms is omitted here and can be found in [GT21, Sec. 2].

Definition 3.1 ([GT21, Def. 2.1]). The pseudo numerical range of $T(\cdot)$ is defined as the intersection

$$
W_{\Psi}(T(\cdot)):=\bigcap_{\varepsilon>0} W_{\varepsilon}(T(\cdot)), \quad W_{\varepsilon}(T(\cdot)):=\bigcup_{\|B\|<\varepsilon} W(T(\cdot)+B), \quad \varepsilon>0 . \quad / /
$$

Like its classical counterpart, the pseudo numerical range is in general neither connected nor bounded (even for bounded operator values). By definition, it always contains the classical numerical range and the inclusion might be proper, see [GT21, Ex. 3.2].

The set $W_{\varepsilon}(T(\cdot))$ above in fact coincides with the $\varepsilon$-pseudo numerical range previously introduced in [ET17, Def. 4.1], leading to the equivalent characterisation (3.3) below. The advantages of our definition of $W_{\varepsilon}(T(\cdot))$ become evident in higher dimensions, see Section 3.2.4 below.

Proposition 3.2 ([GT21, Prop. 2.3]). For every $\varepsilon>0$, we have

$$
\begin{equation*}
W_{\varepsilon}(T(\cdot))=\left\{\lambda \in \Theta: \exists f \in \operatorname{dom} T(\lambda),\|f\|_{\mathcal{H}}=1,\left|\langle T(\lambda) f, f\rangle_{\mathcal{H}}\right|<\varepsilon\right\} \tag{3.2}
\end{equation*}
$$

which then leads to the equivalent characterisation

$$
\begin{equation*}
W_{\Psi}(T(\cdot))=\{\lambda \in \Theta: 0 \in \overline{W(T(\lambda))}\} \tag{3.3}
\end{equation*}
$$

The identity (3.3) above provides the invariance of the pseudo numerical range with respect to closures and Friedrichs extensions, see [GT21, Prop. 2.4. (i), (iii)]. We point out that the set in (3.3) was recently used in [BM20] to study linear (non-monic) pencils of operators.

In the simplest case $T(\lambda)=A-\lambda, \lambda \in \mathbb{C}$, the pseudo numerical range by (3.3) coincides with the closure of the numerical range. For general families however, $W_{\Psi}(T(\cdot))$ is neither open nor closed in $\Theta$, see [GT21, Ex. 3.2 (i), Ex. 2.9], and neither the closures nor the interiors of pseudo numerical and classical numerical range in the relative topology of $\Theta$ need to coincide, see [GT21, Ex. 3.2].

For the pseudo numerical range, the $\varepsilon$-neighbourhoods in (3.1) are replaced by the sets $W_{\varepsilon}(T(\cdot))$, implying that the enclosure (1.8) for the approximate point spectrum continues to hold not only for the trivial family $T(\lambda)=A-\lambda$, but also for arbitrary families.

Proposition 3.3 ([GT21, Prop. 3.1]). For any $\varepsilon>0$, we have

$$
\sigma_{\mathrm{ap}, \varepsilon}(T(\cdot)) \subseteq W_{\varepsilon}(T(\cdot)), \quad\left\|T(\lambda)^{-1}\right\| \leq \frac{1}{\varepsilon}, \quad \lambda \in \rho(T(\cdot)) \backslash W_{\varepsilon}(T(\cdot))
$$

and hence for the approximate point spectrum that

$$
\sigma_{\mathrm{app}}(T(\cdot)) \subseteq W_{\Psi}(T(\cdot))
$$

Like for the classical numerical range, more assumptions are needed such that $W_{\Psi}(T(\cdot))$ encloses the full spectrum $\sigma(T(\cdot))$; sufficient conditions for the latter are given in [GT21, Prop. 3.1, Rem. 3.7]
3.2.2. Relation between $W_{\Psi}(T(\cdot))$ and $\overline{W(T(\cdot))} \cap \Theta$. In general, there is no relation between the pseudo numerical range and the closure of the numerical range in $\Theta$, see [GT21, Ex. 2.9, Ex. 3.2]. Nevertheless, one inclusion holds for families of m-sectorial operators with constant form domain under a certain continuity assumption.

Theorem 3.4 ([GT21, Thm. 2.8]). Let $T(\cdot)$ be a family of m-sectorial operators such that the associated forms $\mathbf{t}(\cdot)$, see $[\operatorname{Kat95,~Thm.~VI.2.1],~have~constant~form~}$ domain $\mathcal{D}_{\mathbf{t}}$. Suppose that, for each $\lambda_{0} \in \Theta$, there exist $r, C>0$ and

$$
w: B_{r}\left(\lambda_{0}\right) \rightarrow[0, \infty), \quad \lim _{\lambda \rightarrow \lambda_{0}} w(\lambda)=0
$$

such that for all $\lambda \in B_{r}\left(\lambda_{0}\right)$ and $f \in \mathcal{D}_{\mathbf{t}}$ we have

$$
\left|\mathbf{t}\left(\lambda_{0}\right)(f, f)-\mathbf{t}(\lambda)(f, f)\right| \leq w(\lambda)\left(\left|\operatorname{Re} \mathbf{t}\left(\lambda_{0}\right)(f, f)\right|+C\|f\|_{\mathcal{H}}^{2}\right) .
$$

Then the following inclusion holds

$$
\overline{W(T(\cdot))} \cap \Theta \subseteq \overline{W(\mathbf{t}(\cdot))} \cap \Theta \subseteq W_{\Psi}(T(\cdot))
$$

Employing the analogous notion of pseudo numerical range for form families, the statement above can in fact be formulated more generally, see [GT21, Thm. 2.8] for details. However, the assumption on the constant form domain cannot be omitted even if the family is analytic, see [GT21, Ex. 2.9].

The reverse inclusion, which by Proposition 3.3 automatically gives a spectral enclosure, is true for operator polynomials whose leading coefficient is uniformly bounded below in a certain sense.

Proposition 3.5 ([GT21, Prop. 2.7]). Let $T(\cdot)$ be an operator polynomial of order $n \in \mathbb{N}$ with (possibly unbounded) coefficients, i.e.

$$
T(\lambda)=\sum_{k=0}^{n} \lambda^{k} A_{k}, \quad \operatorname{dom} T(\lambda)=\bigcap_{k=0}^{n} \operatorname{dom} A_{k}, \quad \lambda \in \mathbb{C} .
$$

Then the following holds

$$
0 \notin \overline{W\left(A_{n}\right)} \Longrightarrow \quad \sigma_{\text {app }}(T(\cdot)) \subseteq W_{\Psi}(T(\cdot)) \subseteq \overline{W(T(\cdot))} \cap \Theta
$$

This generalises the analogous result for bounded operator polynomials in [Mar88, Thm. 26.7]; see also [Wag07, Prop. 3.3] for the block numerical range.
3.2.3. Spectral enclosures for holomorphic families. We employ the pseudo numerical range to prove a spectral enclosure for type (B) holomorphic operator families in the sense of [Kat95, Sec. VII.4].

Theorem 3.6 ([GT21, Thm. 3.3]). Let $T(\cdot)$ be type (B) holomorphic, associated with a type (a) holomorphic family $\mathbf{t}(\cdot)$. If there exist $k \in \mathbb{N}_{0}$ and $\mu \in \Theta$ such that

$$
\begin{equation*}
0 \notin \overline{W\left(\mathbf{t}^{(k)}(\mu)\right)} \tag{3.4}
\end{equation*}
$$

then the pseudo numerical range of $T(\cdot)$ and the closure of the standard numerical range of $\mathbf{t}(\cdot)$ in $\Theta$ are equal and the following spectral enclosure holds

$$
\sigma(T(\cdot)) \subseteq W_{\Psi}(T(\cdot))=\overline{W(\mathbf{t}(\cdot))} \cap \Theta
$$

If, in addition, $T(\cdot)$ has constant domain, then

$$
\sigma(T(\cdot)) \subseteq W_{\Psi}(T(\cdot))=\overline{W(T(\cdot))} \cap \Theta
$$

In fact, it suffices to assume (3.4) only on a core of $\mathbf{t}(\mu)$, and $W_{\Psi}(T(\cdot)) \neq \Theta$ implies (3.4) with $k=0$, see [GT21, Equ. (3.2), Rem. 3.4. (i)]. For type (A) holomorphic families in the sense of [Kat95, Sec. VII.2], the analogous result holds without making use of the pseudo numerical range.

Theorem 3.7 ([GT21, Thm. 3.5]). Let $T(\cdot)$ be type (A) holomorphic . If there exist $k \in \mathbb{N}_{0}$ and $\mu \in \Theta$ such that

$$
0 \notin \overline{W\left(T^{(k)}(\mu)\right)},
$$

then the following spectral enclosure holds

$$
\sigma_{\mathrm{app}}(T(\cdot)) \subseteq \overline{W(T(\cdot))} \cap \Theta
$$

Both Theorems 3.6 and 3.7 generalise the classical result [Mar88, Thm. 26.6] for bounded holomorphic families, see also [Wag07, Thm. 2.14] for its generalisation to the block numerical range. Examples where the assumptions above are violated and the spectral inclusion fails can be found in [GT21, Ex. 2.6, Ex. 3.2].
3.2.4. The pseudo quadratic numerical range. We introduce the pseudo quadratic numerical range of an operator matrix family.

Definition 3.8 ([GT21, Def. 4.1]). The pseudo quadratic numerical range is defined as the intersection

$$
W_{\Psi}^{2}(\mathcal{L}(\cdot)):=\bigcap_{\varepsilon>0} W_{\varepsilon}^{2}(\mathcal{L}(\cdot)), \quad W_{\varepsilon}^{2}(\mathcal{L}(\cdot)):=\bigcup_{\|\mathcal{B}\|<\varepsilon} W^{2}(\mathcal{L}(\cdot)+\mathcal{B}), \quad \varepsilon>0
$$

Note that the quadratic numerical range and the pseudo quadratic numerical range are clearly related in the same way as their classical counterparts, i.e.

$$
W_{\Psi}^{2}(\mathcal{L}(\cdot)) \subseteq W_{\Psi}(\mathcal{L}(\cdot))
$$

see [GT21, Prop. 4.6 (i)]. The concept to obtain possibly tighter spectral enclosures by exploiting the matrix structure of $\mathcal{L}(\cdot)$ is thus transmitted from classical to pseudo numerical ranges.

Regarding the alternative characterisation of $W_{\Psi}(T(\cdot))$ in Proposition 3.2, several other ways of defining the pseudo quadratic numerical range might seem natural, see [GT21, Def. 4.3]. For instance, inspired by (3.3), one can consider

$$
W_{\Psi, 0}^{2}(\mathcal{L}(\cdot)):=\left\{\lambda \in \Theta: 0 \in \overline{W^{2}(\mathcal{L}(\lambda))}\right\}
$$

A straightforward generalisation of (3.2) would be

$$
\begin{aligned}
W_{\Psi, 1}^{2}(\mathcal{L}(\cdot)):=\bigcap_{\varepsilon>0}\{\lambda \in \Theta: \exists(f, g) & \in \operatorname{dom} \mathcal{L}(\lambda) \\
& \left.\|f\|_{\mathcal{H}_{1}}=\|g\|_{\mathcal{H}_{2}}=1,\left|\operatorname{det}\left(\mathcal{L}(\lambda)_{f, g}\right)\right|<\varepsilon\right\}
\end{aligned}
$$

where $\mathcal{L}(\lambda)_{f, g}$ denotes the ( $\lambda$-dependent) scalar matrix analogous to the one in (1.12), see [GT21, Def. 4.1 (i)]. Another possibility is to consider only diagonal perturbations

$$
W_{\Psi, 2}^{2}(\mathcal{L}(\cdot)):=\bigcap_{\varepsilon>0} \bigcup_{\left\|B_{i}\right\|<\varepsilon} W^{2}\left(\mathcal{L}(\cdot)+\operatorname{diag}\left(B_{1}, B_{2}\right)\right)
$$

Recall that for the pseudo numerical range, the analogous notions above coincide. In the quadratic case, they are in general only nested between the classical numerical range and the pseudo numerical range.

Proposition 3.9 ([GT21, Prop. 4.4]). The following inclusions hold.

$$
W^{2}(\mathcal{L}(\cdot)) \subseteq W_{\Psi, 1}^{2}(\mathcal{L}(\cdot)) \subseteq W_{\Psi, 0}^{2}(\mathcal{L}(\cdot)) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}(\cdot)) \subseteq W_{\Psi}^{2}(\mathcal{L}(\cdot))
$$

In [GS21, Ex. 4.5], we show that these alternative notions all fail to enclose the approximate point spectrum of $\mathcal{L}(\cdot)$ in general. For the set $W_{\Psi, 0}^{2}(\mathcal{L}(\cdot))$, and thus for $W_{\Psi, 1}^{2}(\mathcal{L}(\cdot))$, this is also reflected in the fact that

$$
W_{\Psi, 0}^{2}(\mathcal{L}(\cdot))=\overline{W^{2}(\mathcal{L}(\cdot))}=\overline{W^{2}(\mathcal{A})}
$$

for the trivial family $\mathcal{L}(\lambda)=\mathcal{A}-\lambda, \lambda \in \mathbb{C}$. Indeed, this means that their spectral enclosure fails whenever it fails for the closure of the quadratic numerical range. However, by our particular choice from the non-equivalent definitions above, the pseudo quadratic numerical range exhibits precisely the same convenient properties regarding the spectrum and resolvent norm as the pseudo numerical range.

Theorem 3.10 ([GT21, Thm. 4.10]). For any $\varepsilon>0$, we have

$$
\sigma_{\mathrm{ap}, \varepsilon}(\mathcal{L}(\cdot)) \subseteq W_{\varepsilon}^{2}(\mathcal{L}(\cdot)), \quad\left\|\mathcal{L}(\lambda)^{-1}\right\| \leq \frac{1}{\varepsilon}, \quad \lambda \in \rho(\mathcal{L}(\cdot)) \backslash W_{\varepsilon}^{2}(\mathcal{L}(\cdot))
$$

and hence for the approximate point spectrum that

$$
\sigma_{\text {app }}(\mathcal{L}(\cdot)) \subseteq W_{\Psi}^{2}(\mathcal{L}(\cdot))
$$

As usual, additional assumptions are needed for the enclosure of the full spectrum, see [GT21, Rem. 3.7, Prop. 4.10] for sufficient conditions.

### 3.3. Spectral enclosure for damped wave equations with $p$-subordinate damping

We revisit the spectral problem for the damped wave equation, see Sections 1.5 and 2.2. Assuming that the damping satisfies a certain form-subordination condition (3.5) with respect to $-\Delta+q$, we establish an enclosure for the spectrum of the Schur complement of the semigroup generator $\mathcal{A}_{0}$ in Theorem 2.4. More precisely, we consider the following abstract spectral problem; details can be found in [GT21, Sec. 7].

Suppose that $\mathbf{t}_{0}$ and a are densely defined sesquilinear forms in $\mathcal{H}$ such that $\mathbf{t}_{0}$ is closed, $\mathbf{t}_{0} \geq \kappa_{0} \geq 0$ and $\mathbf{a} \geq \alpha_{0} \geq 0$. Assume there exist $\kappa \leq \kappa_{0}, p \in[0,1)$ and $C_{p}>0$ such that

$$
\begin{equation*}
\mathbf{a}(f, f) \leq C_{p}\left(\left(\mathbf{t}_{0}-\kappa\right)(f, f)\right)^{p}\left(\|f\|_{\mathcal{H}}^{2}\right)^{1-p}, \quad f \in \operatorname{dom} \mathbf{t}_{0} \subseteq \operatorname{dom} \mathbf{a} \tag{3.5}
\end{equation*}
$$

i.e. such that $\mathbf{a}$ is $p$-subordinate to $\mathbf{t}_{0}-\kappa$ in the sense of forms, cf. [Mar88, Sec. 5.1] for operator subordinacy. Consider the following quadratic pencil of forms

$$
\begin{equation*}
\mathbf{t}(\lambda):=\mathbf{t}_{0}+2 \lambda \mathbf{a}+\lambda^{2}, \quad \operatorname{dom} \mathbf{t}(\lambda):=\operatorname{dom} \mathbf{t}_{0}, \quad \lambda \in \mathbb{C} . \tag{3.6}
\end{equation*}
$$

The correlation to the Schur complement $S_{0}(\cdot)$ in Theorem 2.4 is then given by considering $\mathcal{H}=L^{2}\left(\mathbb{R}^{n}\right)$ and the particular forms

$$
\begin{align*}
\mathbf{a}(f, f) & :=\int_{\mathbb{R}^{n}} a|f|^{2} \mathrm{~d} x, & \operatorname{dom} \mathbf{a}:=\operatorname{dom} a^{\frac{1}{2}}, \\
\mathbf{t}_{0}(f, f) & :=\int_{\mathbb{R}^{n}}|\nabla f|^{2} \mathrm{~d} x+\int_{\mathbb{R}^{n}} q|f|^{2} \mathrm{~d} x, & \operatorname{dom} \mathbf{t}_{0}:=H^{1}\left(\mathbb{R}^{n}\right) \cap \operatorname{dom} q^{\frac{1}{2}}, \tag{3.7}
\end{align*}
$$

such that for $\lambda \neq 0$ one has $\mathbf{t}(\lambda)=-\lambda \mathbf{s}_{0}(\lambda)$ on $\operatorname{dom} \mathbf{t}(\lambda)=\operatorname{dom} \mathbf{s}_{0}(\lambda)=\mathcal{D}_{S}$, where $\mathbf{s}_{0}(\cdot)$ denotes the family of forms associated with the Schur complement, see [Ger21,

Prop. 4.11]. Notice that when assuming (3.5), which implies relative form-boundedness of order zero, the assumptions of Theorem 2.3, and thus the equivalence of (point and essential) spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$, hold on whole $\mathbb{C} \backslash\{0\}$. The point $\lambda=0$, however, has to be considered separately (and exhibits different behaviour depending on the underlying potential $q$, see also the last part of Example 3.12).

Employing Theorem 3.6 to the operator family associated with (3.6) and using condition (3.5) to localise its pseudo numerical range, we obtain the following spectral enclosure. The latter in particular implies that the spectrum lies in the left half of the complex plane, which agrees with the m-accretivity of $-\mathcal{A}_{0}$ obtained in Theorem 2.4.

Theorem 3.11 ([GT21, Thm. 7.1]). Let $\mathbf{t}(\cdot)$ be as in (3.6) such that (3.5) is satisfied. Then $\mathbf{t}(\cdot)$ is type (a) holomorphic in the sense of [Kat95, Sec. VII.4] and the corresponding type (B) holomorphic family $T(\cdot)$ satisfies the following.
(i) The non-real spectrum of $T(\cdot)$ is contained in

$$
\begin{aligned}
& \sigma(T(\cdot)) \backslash \mathbb{R} \subseteq\left\{z \in \mathbb{C}: \operatorname{Re} z \leq-\alpha_{0},|z| \geq \sqrt{\kappa_{0}}\right. \\
&\left.|\operatorname{Im} z| \geq \sqrt{\max \left\{0, C_{p}^{-\frac{1}{p}}|\operatorname{Re} z|^{\frac{1}{p}}-|\operatorname{Re} z|^{2}+\kappa\right\}}\right\}
\end{aligned}
$$

(ii) If $p<\frac{1}{2}$, or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}<1$, or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}=1$ and $\kappa>0$, then

$$
\sigma(T) \cap \mathbb{R}=\emptyset \quad \vee \quad \sigma(T) \cap \mathbb{R} \subseteq\left[s^{-}, s^{+}\right]
$$

(iii) If $p>\frac{1}{2}$, or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}>1$, or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}=1$ and $\kappa \leq 0$, then

$$
\sigma(T) \cap \mathbb{R} \subseteq\left(-\infty, r^{+}\right] \cup\left[s^{-}, s^{+}\right] \quad \vee \quad \sigma(T) \cap \mathbb{R} \subseteq\left(-\infty, s^{+}\right]
$$

In (ii) and (iii) above, the interval bounds $\infty<r^{+}<s^{-} \leq s^{+} \leq 0$ depend on the problem parameters $p, C_{p}, \kappa_{0}$ and $\kappa$; see [GT21, Thm. 7.1] for more details, including a separate discussion of the case $\kappa=0$.


Figure 1. Enclosures in Theorem 3.11 for $\sigma(T) \backslash \mathbb{R}$ in (i) (blue) and for $\sigma(T) \cap \mathbb{R}$ in (ii) and (iii) (red in (A) and (C), empty in (B)).

We remark that the enclosure for the non-real spectrum in [JT09, Thm. 3.2, Part 5] is a special case of Theorem 3.11 (i). The enclosure for the real spectrum in [JT09,

Thm. 3.2, Part 5], however, can substantially be improved by Theorem 3.11 (ii), since the latter gives $\sigma(T(\cdot)) \cap \mathbb{R}=\emptyset$, see [GT21, Rem. 7.3].

Example 3.12 ([GT21, Ex. 7.5]). We apply Theorem 3.11 to a particular example. In the space $\mathcal{H}=L^{2}\left(\mathbb{R}^{n}\right)$ with $n \geq 3$, we consider (3.7) with locally integrable $a$ and $q$, such that the damping is non-zero and bounded by

$$
a(x) \leq \sum_{j=1}^{m}\left|x-x_{j}\right|^{-t}+u(x)+v(x)
$$

where $m \in \mathbb{N} \cup\{0\}, t \in[0,2)$ and $u \in L^{s}\left(\mathbb{R}^{n}\right)$. The first two terms are then subordinate to the gradient in $\mathbf{t}_{0}$, and we assume the third term to be subordinate to the potential by

$$
v(x) \leq c_{1} q(x)^{r}+c_{2}
$$

see [GT21, Ex. 7.5] for details. We prove that the assumptions of Theorem 3.11 are satisfied and provide formulas for the parameters $p, \kappa$ and $C_{p}$ therein (depending on the constants involved), see [GT21, Equ. (7.17)]. In the particular case that

$$
a(x)=|x|^{k}, \quad k \in[0,2), \quad q(x)=|x|^{2}, \quad x \in \mathbb{R}^{n}
$$

the above simplify and we determine the precise enclosures emerging from Theorem 3.11, see the last part of [GT21, Ex. 7.5]. Finally, we mention that in this case $\lambda=0$ is in the resolvent set of the semigroup generator $\mathcal{A}_{0}$ in Theorem 2.4; this can be shown analogously as in the proof of [Ger21, Thm. 5.1], using that the harmonic oscillator $-\Delta+q$ in $L^{2}\left(\mathbb{R}^{n}\right)$ is boundedly invertible.

### 3.4. Further applications

The remaining results in [GT21, Sec. 5, Sec. 6] are spectral enclosures for operator matrix (families) under the assumption of suitable relative boundedness relations within their entries. Since this thesis is centered around non-standard dominance patterns, these results will be mentioned only briefly in this section.
3.4.1. Spectral enclosures in terms of pseudo numerical ranges of Schur complements. The detailed results in this section can be found in [GT21, Sec. 5]. Assuming that a family of operator matrices $\mathcal{L}(\cdot)$ is pointwise either diagonally dominant or off-diagonally dominant with boundedly invertible off-diagonal elements, see [Tre08, Sec. 2.2] for the notion of (off-)diagonal dominance, we show that

$$
\sigma_{\mathrm{app}}(\mathcal{L}(\cdot)) \cap \rho(A(\cdot)) \cap \rho(D(\cdot)) \subseteq W_{\Psi}\left(S_{1}(\cdot)\right) \cup W_{\Psi}\left(S_{2}(\cdot)\right) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}(\cdot))
$$

see [GT21, Thm. 5.1]. Moreover, we show that if $\operatorname{dim} \mathcal{H}_{1} \geq 2$ and $\mathcal{L}(\cdot)$ has pointwise symmetric corners, i.e. $C(\cdot) \subseteq B^{*}(\cdot)$, and if $A(\cdot)$ and $-D(\cdot)$, respectively, are accretive and sectorial in the sense of [Kat95, Sec. V.3.10], then

$$
\sigma_{\text {app }}(\mathcal{L}(\cdot)) \cap \rho(D(\cdot)) \subseteq W_{\Psi}\left(S_{1}(\cdot)\right) \cup W_{\Psi}(D(\cdot)) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}(\cdot)),
$$

see [GT21, Thm. 5.3] for analogous results assuming similar structures. The above spectral enclosures are possibly tighter than the general one by the pseudo quadratic numerical range in Theorem 3.10. We point out that our results do not restrict the size of involved relative bounds.
3.4.2. Structured operator matrices. We apply the results from the previous section to operator matrices $\mathcal{A}$ with a particular structure in [GT21, Sec. 6]. More precisely, we therein assume that $C \subseteq B^{*}$ and that $A$ and $-D$ are at least accretive (possibly sectorial) and their numerical ranges are separated by a strip

$$
\operatorname{Re} W(D) \leq \delta<0<\alpha \leq \operatorname{Re} W(A)
$$

see [GT21, Equ. (6.2)] for the detailed assumption. Supposing for instance that $\mathcal{A}$ is diagonally dominant and that $A$ and $-D$ are m-accretive, i.e. essentially that the imaginary axis is in both their resolvent sets, we show in [GT21, Thm. 6.1] that the approximate point spectrum of $\mathcal{A}$ satisfies the enclosure

$$
\sigma_{\mathrm{app}}(\mathcal{A}) \subseteq(-\Sigma \cup \Sigma) \cap\{z \in \mathbb{C}: \operatorname{Re} z \notin(\delta, \alpha)\}
$$

here the set $\Sigma$ is the smallest sector containing both $W(A)$ and $W(-D)$. This generalises [Tre09, Thm. 5.2], where the order of diagonal dominance was assumed to be zero. Finally, in [GT21, Prop. 6.5], we give sufficient conditions in terms of the relative bounds for the enclosure of the whole spectrum in the above double sector. Several other dominance and structural patterns arising from [GT21, Thm. 5.1, Thm. 5.3] are treated analogously.

## CHAPTER 4

## Schrödinger operators with accretive potentials in weighted spaces

This chapter is based on the work [GS21], where more details on the following can be found. In Section 4.1 we summarise our main results and in Section 4.2 we illustrate them on the example of a wave equation with accretive differential damping in a weighted space. Moreover, brief outlines of various further applications can be found in Section 4.3.

### 4.1. Main results

Let $\Omega \subseteq \mathbb{R}^{n}$ be open and non-empty. For a suitable weight $w: \Omega \rightarrow \mathbb{R}_{+}$, we introduce a realisation of the differential expression

$$
T_{w}=-\nabla \cdot(P \nabla)+V
$$

with Dirichlet boundary conditions in the weighted space $L_{w^{2}}^{2}(\Omega)$. Here the matrix $P: \Omega \rightarrow \mathbb{C}^{n \times n}$ is sectorial, the potential $V: \Omega \rightarrow \mathbb{C}$ is accretive and the admissibility of a weight $w$ depends on $P$ and $V$, see Assumption 4.1 below. In the sequel, we denote

$$
\begin{equation*}
P_{1}:=\operatorname{Re} P=\frac{1}{2}\left(P+P^{*}\right), \quad P_{2}:=\operatorname{Im} P=\frac{1}{2 \mathrm{i}}\left(P-P^{*}\right) . \tag{4.1}
\end{equation*}
$$

The weighted operator $T_{w}$ is introduced by means of the generalised form representation methods in [AH15]. More precisely, we consider the sesquilinear form

$$
\begin{equation*}
\mathbf{t}_{w}(f, g):=\left\langle P \nabla f, \nabla\left(g w^{2}\right)\right\rangle_{L^{2}}+\langle w V f, w g\rangle_{L^{2}}, \quad \operatorname{dom} \mathbf{t}_{w}:=\mathcal{V}_{w} \tag{4.2}
\end{equation*}
$$

where the Hilbert space $\mathcal{V}_{w}$ is the closure of $C_{0}^{\infty}(\Omega)$ with respect to the norm

$$
\begin{equation*}
\|f\|_{\mathcal{V}_{w}}^{2}:=\left\|P_{1}^{\frac{1}{2}} \nabla f\right\|_{L_{w^{2}}^{2}}^{2}+\left\||V|^{\frac{1}{2}} f\right\|_{L_{w^{2}}^{2}}^{2}+\|f\|_{L_{w^{2}}^{2}}^{2} \tag{4.3}
\end{equation*}
$$

equipped with the corresponding inner product; cf. [GS21, Lem. 4.1] where we show that $\mathbf{t}_{w}$ is continuous with respect to $\|\cdot\| \mathcal{V}_{w}$ on $C_{0}^{\infty}(\Omega)$ and can thus be extended uniquely to $\mathcal{V}_{w}$. The result in Theorem 4.2 below is then obtained by splitting the real and imaginary parts of the potential into their regular and singular parts, see Assumption 4.1 below,

$$
\begin{equation*}
\operatorname{Re} V=U_{r}+U_{s}, \quad \operatorname{Im} V=V_{r}+V_{s} \tag{4.4}
\end{equation*}
$$

and applying Theorem 1.4, in particular establishing the lower estimates (1.7) therein, with the following multiplier

$$
\begin{equation*}
\Phi_{1}=\Phi_{2}=\Phi:=\frac{V_{r}}{\sqrt{1+V_{r}^{2}+U_{r}^{2}}} \in L^{\infty}(\Omega ; \mathbb{R}) \tag{4.5}
\end{equation*}
$$

see [GS21, Thm. 3.2] for more details.

### 4.1.1. Assumptions.

Assumption 4.1 ([GS21, Asm. 3.1]). Assume the following regularity of $P$, (the regular part of) the potential $V$ and the weight $w$, see (4.4),

$$
P \in L_{\mathrm{loc}}^{1}(\Omega)^{d \times d}, \quad V \in L_{\mathrm{loc}}^{1}(\Omega), \quad U_{r}, V_{r} \in W_{\mathrm{loc}}^{1, \infty}(\bar{\Omega} ; \mathbb{R}), \quad w \in W_{\mathrm{loc}}^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)
$$

Moreover, suppose that the following hold, see (4.1) and (4.5).
(i) Sectoriality of $P$ : There exists $C_{P} \geq 0$ such that

$$
\left\langle P_{1} \xi, \xi\right\rangle_{\mathbb{C}^{n}} \geq 0, \quad\left|\left\langle P_{2} \xi, \xi\right\rangle_{\mathbb{C}^{n}}\right| \leq C_{P}\left\langle P_{1} \xi, \xi\right\rangle_{\mathbb{C}^{n}}, \quad \xi \in \mathbb{C}^{n}
$$

(ii) Accretivity of $V$, sectoriality of $\operatorname{Re} V+\mathrm{i} V_{s}$ : There exists $C_{s} \geq 0$ such that

$$
\operatorname{Re} V \geq 0, \quad\left|V_{s}\right| \leq C_{s} \operatorname{Re} V
$$

(iii) Control of $\nabla U_{r}$ and $\nabla V_{r}$ : For every $\varepsilon>0$, there exists $C_{\varepsilon} \geq 0$ such that

$$
\begin{gather*}
U_{r}\left|V_{r}\right| \max \left\{\left|P_{1}^{-\frac{1}{2}} P \nabla U_{r}\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla U_{r}\right|\right\} \\
\leq\left(1+V_{r}^{2}+U_{r}^{2}\right)^{\frac{3}{2}}\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right)  \tag{4.6}\\
\left(1+U_{r}^{2}\right) \max \left\{\left|P_{1}^{-\frac{1}{2}} P \nabla V_{r}\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla V_{r}\right|\right\} \\
\leq\left(1+V_{r}^{2}+U_{r}^{2}\right)^{\frac{3}{2}}\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right) .
\end{gather*}
$$

(iv) Admissibility of $w$ : There exist $\kappa_{w}, \sigma_{w}>0$ and $C_{w} \geq 0$ such that

$$
\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right| \leq w^{2}\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right)
$$

We point out that our assumptions include sectorial potentials $V=U_{s}+\mathrm{i} V_{s}$ and mention that, in fact, in (iii) above it suffices to assume (4.6) with $\varepsilon$ smaller than a certain critical value $\varepsilon_{\text {crit }}>0$, see [GS21, Rem. 3.3 (i)]. Moreover, in the generic case $V=\mathrm{i} V_{r}$, the condition (4.6) simplifies substantially; indeed, it reduces to assuming that for every $\varepsilon>0$, there exists $C_{\varepsilon} \geq 0$ such that

$$
\max \left\{\left|P_{1}^{-\frac{1}{2}} P \nabla V_{r}\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla V_{r}\right|\right\} \leq \varepsilon\left|V_{r}\right|^{\frac{7}{2}}+C_{\varepsilon}
$$

see [GS21, Rem. 3.3 (ii)].
4.1.2. Definition of $T_{w}$. Our first and most fundamental result is the definition of the object we study in this chapter.

Theorem 4.2 ([GS21, Thm. 3.2]). Let Assumption 4.1 be satisfied with $\kappa_{w}$, $\sigma_{w}, C_{P}$ and $C_{s}$ small enough such that there exists $0<\beta<\min \left\{1 / C_{P}, 1 / C_{s}\right\}$ satisfying the inequality

$$
\begin{equation*}
\beta \kappa_{w}^{2}+\left(1-\beta C_{s}\right) \sigma_{w}^{2}<\frac{4 \beta\left(1-\beta C_{P}\right)\left(1-\beta C_{s}\right)}{(1+\beta)^{2}} \tag{4.7}
\end{equation*}
$$

Let $\mathbf{t}_{w}$ and $\mathcal{V}_{w}$ be as in (4.2) and (4.3), respectively. Then the operator

$$
\begin{aligned}
\operatorname{dom} T_{w} & :=\left\{f \in \mathcal{V}_{w}: \exists \eta_{f} \in L_{w^{2}}^{2}(\Omega), \forall g \in \mathcal{V}_{w}, \mathbf{t}_{w}(f, g)=\left\langle\eta_{f}, g\right\rangle_{L_{w^{2}}^{2}}\right\} \\
T_{w} f & :=\eta_{f}
\end{aligned}
$$

acting in the weighted space $L_{w^{2}}^{2}(\Omega)$, has non-empty resolvent set and dense domain both in $\mathcal{V}_{w}$ and $L_{w^{2}}^{2}(\Omega)$.

In our setting, condition (4.7) is equivalent to the applicability of Theorem 1.4; see [GS21, Rem. 4.4] for more details where the origin of (4.7) is explained. For $V=\mathrm{i} V_{r}$, we show in [GS21, Rem. 3.3 (ii)] that (4.7) simplifies to

$$
\sigma_{w}<\frac{1}{1+C_{P}}
$$

Notation 4.3. In what follows, we say that a weight $w$ is admissible if it satisfies the assumptions of the above theorem (with respect to $P$ and $V$ ). By $T_{w}$ we denote the therein defined Dirichlet realisation of $-\nabla \cdot(P \nabla)+V$ acting in $L_{w^{2}}^{2}(\Omega)$ and write $T:=T_{1}$; notice that $w=1$ is admissible for any $P$ and $V$.
4.1.3. Boundedness of compositions. Employing a suitable weighted operator $T_{w}$, we construct bounded extensions for certain types of operator compositions. The latter appear in the Frobenius-Schur resolvent factorisation of various (Schur complement dominant) operator matrices.

Theorem 4.4 ([GS21, Thm. 3.4]). Let $m_{1}, m_{2}, V: \Omega \rightarrow \mathbb{C}$ and $P: \Omega \rightarrow \mathbb{C}^{n \times n}$ be measurable and let

$$
\begin{equation*}
w:=\frac{(|V|+1)^{\frac{1}{2}}}{\left|m_{2}\right|} \in W_{\mathrm{loc}}^{1, \infty}\left(\bar{\Omega}, \mathbb{R}_{+}\right) \tag{4.8}
\end{equation*}
$$

be an admissible weight with respect to $P$ and $V$, i.e. let the assumptions of Theorem 4.2 be satisfied with $P, V$ and the weight in (4.8). Assume that there exists $C>0$ such that

$$
\left|m_{1} m_{2}\right| \leq C(|V|+1)
$$

Then there exists $\lambda_{0} \in \rho(T)$ and a bounded extension

$$
m_{1}\left(T-\lambda_{0}\right)^{-1} m_{2} \subseteq S_{\lambda_{0}} \in \mathcal{B}\left(L^{2}(\Omega)\right)
$$

The operator $S_{\lambda_{0}}$ above is constructed via the resolvent of $T_{w}$; a precise formula can be found in [GS21, Lem. 4.7]. Its extension property is far from trivial and relies on the fact that the $T_{w}$ are compatible for comparable weights, i.e. that we have $T_{w_{1}} \supseteq T_{w_{2}}$ if the weights satisfy $w_{1} \lesssim w_{2}$, see [GS21, Lem. 4.6].
4.1.4. Schatten class. In Theorem 4.5 below we show that if the form domain of $T$ is embedded in $L^{2}(\Omega)$ with an embedding in a certain Schatten class $\mathcal{S}_{2 p}$, then the resolvent of the weighted operator $T_{w}$, for any admissible weight, is of Schatten class $\mathcal{S}_{p}$. The proof is conducted by showing that the family of transformed operators

$$
\begin{equation*}
S_{\alpha}:=w^{\alpha} T_{w^{\operatorname{Re} \alpha} w^{-\alpha}, \quad \alpha \in \mathbb{C}, ~}^{\text {, }} \tag{4.9}
\end{equation*}
$$

in $L^{2}(\Omega)$, which are unitarily equivalent to $T_{w^{\mathrm{Re} \alpha}}$, emerges from a family of forms via Theorem 1.4 on the constant form domain $\mathcal{V}_{1}$, see [GS21, Lem. 4.9, Lem.4.10].

Theorem 4.5 ([GS21, Thm. 3.5]). Let the assumptions of Theorem 4.2 hold and let $0<p \leq \infty$. Then

$$
\operatorname{id}_{\mathcal{V}_{1}} \in \mathcal{S}_{2 p}\left(\mathcal{V}_{1}, L^{2}(\Omega)\right) \Longrightarrow\left(\left(T_{w}-\lambda\right)^{-1} \in \mathcal{S}_{p}\left(L_{w^{2}}^{2}(\Omega)\right), \quad \lambda \in \rho\left(T_{w}\right)\right) .
$$

In particular, the above theorem gives a sufficient condition for $T_{w}$ to have compact resolvent.
4.1.5. Invariance of discrete spectra and eigenfunctions. Our next result contains a sufficient condition for the discrete spectra (including algebraic multiplicities) of $T$ and $T_{w}$ to coincide. Moreover, we show that generalised eigenfunctions of $T$ are also generalised eigenfunctions of $T_{w}$, which in particular implies a certain decay of the eigenfunctions of $T$.

The proof of Theorem 4.6 below relies on the analyticity of the family in (4.9) on a sufficiently large domain, see [GS21, Lem. 4.10], Theorem 4.5 together with a compactness argument based on Rellich's criterion, see [GS21, Rem. 3.7 (i)], the identity theorem for holomorphic functions and a slight modification of the Agmon type estimates in [KRRS17].

Theorem 4.6 ([GS21, Thm. 3.6, Thm. 3.9]). Let the assumptions of Theorem 4.2 be satisfied, $P_{1} \geq \delta_{P}>0$ a.e. in $\Omega$ and suppose that the potential satisfies

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \underset{|x|>R, x \in \Omega}{\operatorname{essinf}}|V(x)|=\infty \tag{4.10}
\end{equation*}
$$

Then both $T$ and $T_{w}$ have compact resolvent, their (discrete) spectra coincide and for all $\lambda \in \sigma(T)=\sigma\left(T_{w}\right)$ and $k \in \mathbb{N}$ we have

$$
\psi \in \operatorname{ker}(T-\lambda)^{k} \quad \Longrightarrow \quad \psi \in \operatorname{ker}\left(T_{w}-\lambda\right)^{k}
$$

In particular, the (finite) algebraic multiplicities of $\lambda$ as an eigenvalue of $T$ and $T_{w}$ coincide, and all generalised eigenfunctions of $T$ lie in $L_{w^{2}}^{2}(\Omega)$.

The invariance of the discrete spectrum and algebraic multiplicities holds also without the additional assumptions on $P$ and $V$, merely assuming that $T$ and $T_{w}$ have compact resolvent, see [GS21, Thm. 3.6]. For the result about the eigenfunctions, it is then sufficient to assume (4.10) in addition, see [GS21, Thm. 3.9].

We point out that without the assumption on compact resolvent, the invariance result of the discrete spectrum fails in general. Indeed, in [GS21, Ex. 3.8] we show that an isolated eigenvalue of the family $S_{\alpha}$ in (4.9) might disappear when touched by the essential spectrum, see also [GS21, Rem. 3.7 (ii)].
4.1.6. Domain and graph norm separation. Our final result is the domain and graph norm separation of the weighted operators $T_{w}$. In [GS21, Sec. 5.1], we employ Theorem 4.8 below to derive the completeness of the eigenfunctions of certain Schrödinger operators with regular purely imaginary potentials in weighted spaces. We also mention that separation results of this type are crucial for the convergence analysis of domain truncation methods, see [BST17, SS21].

The following additional set of assumptions is required.
Assumption 4.7 ([GS21, Asm. 3.10]). Let Assumption 4.1 hold, let

$$
V \in W_{\mathrm{loc}}^{1, \infty}(\bar{\Omega})
$$

and assume the following.
(i) Combined accretivity of $V$ and $P$ :

$$
\operatorname{Re}\left\langle\mathrm{e}^{-\mathrm{i} \arg V} P \xi, \xi\right\rangle_{\mathbb{C}^{n}} \geq 0, \quad \xi \in \mathbb{C}^{n}
$$

(ii) Control of $\nabla V$ : There exist $\varepsilon_{V}>0$ and $C_{V} \geq 0$ such that

$$
\max \left\{\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla V\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\right| V| |\right\} \leq \varepsilon_{V}|V|^{\frac{3}{2}}+C_{V}
$$

(iii) Admissibility of $w$ : There exist $\varepsilon_{w}>0$ and $C_{w} \geq 0$ such that

$$
\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right| \leq w^{2}\left(\varepsilon_{w}|V|^{\frac{1}{2}}+C_{w}\right)
$$

In a certain sense, Assumption 4.7 is stronger than Assumption 4.1, see [GS21, Rem. 3.11] for a comparison. In particular, in the latter we justify that for the generic case $V=\mathrm{i} V_{r}$, Assumption 4.1 follows from Assumption 4.7.

Theorem 4.8 ([GS21, Thm. 3.12]). Let the assumptions of Theorem 4.2 hold, let Assumption 4.7 hold with $\varepsilon_{V}+\varepsilon_{w}<2-\sqrt{2}$, suppose that $P \in W^{1, \infty}(\Omega)^{n \times n}$ and that $P_{1} \geq \delta_{P}>0$. Then there exists $a_{V, w}>0$ such that, for all $f \in \operatorname{dom} T_{w}$,

$$
\left\|T_{w} f\right\|_{L_{w^{2}}^{2}}+\|f\|_{L_{w^{2}}^{2}} \geq a_{V, w}\left(\|\nabla \cdot(P \nabla f)\|_{L_{w^{2}}^{2}}+\|V f\|_{L_{w^{2}}^{2}}+\|f\|_{L_{w^{2}}^{2}}\right)
$$

and as a consequence

$$
\operatorname{dom} T_{w}=\left\{f \in \mathcal{V}_{w}: \nabla \cdot(P \nabla f) \in L_{w^{2}}^{2}(\Omega), V f \in L_{w^{2}}^{2}(\Omega)\right\}
$$

### 4.2. Damped wave equations in weighted spaces with accretive unbounded damping

For more details on the following, we refer the reader to [GS21, Sec. 5.4], see also Section 1.5.3. We consider the matrix differential operator

$$
\mathcal{A}_{0}:=\left(\begin{array}{cc}
0 & I  \tag{4.11}\\
\Delta & -2\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot a_{0} \nabla\right)
\end{array}\right)
$$

arising from the damped wave equation in (1.17) on an open set $\Omega \subseteq \mathbb{R}^{n}$ in the space $\mathcal{H}_{w}:=\mathcal{W}_{w}(\Omega) \oplus L_{w^{2}}^{2}(\Omega)$, where we choose a suitable weight

$$
\begin{equation*}
w \in W_{\mathrm{loc}}^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right) \tag{4.12}
\end{equation*}
$$

and $\mathcal{W}_{w}(\Omega)$ is the closure of $C_{0}^{\infty}(\Omega)$ with respect to the norm

$$
\begin{equation*}
\|f\|_{\mathcal{W}_{w}}^{2}:=\|\nabla f\|_{L_{w^{2}}^{2}}^{2}+\|f\|_{L_{w^{2}}^{2}}^{2}, \quad f \in C_{0}^{\infty}(\Omega) \tag{4.13}
\end{equation*}
$$

We assume that the coefficients in the damping satisfy

$$
\begin{equation*}
a_{1} \in L_{\mathrm{loc}}^{1}(\Omega), \quad a_{1} \geq 0, \quad a_{2} \in W_{\mathrm{loc}}^{1, \infty}(\bar{\Omega} ; \mathbb{R}), \quad a_{0} \in L_{\mathrm{loc}}^{1}(\Omega)^{d \times d}, \quad a_{0} \geq 0 \tag{4.14}
\end{equation*}
$$

and introduce a Dirichlet realisation of (4.11) which generates a semigroup on $\mathcal{H}_{w}$. To this end, we follow the procedure in Section 2.2 and employ the dominance of the second Schur complement together with the weighted differential operators defined in Section 4.1. The domain of the resulting operator matrix $\mathcal{A}_{0}$ is then given by

$$
\begin{align*}
\operatorname{dom} \mathcal{A}_{0}:=\left\{(f, g) \in \mathcal{W}_{w}(\Omega) \times \mathcal{D}_{S}: \Delta f-2\left(a_{1}\right.\right. & \left.+\mathrm{i} a_{2}\right) g \\
& \left.+2 \nabla \cdot\left(a_{0} \nabla g\right) \in L_{w^{2}}^{2}(\Omega)\right\} \tag{4.15}
\end{align*}
$$

where $\mathcal{D}_{S}$ is the closure of $C_{0}^{\infty}(\Omega)$ with respect to

$$
\|f\|_{S}^{2}:=\left\|\left(I_{\mathbb{C}^{n}}+a_{0}\right)^{\frac{1}{2}} \nabla f\right\|_{L_{w^{2}}^{2}}^{2}+\left\|\left|a_{1}+\mathrm{i} a_{2}\right|^{\frac{1}{2}} f\right\|_{L_{w^{2}}^{2}}^{2}+\|f\|_{L_{w^{2}}^{2}}^{2}, \quad f \in C_{0}^{\infty}(\Omega)
$$

Proposition 4.9 ([GS21, Prop. 5.3]). Assume that $a_{0}, a_{1}, a_{2}$ and $w$ satisfy (4.14) and (4.12), and in addition that

$$
\begin{align*}
\left|\left(I_{\mathbb{C}^{n}}+a_{0}\right)^{\frac{1}{2}} \nabla a_{2}\right| & \leq c\left(1+\left|a_{2}\right|^{3}\right)\left(a_{1}^{\frac{1}{2}}+\left|a_{2}\right|^{\frac{1}{2}}+1\right), \\
\left|\nabla\left(w^{2}\right)\right| & \leq c w^{2}\left(a_{1}^{\frac{1}{2}}+\left|a_{2}\right|^{\frac{1}{2}}+1\right)  \tag{4.16}\\
\left|a_{0}^{\frac{1}{2}} \nabla\left(w^{2}\right)\right| & \leq \sqrt{2} \varepsilon_{0} w^{2}\left(a_{1}+c_{0}\right)^{\frac{1}{2}}
\end{align*}
$$

with $c>0, \varepsilon_{0} \in(0,2)$ and $c_{0} \geq 0$. Then the operator matrix $\mathcal{A}_{0}$ in (4.11), (4.15) generates a $C_{0}$-semigroup in $\mathcal{H}_{w}$ and its domain is dense in $\mathcal{W}_{w}(\Omega) \oplus \mathcal{D}_{S}$ and $\mathcal{H}_{w}$.

### 4.3. Further applications

In this section, we briefly sketch three applications from [GS21] which illustrate the previously stated results therein. In particular, the matrix differential operator in Section 4.3 .1 shows the connection between the works [Ger21] and [GS21].
4.3.1. A Schur complement dominant matrix differential operator with highly non-symmetric corners. For more details on the results in this section, we refer the reader to [GS21, Sec. 5.2]. We therein employ Schur complement dominance (with respect to the first Schur complement) to obtain a densely defined and closed realisation of the differential operator matrix

$$
\mathcal{A}_{0}:=\left(\begin{array}{cc}
-\partial_{x}^{2}+\mathrm{i} \sinh \left(5 x^{2}\right) & \mathrm{e}^{x^{2}}  \tag{4.17}\\
\mathrm{e}^{x} \partial_{x}+\mathrm{e}^{3 x^{2}} & 0
\end{array}\right)
$$

in $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$ with non-empty resolvent set. Indeed, this can be achieved for the matrix $\mathcal{A}_{0}$ defined on

$$
\begin{equation*}
\operatorname{dom} \mathcal{A}_{0}:=\left\{(f, g) \in \mathcal{D}_{S} \times L^{2}(\mathbb{R}): f^{\prime \prime}+\mathrm{i} \sinh \left(5 x^{2}\right) f+\mathrm{e}^{x^{2}} g \in L^{2}(\mathbb{R})\right\} \tag{4.18}
\end{equation*}
$$

where $\mathcal{D}_{S}$ is the closure of $C_{0}^{\infty}(\mathbb{R})$ with respect to the norm

$$
\|f\|_{S}^{2}:=\left\|\mathrm{e}^{-x^{2}} f^{\prime \prime}\right\|_{L^{2}}^{2}+\left\|\mathrm{e}^{4 x^{2}} f\right\|_{L^{2}}^{2}, \quad f \in C_{0}^{\infty}(\mathbb{R})
$$

by applying Theorem 2.3 to obtain spectral equivalence on $\mathbb{C} \backslash\{0\}$ to its Schur complement. The latter is the following operator family acting in $L^{2}(\mathbb{R})$

$$
\begin{equation*}
S_{0}(\lambda):=-\partial_{x}^{2}+\mathrm{i} \sinh \left(5 x^{2}\right)-\lambda+\frac{1}{\lambda} \mathrm{e}^{x^{2}}\left(\mathrm{e}^{x} \partial_{x}+\mathrm{e}^{3 x^{2}}\right), \quad \lambda \in \mathbb{C} \backslash\{0\} \tag{4.19}
\end{equation*}
$$

$\operatorname{dom} S_{0}(\lambda):=W^{2,2}(\mathbb{R}) \cap \operatorname{dom} \mathrm{e}^{5 x^{2}}$,
Proposition 4.10 ([GS21, Prop. 5.2]). The operator matrix $\mathcal{A}_{0}$ in (4.17), (4.18) is closed, has non-empty resolvent set and its domain is dense in $\mathcal{D}_{S} \oplus L^{2}(\mathbb{R})$ and $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$. Moreover, with $S_{0}(\cdot)$ as in (4.19), we have

$$
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \supseteq \sigma\left(\mathcal{A}_{0}\right) \backslash\{0\}=\sigma\left(S_{0}(\cdot)\right)=\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right)
$$

We point out that the off-diagonal of $\mathcal{A}_{0}$ is highly non-symmetric and the Schur complement has to be realised in a suitable weighted space to satisfy the conditions of Theorem 2.3. The remaining spaces therein are given by

$$
\mathcal{D}_{-S}:=L_{\mathrm{e}^{-2 x^{2}}}^{2}(\mathbb{R}), \quad \mathcal{D}_{2}:=\mathcal{D}_{-2}:=L^{2}(\mathbb{R})
$$

In fact, for the result above we employ Theorems 4.2 and 4.8 to originally define the Schur complement in the weighted space $\mathcal{D}_{-S}$ with operator domain $\mathcal{D}_{S}$.
4.3.2. Diagonally dominant matrix Schrödinger operator in a weighted space. The precise results in this section can be found in [GS21, Sec. 5.3]. Similarly as in the previous section, one can employ Schur complement dominance to find a closed, densely defined realisation of the operator matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
-\partial_{x}^{2}+\mathrm{i} x^{3} & x \\
x^{4} & -\partial_{x}^{2}+x^{6}
\end{array}\right)
$$

in $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$ with non-empty resolvent set. Following a different approach, however, one can consider the product weighted space

$$
L_{w_{1}^{2}}^{2}(\mathbb{R}) \oplus L_{w_{2}^{2}}^{2}(\mathbb{R}), \quad w_{1}:=\langle x\rangle, \quad w_{2}:=\langle x\rangle^{-1}, \quad x \in \mathbb{R}
$$

in which $\mathcal{A}$ in fact naturally becomes diagonally dominant of order zero; see [GS21, Sec. 5.3] where Theorem 4.2 is employed to introduce the Dirichlet realisations of the diagonal elements in the respective weighted spaces and the resulting diagonal dominance is shown using Theorem 4.8.

Placing $\mathcal{A}$ in a product weighted space can equivalently be understood as a conjugation with the (unbounded) diagonal matrix $\operatorname{diag}\left(w_{1}, w_{2}\right)$, see also [RT18] where suitable constants $w_{1}, w_{2}>0$ were chosen to balance off-diagonal terms.
4.3.3. Completeness of eigensystems for Schrödinger operators in weighted spaces. For more details about the following, see [GS21, Sec. 5.1]. Let the assumptions of Theorem 4.2 be satisfied with $\Omega=\mathbb{R}^{n}, P=I_{\mathbb{C}^{n}}$, a regular purely imaginary potential $V=\mathrm{i} V_{r}$ such that

$$
\left|V_{r}(x)\right|+1 \gtrsim\langle x\rangle^{\gamma}, \quad \gamma>0
$$

and an admissible weight $w$. Using Theorem 4.5, we show in [GS21, Sec. 5.1] that for the Dirichlet realisation

$$
T_{w}=-\Delta+\mathrm{i} V_{r}
$$

in the weighted space $L_{w^{2}}^{2}\left(\mathbb{R}^{n}\right)$ it holds that

$$
\left(T_{w}-\lambda\right)^{-1} \in \mathcal{S}_{p}\left(L_{w^{2}}^{2}\left(\mathbb{R}^{n}\right)\right), \quad \lambda \in \rho\left(T_{w}\right), \quad p>\frac{2+\gamma}{2 \gamma} n
$$

Moreover, we use [GS21, Lem. 4.3] and [DS88, Cor. XI.9.31] to conclude that if $n=1$ and $\gamma>2$, then the eigensystem of $T_{w}$ is complete in $L_{w^{2}}^{2}(\mathbb{R})$ for any of the admissible weights

$$
\begin{equation*}
w(x)=\exp \left( \pm\langle x\rangle^{\alpha}\right), \quad 0<\alpha<1+\frac{\gamma}{2} \tag{4.20}
\end{equation*}
$$

For the particular choice $V_{r}(x)=x^{3}$, the above generalises the completeness result for the eigensystem of the imaginary cubic oscillator in $L^{2}(\mathbb{R})$ which was established in [SK12] to weighted spaces with weights as in (4.20) such that $0<\alpha<1+3 / 2$.
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# SCHUR COMPLEMENT DOMINANT OPERATOR MATRICES 
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#### Abstract

In mathematical physics, matrix differential operators arise naturally in applications as coupled systems of partial differential equations. Up to now, the spectral analysis of such problems has commonly been tackled assuming certain patterns of relative boundedness within the matrix entries We propose to view operator matrices in a more general setting, which allows our results to abstain from perturbative arguments of this type. Rather than requiring the matrix to act in a Hilbert space $\mathcal{H}$, we extend its action to a suitable distributional triple $\mathcal{D} \subset \mathcal{H} \subset \mathcal{D}_{-}$and restrict it to its maximal domain in $\mathcal{H}$. The crucial point in our approach is the choice of the spaces $\mathcal{D}$ and $\mathcal{D}_{-}$which are essentially determined by the Schur complement of the matrix. We show spectral equivalence between the resulting operator matrix in $\mathcal{H}$ and its Schur complement, eventually implying closedness and non-empty resolvent set of the operator matrix. Finally, we apply our abstract results to the damped wave equation with possibly unbounded and/or singular damping, as well as to second order matrix differential operators with certain minimal restrictions on their coefficients. By means of our methods, the previously used regularity assumptions can be weakened substantially in both cases.


## 1. Introduction

Motivated by a wide range of applications, operator matrices emerge from coupled systems of linear partial differential equations and have been of considerable interest, see e.g. the pioneering work [26], the monograph [29] and the references therein. Typically, the spectral analysis of such problems is rather challenging, starting with the non-trivial task of determining a suitable domain of definition on which the resulting operator matrix is closed and has non-empty resolvent set. An often fruitful approach is to establish a certain spectral correspondence between the operator matrix

$$
\mathcal{A}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right): \mathcal{H} \supset \operatorname{dom} \mathcal{A} \rightarrow \mathcal{H}, \quad \mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}
$$

and one of its (two) so-called Schur complements $S(\cdot)$, the (scalar) operator family

$$
S(\lambda)=A-\lambda-B(D-\lambda)^{-1} C: \mathcal{H}_{1} \supset \operatorname{dom} S(\lambda) \rightarrow \mathcal{H}_{1}, \quad \lambda \in \rho(D)
$$

[^0]Although the latter gives rise to a non-linear spectral problem, in general, more methods are available for its analysis.

Up to now, the spectral correspondence described above has mainly been achieved by taking advantage of certain patterns of relative boundedness between the entries of the operator matrix, see e.g. [25]. There are several results in [12, 13, 15, 16, 17], however, which seem to abstain from this type of perturbative argument. Inspired by their methods, we propose a more general framework for operator matrices and allow a systematic approach to the spectral analysis of a wider class of problems. We point out that even though our approach was inspired by the conceptual observations and ideas in $[13,15,16,17]$, its scope goes beyond the latter; not only are our results due to their abstract nature much more versatile, but even applied to particular problems in the mentioned references, they allow much weaker natural and in some sense minimal (even distributional) regularity of the coefficients, see the applications in Sections 4 and 6.

Our method combines a distributional setting with the assumption that, in a certain sense, the Schur complement dominates all other terms in the Frobenius-Schur factorisation of the resolvent. Said distributional approach consists of extending the operator matrix to a suitable triplet of Hilbert spaces

$$
\mathcal{D} \subset \mathcal{H} \subset \mathcal{D}_{-}
$$

where each of the above inclusions represents a continuous embedding with dense range. More precisely, we define the action of $\mathcal{A}$ on a space of test functions $\mathcal{D}$ with values in a space of distributions $\mathcal{D}_{-}$and consider its restriction $\mathcal{A}_{0}$ to the maximal domain

$$
\operatorname{dom} \mathcal{A}_{0}=\{\mathbf{x} \in \mathcal{D}: \mathcal{A} \mathbf{x} \in \mathcal{H}\}
$$

This method has been employed successfully in the past; however, except in [12], the spaces of test functions and distributions have consistently been determined by the underlying patterns of relative boundedness within the operator matrix, e.g. as form domain of some entry and its dual space in [4, Chap. 1.2.1] or [19].

The key novelty in our approach is to choose the spaces $\mathcal{D}$ and $\mathcal{D}_{-}$in a way that the Schur complement $S(\cdot)$ consists of bounded and boundedly invertible operators between their first components $\mathcal{D}_{S}$ and $\mathcal{D}_{-S}$. This choice guarantees the required dominance of the Schur complement and allows us to relate invertibility and semi-Fredholmness of $\mathcal{A}_{0}$ to invertibility and semi-Fredholmness of $S_{0}(\cdot)$ defined as family of maximal operators in $\mathcal{H}_{1}$. We thus obtain equivalence of their (point and essential) spectra, which in applications might eventually lead to desired properties like closedness and non-empty resolvent set of the operator matrix and its semigroup generation, see Sections 4 and 6 .

Although not closely related to our framework, we mention another non-standard approach in [27] towards the spectral analysis of operator matrices. The setting therein, however, covers problems of different type and essentially aims at incorporating mixing boundary conditions. Moreover, from a structural point of view, the latter is more restrictive than our approach and requires diagonal dominance of the underlying operator matrix; note that the dominance assumption therein was relaxed in [5] to less restrictive patterns of relative boundedness within the matrix entries.

We apply our abstract results to the linearly damped wave equation on $\Omega \subset \mathbb{R}^{n}$ with Dirichlet boundary conditions and non-negative damping $a$ and potential $q$,
which gives rise to the operator matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & I  \tag{1.1}\\
\Delta-q & -2 a
\end{array}\right)
$$

in a suitable Hilbert space. Unlike in most of the previously existing results, see e.g. [4, 14, 19], we allow the damping and potential to be singular and/or unbounded at infinity and do not require the damping to be relatively bounded with respect to $\Delta-q$. To the best of our knowledge, this case has only been covered in the works [13, 18]. In [13], assuming that $a \in W_{\mathrm{loc}}^{1, \infty}(\bar{\Omega})$ and essentially that for every $\varepsilon>0$ there exists $C_{\varepsilon} \geq 0$ with $|\nabla a| \leq \varepsilon a^{\frac{3}{2}}+C_{\varepsilon}$, see [13, Asm. I] for the precise more general assumptions, the spectral equivalence of $\mathcal{A}$ to its Schur complement

$$
S(\lambda)=-\frac{1}{\lambda}\left(-\Delta+q+2 \lambda a+\lambda^{2}\right), \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

as an operator family in $L^{2}(\Omega)$ was established, leading to the generation of a contraction semigroup and thus existence and uniqueness of the solutions to the underlying equation. In [18] on the other hand, an approximation procedure is performed to construct a unique weak solution, whose norm and total energy are shown to decay polynomially in time.

Merely assuming $a, q \in L_{\text {loc }}^{1}(\Omega)$, our methods provide spectral correspondence between matrix and Schur complement, as well as the generation of a contraction semigroup. We thereby significantly generalise [13], where technical assumptions on growth and regularity of the damping are needed in order to describe the operator domain of the Schur complement. Notice that under the latter more restrictive assumptions, our realisation of the operator matrix (1.1) coincides with the one defined in [13], see Remark 4.3. Moreover, we point out that our method can equally be employed to realise distributional dampings as considered e.g. in [4], see Remark 4.4.

As another application of our results, we present second order matrix differential operators of the form

$$
\mathcal{A}=\left(\begin{array}{cc}
-\Delta+q & \nabla \cdot \mathbf{b}  \tag{1.2}\\
\mathbf{c} \cdot \nabla & d
\end{array}\right)
$$

on $\Omega \subset \mathbb{R}^{n}$ with Dirichlet boundary conditions and low regularity coefficients. Problems of this type arise in areas like magnetohydrodynamics or astrophysics and have been previously studied in e.g. $[7,15,16,17,21,22]$ and the references therein. Our methods allow us to avoid typical technical assumptions like $q \in C(\Omega)$, $\mathbf{b}, \mathbf{c} \in C^{1}(\Omega)^{n}$ and $d \in C^{1}(\Omega)$, see e.g [16]. Under certain natural weak regularity conditions on the coefficients, see Assumption 6.1, we are able to define a closed realisation of the operator matrix (1.2) in the space $L^{2}(\Omega) \oplus L^{2}(\Omega)$ with nonempty resolvent set. We show spectral equivalence to its Schur complement and, imposing additional assumptions on the structure of the matrix, that it generates a contraction semigroup.

We further apply our results to study Klein-Gordon equations with purely imaginary, (merely) locally square integrable potentials. The physically relevant case of real potentials, in which the problem exhibits an indefinite structure, was studied in many works using several different methods, see e.g. [23, 24] where Krein spaces were employed or [30] where for linear potentials a different approach via oscillatory integrals was taken. The case of (purely) imaginary potentials, however, seems to have not been considered so far. In fact, the problem is then equivalent to a wave
equation with suitable damping and potential and can be treated by applying our previously obtained methods. We thereby show the spectral equivalence between matrix an Schur complement and conclude that the resulting operator matrix is densely defined and boundedly invertible, see Theorem 5.1. In the particular case of the potential $V(x)=\mathrm{i} x$ in one dimension, we show in Example 5.2 that the spectrum of the operator matrix is empty; this is not surprising considering similar results related to the complex Airy operator in e.g. [2, 3].

In order to further illustrate the impact of our construction, we consider Dirac operators with certain Coulomb type potentials. A self-adjoint realisation of the latter which was introduced in [12] can indeed be recovered as a special case of our abstract framework. The key step in the analysis in [12] is a Hardy-Dirac inequality for a class of Coulomb-like potentials, see (7.2), which was derived in [ 9,10$]$. We translate the existing results to our setting, where the mentioned DiracHardy inequality ensures that the Schur complement is bounded and boundedly invertible between the required spaces $\mathcal{D}_{S}$ and $\mathcal{D}_{-S}$.

Finally, we show that our method is not limited to applications where the spaces $\mathcal{D}_{S}$ and $\mathcal{D}_{-S}$ are given by the form domain of the Schur complement and its dual space. We demonstrate this fact based on a constant coefficient differential operator matrix where $\mathcal{D}_{S}=H^{1}\left(\mathbb{R}^{n}\right)$ and $\mathcal{D}_{-S}=H^{-2}\left(\mathbb{R}^{n}\right)$, while the natural form domain of the Schur complement

$$
S(\lambda)=\Delta-\lambda+\Delta^{2}(\Delta-\lambda)^{-1} \sqrt{-\Delta}, \quad \lambda \in \mathbb{C} \backslash(-\infty, 0]
$$

is $H^{\frac{3}{2}}\left(\mathbb{R}^{n}\right)$, see Section 7.2 . We stress that this example serves an illustrative purpose only and is kept as simple as possible; relevant problems with similar structure can be found in $[15,16,17]$.

This paper is organised as follows. In Section 2, we present our main abstract results and lay the ground for the spectral equivalence between $\mathcal{A}_{0}$ and $S_{0}$; the main theorems are Theorem 2.7 and 2.8 , where we show that invertibility or semiFredholmness of $\mathcal{A}_{0}$ and $S_{0}$, respectively, imply invertibility or semi-Fredholmness of $S_{0}$ and $\mathcal{A}_{0}$. In Section 3, we translate the results of Section 2 into several corollaries providing spectral equivalence between the operator matrix and its Schur complement as an operator family. In Section 4, we apply the established spectral equivalence to the damped wave equation with unbounded and/or singular damping and potential; in particular, the main Theorem 4.2 states the generation of a contraction semigroup for the underlying problem. While Section 5 concerns the spectrum of the Klein-Gordon equation with purely imaginary potential, Section 6 contains the application of our results to second order matrix differential operators with low regularity coefficients; the main results in the latter are Theorem 6.3, which states spectral equivalence between matrix and Schur complement, and Theorem 6.5, which shows the generation of a contraction semigroup under some additional structural assumptions. Finally, Section 7 further illustrates the nature of our results on Dirac operators with Coulomb type potentials and a constant coefficient matrix differential operator.
1.1. Notation and preliminaries. Let $n \in \mathbb{N}$ be the spatial dimension, let $\langle\cdot, \cdot\rangle_{\mathbb{C}^{n}}$ be the inner product and $|\cdot|$ the euclidean norm on $\mathbb{C}^{n}$. We denote the real scalar
product and tensor product on $\mathbb{C}^{n}$, respectively, by

$$
\xi \cdot \eta=\sum_{j=1}^{n} \xi_{j} \eta_{j}, \quad \xi \otimes \eta=\left(\xi_{j} \eta_{k}\right)_{j, k} \in \mathbb{C}^{n \times n}, \quad \xi, \eta \in \mathbb{C}^{n}
$$

For $\Omega \subset \mathbb{R}^{n}$ and a measurable function $m: \Omega \rightarrow \mathbb{C}$, we denote by dom $m$ the maximal domain of the corresponding multiplication operator in $L^{2}(\Omega)$. Moreover, recall the definition of the essential range

$$
\text { ess } \operatorname{ran} m=\left\{z \in \mathbb{C}: \lambda^{n}\left(m^{-1}\left(B_{\varepsilon}(z)\right)\right)>0 \text { for any } \varepsilon>0\right\}
$$

where $\lambda^{n}$ is the $n$-dimensional Lebesgue measure.
The space of matrix-valued locally integrable functions will be denoted

$$
L_{\mathrm{loc}}^{1}(\Omega)^{n \times n}=\left\{M=\left(M_{j k}\right)_{j, k}: \Omega \rightarrow \mathbb{C}^{n \times n}: M_{j k} \in L_{\mathrm{loc}}^{1}(\Omega), 1 \leq j, k \leq n\right\}
$$

note that this is equivalent to $\|M\| \in L_{\mathrm{loc}}^{1}(\Omega)$ for any norm $\|\cdot\|$ on $\mathbb{C}^{n \times n}$. The spaces $L^{\infty}(\Omega)^{n}$ and $L_{\mathrm{loc}}^{2}(\Omega)^{n}$ shall be defined analogously. Moreover, $L^{2}(\Omega ; \omega)$ shall denote the weighted $L^{2}$-space on $\Omega$ with non-negative measurable weight $\omega$.

Let $\mathcal{G}_{1}, \mathcal{G}_{2}$ and $\mathcal{G}$ be Hilbert spaces. The set of closed linear operators from $\mathcal{G}_{1}$ to $\mathcal{G}_{2}$ will be denoted by $\mathcal{C}\left(\mathcal{G}_{1}, \mathcal{G}_{2}\right)$, the space of everywhere defined and bounded operators by $\mathcal{B}\left(\mathcal{G}_{1}, \mathcal{G}_{2}\right)$ and the space of compact operators by $\mathcal{K}\left(\mathcal{G}_{1}, \mathcal{G}_{2}\right)$. Moreover, as usual, we write $\mathcal{C}(\mathcal{G})=\mathcal{C}(\mathcal{G}, \mathcal{G}), \mathcal{B}(\mathcal{G})=\mathcal{B}(\mathcal{G}, \mathcal{G})$ and $\mathcal{K}(\mathcal{G})=\mathcal{K}(\mathcal{G}, \mathcal{G})$.

We denote the duality pairing and anti-dual space of $\mathcal{G}$ by

$$
(\phi, f)_{\mathcal{G}^{*} \times \mathcal{G}}=\phi(f), \quad f \in \mathcal{G}, \quad \phi \in \mathcal{G}^{*}=\{\phi: \mathcal{G} \rightarrow \mathbb{C}: \phi \text { antilinear, bounded }\} ;
$$

note that we hereby adopt the conventions in [11] and work with antilinear functionals, which allows us to identify bounded sesquilinear forms on $\mathcal{G}$ with bounded linear operators $\mathcal{G} \rightarrow \mathcal{G}^{*}$. This convention includes defining the space of distributions on $\Omega \subset \mathbb{R}^{n}$, denoted $\mathcal{D}^{\prime}(\Omega)$, as antilinear continuous functionals on the space of test functions $C_{0}^{\infty}(\Omega)$.

The resolvent set, spectrum and point spectrum of a linear operator $T$ in $\mathcal{G}$ will be denoted by $\rho(T), \sigma(T)$ and $\sigma_{\mathrm{p}}(T)$, respectively. We use the following (one of five in general non-equivalent) definitions of the essential spectrum

$$
\sigma_{\mathrm{e} 2}(T)=\left\{\lambda \in \mathbb{C}: T-\lambda \notin \mathcal{F}_{+}(\mathcal{G})\right\}
$$

here the semi-Fredholm operators in $\mathcal{G}$ with finite nullity and deficiency, respectively, are defined in the following way

$$
\begin{aligned}
& \mathcal{F}_{+}(\mathcal{G})=\{T \in \mathcal{C}(\mathcal{G}): \operatorname{ran} T \text { closed, } \operatorname{dim} \operatorname{ker} T<\infty\} \\
& \mathcal{F}_{-}(\mathcal{G})=\{T \in \mathcal{C}(\mathcal{G}): \operatorname{ran} T \text { closed, } \operatorname{dim} \operatorname{coker} T<\infty\}
\end{aligned}
$$

Here the co-kernel of $T$ is the closed subspace coker $T=(\operatorname{ran} T)^{\perp}$. If $T \in \mathcal{C}(\mathcal{G})$ and $\operatorname{ran} T$ is closed, one can define the generalised inverse of $T$ as

$$
\begin{equation*}
T^{\#}=\left(\left.T\right|_{\operatorname{dom} T \cap \operatorname{ker} T^{\perp}}\right)^{-1} \in \mathcal{B}(\mathcal{G}) \tag{1.3}
\end{equation*}
$$

recall that, if $P$ and $Q$, respectively, denote the orthogonal projections on ker $T$ and coker $T$, then

$$
\begin{equation*}
\operatorname{ran} T^{\#} \subset \operatorname{dom} T, \quad T T^{\#}=I-Q, \quad T^{\#} T \subset I-P \tag{1.4}
\end{equation*}
$$

Note that, since $T$ is closed, both $\operatorname{ker} T$ and coker $T$ are closed and the projections above are bounded.

Throughout the entire paper, $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ denote complex Hilbert spaces and $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ their orthogonal sum. The canonical projections of $\mathcal{H}$ on $\mathcal{H}_{1}$ and
$\mathcal{H}_{2}$, respectively, are denoted by $\pi_{1}$ and $\pi_{2}$; their adjoints $\pi_{1}^{*}$ and $\pi_{2}^{*}$ are the corresponding canonical embeddings of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ in $\mathcal{H}$.

Finally, we write $\lesssim$ or $\gtrsim$ if the respective inequalities hold with a multiplicative constant depending only on quantities which are fixed and the dependence on which is thus irrelevant.

## 2. Main abstract Results

We present a new abstract setting for the spectral analysis of operator matrices. Under fairly general assumptions, our approach allows to establish a correspondence between semi-Fredholmness and invertibility of an operator matrix and one of its Schur complements; the latter provides a relation between (point and essential) spectra of matrix and Schur complement as an operator family, see Section 3.

Our strategy is the following. Rather than directly defining an operator matrix in the product space $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$, we consider its entries acting in suitable triplets (2.1) and restrict the matrix action to the maximal domain in $\mathcal{H}$, see Definition 2.3. A crucial point of our construction is the choice of spaces $\mathcal{D}_{S}$ and $\mathcal{D}_{-S}$, such that the Schur complement $S: \mathcal{D}_{S} \rightarrow \mathcal{D}_{-S}$ is bounded and boundedly invertible. Notice also that we construct a generalised Schur complement, which unlike the classical definition does not require the entry $D$ to be boundedly invertible but merely to have a generalised inverse, see Assumption 2.1 (iii) and (1.3), (1.4).

Proofs of the results in this section can be found in Section 2.5.
2.1. Assumptions and definitions. We work exclusively with the first Schur complement; clearly, all results in this section hold under analogous assumptions for the second Schur complement, see Remark 2.4.

Assumption 2.1. (i) Let $\mathcal{D}_{S}, \mathcal{D}_{2}, \mathcal{D}_{-S}, \mathcal{D}_{-1}$ and $\mathcal{D}_{-2}$ be complex Hilbert spaces. Assume that

$$
\begin{equation*}
\mathcal{D}_{S} \subset \mathcal{H}_{1} \subset \mathcal{D}_{-S}, \quad \mathcal{D}_{2} \subset \mathcal{H}_{2} \subset \mathcal{D}_{-2} \tag{2.1}
\end{equation*}
$$

where the corresponding canonical embeddings are continuous and have dense ranges. Moreover, let $\mathcal{D}_{-S} \subset \mathcal{D}_{-1}$ be continuously embedded.
(ii) Assume that the operators $A, B$ and $C$ are bounded between the spaces

$$
A \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-1}\right), \quad B \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-1}\right), \quad C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right)
$$

(iii) Let $D_{0} \in \mathcal{C}\left(\mathcal{H}_{2}\right)$ have closed range in $\mathcal{H}_{2}$, let dom $D_{0} \subset \mathcal{D}_{2}$ be dense in $\mathcal{D}_{2}$ and assume that there exist extensions

$$
D_{0} \subset D \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-2}\right), \quad D_{0}^{\#} \subset D^{\ddagger} \in \mathcal{B}\left(\mathcal{D}_{-2}, \mathcal{D}_{2}\right)
$$

Remark 2.2. We point out that $\mathcal{D}_{-S}=\mathcal{D}_{-1}$ in the applications in Sections 4,5 and 7.2. However, allowing $A$ and $B$ to map to a larger space widens the range of applicability of our assumptions, see e.g. Sections 6 and 7.1 where $\mathcal{D}_{-S} \subsetneq \mathcal{D}_{-1}$. While $\mathcal{D}_{-S}$ plays an essential role and is determined by the Schur complement, the auxiliary space $\mathcal{D}_{-1}$ merely provides an environment for the operations needed in order to define the latter; notice that in Sections 6 and 7.1 it is clear from the construction that $\mathcal{D}_{-1}$ can even be chosen arbitrarily large in a certain sense.

The operator matrix $\mathcal{A}_{0}$ and its first Schur complement $S_{0}$ are defined as the following maximal operators in the underlying Hilbert spaces. We emphasise that, although their extensions $\mathcal{A}$ and $S$ are assumed to be bounded between suitable spaces, $\mathcal{A}_{0}$ and $S_{0}$ are in general unbounded in $\mathcal{H}$ and $\mathcal{H}_{1}$, respectively.

Definition 2.3. Let Assumption 2.1 be satisfied. We define

$$
\mathcal{A}:=\left(\begin{array}{ll}
A & B  \tag{2.2}\\
C & D
\end{array}\right) \in \mathcal{B}\left(\mathcal{D}, \mathcal{D}_{-}\right), \quad S:=A-B D^{\ddagger} C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-1}\right)
$$

where $\mathcal{D}:=\mathcal{D}_{S} \oplus \mathcal{D}_{2}$ and $\mathcal{D}_{-}:=\mathcal{D}_{-1} \oplus \mathcal{D}_{-2}$. Moreover, let the corresponding maximal operators $\mathcal{A}_{0}:=\left.\mathcal{A}\right|_{\operatorname{dom} \mathcal{A}_{0}}$ in $\mathcal{H}$ and $S_{0}:=\left.S\right|_{\text {dom } S_{0}}$ in $\mathcal{H}_{1}$ be defined on their respective domains

$$
\operatorname{dom} \mathcal{A}_{0}:=\{(f, g) \in \mathcal{D}: \mathcal{A}(f, g) \in \mathcal{H}\}, \quad \operatorname{dom} S_{0}:=\left\{f \in \mathcal{D}_{S}: S f \in \mathcal{H}_{1}\right\}
$$

Notice that if $0 \in \rho\left(D_{0}\right)$, then $D^{\ddagger}=D^{-1}$ and the definition of $S$ reduces to the standard formula for the Schur complement, see Lemma 2.12 below.

Remark 2.4. All results in the present section hold analogously for the second Schur complement. The assumptions have to be translated in a straightforward way as follows. One assumes the following inclusions between the Hilbert spaces

$$
\mathcal{D}_{1} \subset \mathcal{H}_{1} \subset \mathcal{D}_{-1}, \quad \mathcal{D}_{S} \subset \mathcal{H}_{2} \subset \mathcal{D}_{-S} \subset \mathcal{D}_{-2}
$$

where the corresponding canonical embeddings are continuous and all except the embedding $\mathcal{D}_{-S} \hookrightarrow \mathcal{D}_{-2}$ are assumed to have dense range. Moreover,

$$
B \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-1}\right), \quad C \in \mathcal{B}\left(\mathcal{D}_{1}, \mathcal{D}_{-2}\right), \quad D \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right)
$$

The operator $A_{0} \in \mathcal{C}\left(\mathcal{H}_{1}\right)$ has closed range in $\mathcal{H}_{1}$, dom $A_{0}$ is dense in $\mathcal{D}_{1}$ and

$$
A_{0} \subset A \in \mathcal{B}\left(\mathcal{D}_{1}, \mathcal{D}_{-1}\right), \quad A_{0}^{\#} \subset A^{\ddagger} \in \mathcal{B}\left(\mathcal{D}_{-1}, \mathcal{D}_{1}\right) .
$$

Then the matrix $\mathcal{A}$ is defined as in (2.2) with $\mathcal{D}=\mathcal{D}_{1} \oplus \mathcal{D}_{S}$ and the second Schur complement is given by

$$
S=D-C A^{\ddagger} B \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right) .
$$

With domains analogous to the ones in Definition 2.3, $\mathcal{A}_{0}$ and $S_{0}$, respectively, are the corresponding maximal operators in $\mathcal{H}$ and $\mathcal{H}_{2}$.
2.2. Dense domain and point spectrum. We start our analysis of the relation between $\mathcal{A}_{0}$ and $S_{0}$ by providing sufficient conditions for the matrix $\mathcal{A}_{0}$ to be densely defined in $\mathcal{H}$.

Proposition 2.5. Let Assumption 2.1 be satisfied.
(i) Let coker $D_{0}=\{0\}$, let dom $S_{0}$ be dense in $\mathcal{H}_{1}$ and assume with

$$
\begin{equation*}
\operatorname{dom} B_{0}:=\left\{f \in \mathcal{D}_{2}: B f \in \mathcal{H}_{1}\right\} \tag{2.3}
\end{equation*}
$$

that $\operatorname{dom} B_{0} \cap \operatorname{dom} D_{0}$ is dense in $\mathcal{H}_{2}$. Then $\operatorname{dom} \mathcal{A}_{0}$ is dense in $\mathcal{H}$.
(ii) Let $\mathcal{D}_{-S}=\mathcal{D}_{-1}$, let $0 \in \rho\left(D_{0}\right) \cap \rho\left(S_{0}\right)$ and let dom $S_{0}$ be dense in $\mathcal{D}_{S}$. Moreover, assume there exists $z \in \mathbb{C}$ such that $\operatorname{ran}\left(S_{0}-z\right)$ is closed in $\mathcal{H}_{1}$ with $\operatorname{coker}\left(S_{0}-z\right)=\{0\}$ and such that there exists an extension

$$
\begin{equation*}
\left(S_{0}-z\right)^{\#} \subset S_{z}^{\ddagger} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right) \tag{2.4}
\end{equation*}
$$

Then $\operatorname{dom} \mathcal{A}_{0}$ is dense in both $\mathcal{D}$ and $\mathcal{H}$.
If $D_{0}$ is boundedly invertible, the kernels and thus point spectra of $\mathcal{A}_{0}$ and $S_{0}$ are related as follows.

Proposition 2.6. Let Assumption 2.1 be satisfied and $0 \in \rho\left(D_{0}\right)$. Then

$$
0 \in \sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \Longleftrightarrow 0 \in \sigma_{\mathrm{p}}\left(S_{0}\right)
$$

and the following identities hold

$$
\operatorname{ker} \mathcal{A}_{0}=\left\{\left(f,-D^{-1} C f\right): f \in \operatorname{ker} S_{0}\right\}, \quad \operatorname{dim} \operatorname{ker} \mathcal{A}_{0}=\operatorname{dim} \operatorname{ker} S_{0}
$$

2.3. Semi-Fredholmness and bounded invertibility. We proceed by establishing a relation between bounded invertibility/semi-Fredholmness of the matrix and bounded invertibility/semi-Fredholmness of its Schur complement. This in turn provides a connection between the (essential) spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ as an operator family, see Section 3. Proofs of the following results can be found in Section 2.5.

Theorem 2.7. Let Assumption 2.1 be satisfied.
(i) Let $0 \in \rho\left(D_{0}\right)$. Then

$$
0 \in \rho\left(\mathcal{A}_{0}\right) \Longrightarrow 0 \in \rho\left(S_{0}\right)
$$

(ii) Let $S_{0} \in \mathcal{C}\left(\mathcal{H}_{1}\right)$ and assume either that coker $D_{0}=\{0\}$ or that $D_{0} \in \mathcal{F}_{-}\left(\mathcal{H}_{2}\right)$ with coker $D_{0} \subset \operatorname{dom} C_{0}^{*}$ and dom $C_{0}$ is dense in $\mathcal{D}_{S}$, where

$$
C_{0}:=\left.C\right|_{\operatorname{dom} C_{0}}, \quad \operatorname{dom} C_{0}:=\left\{f \in \mathcal{D}_{S}: C f \in \mathcal{H}_{2}\right\}
$$

Then

$$
\mathcal{A}_{0} \in \mathcal{F}_{+}(\mathcal{H}) \Longrightarrow S_{0} \in \mathcal{F}_{+}\left(\mathcal{H}_{1}\right)
$$

We establish the reverse implication, i.e. bounded invertibility/semi-Fredholmness of $S_{0}$ implying bounded invertibility/semi-Fredholmness of $\mathcal{A}_{0}$.

Theorem 2.8. Let Assumption 2.1 be satisfied and assume that $S \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right)$ and $B\left(\operatorname{dom} D_{0}\right) \subset \mathcal{D}_{-S}$.
(i) Let $0 \in \rho\left(D_{0}\right)$. If $S^{-1} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right)$ (which by the continuity of the embeddings $\mathcal{D}_{S} \hookrightarrow \mathcal{H}_{1} \hookrightarrow \mathcal{D}_{-S}$ implies that $\left.0 \in \rho\left(S_{0}\right)\right)$, then $0 \in \rho\left(\mathcal{A}_{0}\right)$.
(ii) Let dom $S_{0}$ be dense in $\mathcal{D}_{S}$, let $D_{0} \in \mathcal{F}_{+}\left(\mathcal{H}_{2}\right)$ and $S_{0} \in \mathcal{F}_{+}\left(\mathcal{H}_{1}\right)$ such that there exists an extension $S^{\ddagger} \supset S_{0}^{\#}$ with $S^{\ddagger} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right)$. Then $\mathcal{A}_{0} \in \mathcal{F}_{+}(\mathcal{H})$.
Finally, we provide a sufficient condition for the existence of the extension $S^{\ddagger}$ above; a corollary of Theorem 2.8 then reads as follows.
Corollary 2.9. Let Assumption 2.1 be satisfied, let $S \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right)$, let $\operatorname{dom} S_{0}$ be dense in $\mathcal{D}_{S}$ and $B\left(\operatorname{dom} D_{0}\right) \subset \mathcal{D}_{-S}$. Moreover, assume there exists $z \in \mathbb{C}$ such that $\operatorname{ran}\left(S_{0}-z\right)$ is closed in $\mathcal{H}_{1}$ with $\operatorname{coker}\left(S_{0}-z\right)=\{0\}$ and such that there exists an extension $S_{z}^{\ddagger}$ as in (2.4).
(i) Let $0 \in \rho\left(D_{0}\right)$. Then

$$
0 \in \rho\left(S_{0}\right) \Longrightarrow 0 \in \rho\left(\mathcal{A}_{0}\right)
$$

(ii) Let $D_{0} \in \mathcal{F}_{+}\left(\mathcal{H}_{2}\right)$. Then

$$
S_{0} \in \mathcal{F}_{+}\left(\mathcal{H}_{1}\right) \Longrightarrow \mathcal{A}_{0} \in \mathcal{F}_{+}(\mathcal{H})
$$

Remark 2.10. The claims of both Proposition 2.5 (ii) and Corollary 2.9 remain true for finite dimensional $\operatorname{coker}\left(S_{0}-z\right) \neq\{0\}$ if the orthogonal projection on $\operatorname{coker}\left(S_{0}-z\right)$ in $\mathcal{H}_{1}$ has an extension in $\mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{H}_{1}\right)$. Analogously, Proposition 2.5 (i) still holds if coker $D_{0} \neq\{0\}$ is finite dimensional and the orhtogonal projection on coker $D_{0}$ in $\mathcal{H}_{2}$ has a bounded extension in $\mathcal{B}\left(\mathcal{D}_{-2}, \mathcal{H}_{2}\right)$.
2.4. Technical lemmas. We start by stating and proving some auxiliary results.

Lemma 2.11. Let $\mathcal{G}_{1}, \mathcal{G}_{2}$ and $\mathcal{G}_{3}$ be Hilbert spaces such that $\mathcal{G}_{2} \subset \mathcal{G}_{3}$ is continuously embedded. If $T \in \mathcal{B}\left(\mathcal{G}_{1}, \mathcal{G}_{3}\right)$ and $\operatorname{ran} T \subset \mathcal{G}_{2}$, then $T \in \mathcal{B}\left(\mathcal{G}_{1}, \mathcal{G}_{2}\right)$.

Proof. Since $T \in \mathcal{C}\left(\mathcal{G}_{1}, \mathcal{G}_{3}\right)$ and $\mathcal{G}_{2}$ is continuously embedded in $\mathcal{G}_{3}$, we also have $T \in \mathcal{C}\left(\mathcal{G}_{1}, \mathcal{G}_{2}\right)$. The claim now follows from the closed graph theorem.

Lemma 2.12. Let $\mathcal{G}_{1}, \mathcal{G}$ and $\mathcal{G}_{-1}$ be Hilbert spaces such that

$$
\mathcal{G}_{1} \subset \mathcal{G} \subset \mathcal{G}_{-1}
$$

and the corresponding canonical embeddings are continuous. Let $T_{0} \in \mathcal{C}(\mathcal{G})$ have closed range in $\mathcal{G}$, let dom $T_{0} \subset \mathcal{G}_{1}$ and assume there exist extensions

$$
T_{0} \subset T \in \mathcal{B}\left(\mathcal{G}_{1}, \mathcal{G}_{-1}\right), \quad T_{0}^{\#} \subset T^{\ddagger} \in \mathcal{B}\left(\mathcal{G}_{-1}, \mathcal{G}_{1}\right)
$$

Let $P$ and $Q$, respectively, denote the orthogonal projections on $\operatorname{ker} T_{0}$ and coker $T_{0}$ in $\mathcal{G}$. Then

$$
\left.T T^{\ddagger}\right|_{\mathcal{G}}=I-Q
$$

and, if $\mathcal{G}$ is dense in $\mathcal{G}_{-1}$, then coker $T_{0}=\{0\}$ implies $T T^{\ddagger}=I$. If dom $T_{0}$ is dense $\mathcal{G}_{1}$, then

$$
T^{\ddagger} T=I-\left.P\right|_{\mathcal{G}_{1}}
$$

and $\operatorname{ker} T_{0}=\{0\}$ implies $T^{\ddagger} T=I$. In particular, if $0 \in \rho\left(T_{0}\right), \mathcal{G}$ is dense in $\mathcal{G}_{-1}$ and $\operatorname{dom} T_{0}$ is dense in $\mathcal{G}_{1}$, then $T^{\ddagger}=T^{-1}$.

Proof. Using relation (1.4) and since $\operatorname{ran} T_{0}^{\#} \subset \operatorname{dom} T_{0}$, we obtain

$$
\left.T T^{\ddagger}\right|_{\mathcal{G}}=T_{0} T_{0}^{\#}=I-Q
$$

If $\mathcal{G}$ is dense in $\mathcal{G}_{-1}$ and coker $T_{0}=\{0\}$, then $T T^{\ddagger}=I$ follows from the above identity and from $T T^{\ddagger} \in \mathcal{B}\left(\mathcal{G}_{-1}\right)$.

Let dom $T_{0}$ be dense in $\mathcal{G}_{1}$. From Lemma 2.11, we obtain $P \in \mathcal{B}\left(\mathcal{G}, \mathcal{G}_{1}\right)$. Consequently, again using (1.4), we see that $T^{\ddagger} T \in \mathcal{B}\left(\mathcal{G}_{1}\right)$ and $I-\left.P\right|_{\mathcal{G}_{1}} \in \mathcal{B}\left(\mathcal{G}_{1}\right)$ satisfy

$$
\left.T^{\ddagger} T\right|_{\operatorname{dom} T_{0}}=T_{0}^{\#} T_{0}=\left.(I-P)\right|_{\operatorname{dom} T_{0}}=\left.\left(I-\left.P\right|_{\mathcal{G}_{1}}\right)\right|_{\operatorname{dom} T_{0}} .
$$

Hence, $T^{\ddagger} T=I-\left.P\right|_{\mathcal{G}_{1}}$ is a consequence of the density of dom $T_{0}$ in $\mathcal{G}_{1}$ and clearly, $T^{\ddagger} T=I$ holds if $\operatorname{ker} T_{0}=\{0\}$. The last claim is now immediate.

Lemma 2.13. If Assumption 2.1 holds, then $\operatorname{ker} D=\operatorname{ker} D_{0}$ and $\operatorname{ran} D^{\ddagger} \perp_{\mathcal{H}_{2}}$ ker $D_{0}$.

Proof. We first show ker $D=\operatorname{ker} D_{0}$. Let $f \in \operatorname{ker} D$. Since dom $D_{0}$ is dense in $\mathcal{D}_{2}$, there exists a sequence $\left\{f_{m}\right\}_{m} \subset \operatorname{dom} D_{0}$ such that $f_{m} \rightarrow f$ in $\mathcal{D}_{2}$ as $m \rightarrow \infty$. Consequently, from $D_{0}^{\#} D_{0} \subset D^{\ddagger} D \in \mathcal{B}\left(\mathcal{D}_{2}\right)$ and $D f=0$, with $g_{m}:=\left(I-D_{0}^{\#} D_{0}\right) f_{m}$ we conclude

$$
\left\|g_{m}-f\right\|_{\mathcal{H}_{2}} \lesssim\left\|g_{m}-f\right\|_{\mathcal{D}_{2}} \leq\left\|f_{m}-f\right\|_{\mathcal{D}_{2}}+\left\|D^{\ddagger} D f_{m}\right\|_{\mathcal{D}_{2}} \rightarrow 0, \quad m \rightarrow \infty
$$

Note that $I-D_{0}^{\#} D_{0}$ is the orthogonal projection on ker $D_{0}$ in $\mathcal{H}_{2}$, see (1.4). Hence, the closedness of $D_{0}$ and $g_{m} \in \operatorname{ker} D_{0}, m \in \mathbb{N}$, imply $f \in \operatorname{dom} D_{0}$ and $D_{0} f=0$.

It remains to show ran $D^{\ddagger} \perp_{\mathcal{H}_{2}}$ ker $D_{0}$. However, since $\mathcal{H}_{2}$ is dense in $\mathcal{D}_{-2}$ and $D^{\ddagger}: \mathcal{D}_{-2} \rightarrow \mathcal{D}_{2}$ is continuous, we have

$$
\begin{equation*}
\operatorname{ran} D^{\ddagger}=D^{\ddagger}\left({\overline{\mathcal{H}_{2}}}^{\mathcal{D}}{ }^{-2}\right) \subset{\overline{D^{\ddagger}\left(\mathcal{H}_{2}\right)}}^{\mathcal{D}} . \tag{2.5}
\end{equation*}
$$

Moreover, from $\mathcal{D}_{2}$ being continuously embedded in $\mathcal{H}_{2}$ and (1.3), we conclude

$$
\begin{equation*}
\overline{\operatorname{ran} D_{0}^{\#}} \overline{\mathcal{D}}_{2} \subset \overline{\operatorname{ran} D_{0}^{\#}}{ }^{\mathcal{H}_{2}} \perp_{\mathcal{H}_{2}} \operatorname{ker} D_{0} \tag{2.6}
\end{equation*}
$$

Considering $\left.D^{\ddagger}\right|_{\mathcal{H}_{2}}=D_{0}^{\#}$, the claim now follows from (2.5) and (2.6).
2.5. Proofs. We start by proving Proposition 2.5 (i); for technical reasons, the proof of (ii) is given at the end of this section.

Proof of Proposition 2.5 (i). By Lemma 2.12, we have that $D D^{\ddagger}=I$. Moreover, it is straightforward to check the following inclusion

$$
\begin{equation*}
\left\{\left(f, h-D^{\ddagger} C f\right): f \in \operatorname{dom} S_{0}, h \in \operatorname{dom} B_{0} \cap \operatorname{dom} D_{0}\right\} \subset \operatorname{dom} \mathcal{A}_{0} \tag{2.7}
\end{equation*}
$$

Let $(u, v) \in \mathcal{H}$ with $(u, v) \perp_{\mathcal{H}} \operatorname{dom} \mathcal{A}_{0}$; we need to show $u=v=0$. By (2.7),

$$
\begin{equation*}
\langle f, u\rangle_{\mathcal{H}_{1}}+\left\langle h-D^{\ddagger} C f, v\right\rangle_{\mathcal{H}_{2}}=0, \quad f \in \operatorname{dom} S_{0}, \quad h \in \operatorname{dom} B_{0} \cap \operatorname{dom} D_{0} . \tag{2.8}
\end{equation*}
$$

Setting $f=0$ in (2.8), from the density of $\operatorname{dom} B_{0} \cap \operatorname{dom} D_{0}$ in $\mathcal{H}_{2}$ it follows that $v=0$. Hence, (2.8) implies $u \perp \operatorname{dom} S_{0}$ and we obtain $u=0$ from the density of $\operatorname{dom} S_{0}$ in $\mathcal{H}_{1}$.

Proof of Proposition 2.6. By Lemma 2.12, $0 \in \rho\left(D_{0}\right)$ implies $D^{\ddagger}=D^{-1}$. Let $(f, g) \in \operatorname{ker} \mathcal{A}_{0}$, i.e.

$$
A f+B g=0, \quad C f+D g=0
$$

where $f \in \mathcal{D}_{S}$ and $g \in \mathcal{D}_{2}$. Applying $D^{-1}$ to the second equation and inserting it in the first one, we obtain

$$
g=-D^{-1} C f, \quad 0=A f-B D^{-1} C f=S f=S_{0} f
$$

Conversely, $f \in \operatorname{ker} S_{0}$ and $g=-D^{-1} C f$ clearly imply $0=\mathcal{A}(f, g)=\mathcal{A}_{0}(f, g)$. The equality of dimensions now follows immediately.
Proof of Theorem 2.7. (i) We show that $S_{0}^{-1}=L:=\pi_{1} \mathcal{A}_{0}^{-1} \pi_{1}^{*} \in \mathcal{B}\left(\mathcal{H}_{1}\right)$, thus implying $0 \in \rho\left(S_{0}\right)$; recall that $\pi_{1}$ and $\pi_{2}$, respectively, denote the canonical projections from $\mathcal{H}$ onto $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$. Let therefore $f \in \operatorname{dom} S_{0}$. Since $D^{\ddagger}=D^{-1}$ by $0 \in \rho\left(D_{0}\right)$ and Lemma 2.12, we have $\left(f,-D^{-1} C f\right) \in \operatorname{dom} \mathcal{A}_{0}$ and

$$
\mathcal{A}_{0}\left(f,-D^{-1} C f\right)=\left(S_{0} f, 0\right)=\pi_{1}^{*} S_{0} f
$$

By applying $\pi_{1} \mathcal{A}_{0}^{-1}$ to the above identity, one obtains $f=L S_{0} f$.
Conversely, let $f \in \mathcal{H}_{1}$ be arbitrary. Then

$$
\begin{equation*}
(f, 0)=\mathcal{A}_{0} \mathcal{A}_{0}^{-1} \pi_{1}^{*} f=\left(A L f+B \pi_{2} \mathcal{A}_{0}^{-1} \pi_{1}^{*} f, C L f+D \pi_{2} \mathcal{A}_{0}^{-1} \pi_{1}^{*} f\right) \tag{2.9}
\end{equation*}
$$

Applying $D^{-1}$ to the second component of (2.9), we obtain

$$
\pi_{2} \mathcal{A}_{0}^{-1} \pi_{1}^{*} f=-D^{-1} C L f
$$

We insert this identity in the first component of (2.9) to conclude

$$
\mathcal{H}_{1} \ni f=A L f-B D^{-1} C L f=S L f
$$

which in turn implies that $L f \in \operatorname{dom} S_{0}$ and $S_{0} L f=f$.
(ii) Let us proceed by contraposition, i.e. let us show that if $S_{0} \notin \mathcal{F}_{+}\left(\mathcal{H}_{1}\right)$, then $\mathcal{A}_{0} \notin \mathcal{F}_{+}(\mathcal{H})$. Assume that $\mathcal{A}_{0}$ is closed, since otherwise $\mathcal{A}_{0} \notin \mathcal{F}_{+}(\mathcal{H})$ by definition. Since $S_{0}$ is closed, there exists a sequence $\left\{f_{m}\right\}_{m} \subset \operatorname{dom} S_{0}$ with $\left\|f_{m}\right\|_{\mathcal{H}_{1}}=1$, $m \in \mathbb{N}$, such that

$$
\begin{equation*}
S_{0} f_{m} \xrightarrow{\mathcal{H}_{1}} 0, \quad f_{m} \xrightarrow{w} 0 \quad \text { in } \mathcal{H}_{1}, \quad m \rightarrow \infty \tag{2.10}
\end{equation*}
$$

see [11, Thm. IX.1.3 (i)] and the preceding paragraph (note that the density of the domain is only needed for part (ii) of the Theorem).

We construct a singular sequence for $\mathcal{A}_{0}$ and conclude $\mathcal{A}_{0} \notin \mathcal{F}_{+}(\mathcal{H})$ by [11, Thm. IX.1.3 (i)]. Define the sequence $\left\{\mathbf{x}_{m}:=\left(f_{m},-D^{\ddagger} C f_{m}\right)\right\}_{m} \subset \mathcal{D}$, then

$$
\begin{equation*}
\left\|\mathbf{x}_{m}\right\|_{\mathcal{H}} \geq\left\|f_{m}\right\|_{\mathcal{H}_{1}}=1, \quad \mathcal{A} \mathbf{x}_{m}=\left(S_{0} f_{m},\left(I-D D^{\ddagger}\right) C f_{m}\right), \quad m \in \mathbb{N} \tag{2.11}
\end{equation*}
$$

We show that $\mathbf{x}_{m} \in \operatorname{dom} \mathcal{A}_{0}$ and $\mathcal{A}_{0} \mathbf{x}_{m} \rightarrow 0$ in $\mathcal{H}$ as $m \rightarrow \infty$. If coker $D_{0}=\{0\}$, then Lemma 2.12 implies $D D^{\ddagger}=I$ and consequently,

$$
\mathcal{A} \mathbf{x}_{m}=\left(S_{0} f_{m}, 0\right)=\mathcal{A}_{0} \mathbf{x}_{m} \xrightarrow{\mathcal{H}} 0, \quad m \rightarrow \infty .
$$

Consider the case that

$$
\{0\} \neq \operatorname{coker} D_{0}=\operatorname{span}\left\{\phi_{j}\right\}_{1 \leq j \leq k} \subset \operatorname{dom} C_{0}^{*}
$$

recall that dim coker $D_{0}<\infty$ as $D_{0} \in \mathcal{F}_{-}\left(\mathcal{H}_{2}\right)$. Then, using that $C f \in \mathcal{H}_{2}$ for $f \in \operatorname{dom} C_{0} \subset \mathcal{D}_{S}$, that $\left.D D^{\ddagger}\right|_{\mathcal{H}_{2}}=D_{0} D_{0}^{\#}$ and relation (1.4), we obtain the identity

$$
\begin{equation*}
\left(I-D D^{\ddagger}\right) C f=\sum_{j=1}^{k}\left\langle C f, \phi_{j}\right\rangle_{\mathcal{H}_{2}} \phi_{j}=\sum_{j=1}^{k}\left\langle f, C_{0}^{*} \phi_{j}\right\rangle_{\mathcal{H}_{1}} \phi_{j}, \quad f \in \operatorname{dom} C_{0} \tag{2.12}
\end{equation*}
$$

By density of dom $C_{0}$ in $\mathcal{D}_{S}$ and since both left and right hand side of (2.12) are continuous in $f$ with respect to $\|\cdot\|_{S}$ (with values in $\mathcal{D}_{-2}$ ), formula (2.12) is valid for all $f \in \mathcal{D}_{S}$. We can thus extend

$$
\left(I-D D^{\ddagger}\right) C \subset K:=\sum_{j=1}^{k}\left\langle\cdot, C_{0}^{*} \phi_{j}\right\rangle_{\mathcal{H}_{1}} \phi_{j} \in \mathcal{K}\left(\mathcal{H}_{1}, \mathcal{H}_{2}\right),
$$

hence (2.11) gives $\mathbf{x}_{m} \in \operatorname{dom} \mathcal{A}_{0}$ and (2.10) implies that $\mathcal{A}_{0} \mathbf{x}_{m}=\left(S_{0} f_{m}, K f_{m}\right) \rightarrow 0$ strongly in $\mathcal{H}$ as $m \rightarrow \infty$. Since $\left\|\mathbf{x}_{m}\right\|_{\mathcal{H}} \geq 1$, in both cases coker $D_{0}=\{0\}$ and coker $D_{0} \neq\{0\}$, we obtain an $\mathcal{H}$-normalised sequence

$$
\begin{equation*}
\widetilde{\mathbf{x}}_{m}:=\frac{\mathbf{x}_{m}}{\left\|\mathbf{x}_{m}\right\|_{\mathcal{H}}} \in \operatorname{dom} \mathcal{A}_{0}, \quad \mathcal{A}_{0} \widetilde{\mathbf{x}}_{m} \xrightarrow{\mathcal{H}} 0, \quad m \rightarrow \infty . \tag{2.13}
\end{equation*}
$$

It remains to show that $\left\{\widetilde{\mathbf{x}}_{m}\right\}_{m}$ has no convergent subsequence in $\mathcal{H}$. We assume the opposite, i.e. that there exists $(f, g) \in \mathcal{H}$ and a subsequence (again denoted by $\left.\left\{\widetilde{\mathbf{x}}_{m}\right\}_{m}\right)$ such that $\widetilde{\mathbf{x}}_{m} \rightarrow(f, g)$ in $\mathcal{H}$ as $m \rightarrow \infty$. Consequently, from $\left\|\mathbf{x}_{m}\right\|_{\mathcal{H}} \geq 1$ and (2.10) it follows for arbitrary $u \in \mathcal{H}_{1}$ that

$$
\left|\langle f, u\rangle_{\mathcal{H}_{1}}\right|=\lim _{m \rightarrow \infty} \frac{\left|\left\langle f_{m}, u\right\rangle_{\mathcal{H}_{1}}\right|}{\left\|\mathbf{x}_{m}\right\|_{\mathcal{H}}} \leq \lim _{m \rightarrow \infty}\left|\left\langle f_{m}, u\right\rangle_{\mathcal{H}_{1}}\right|=0
$$

thus $f=0$. Since $\mathcal{A}_{0}$ is closed, (2.13) and $\widetilde{\mathbf{x}}_{m} \rightarrow(0, g)$ imply

$$
(0, g) \in \operatorname{dom} \mathcal{A}_{0}, \quad \mathcal{A}_{0}(0, g)=(B g, D g)=0
$$

in particular $g \in \operatorname{ker} D=\operatorname{ker} D_{0}$ by Lemma 2.13. Since by construction $\pi_{2} \widetilde{\mathbf{x}}_{m} \in$ $\operatorname{ran} D^{\ddagger}$, Lemma 2.13 ultimately leads to the contradiction

$$
1=\lim _{m \rightarrow \infty}\left\|\widetilde{\mathbf{x}}_{m}\right\|_{\mathcal{H}}^{2}=\|g\|_{\mathcal{H}_{2}}^{2}=\lim _{m \rightarrow \infty}\left\langle\pi_{2} \widetilde{\mathbf{x}}_{m}, g\right\rangle_{\mathcal{H}_{2}}=0
$$

The proof of Theorem 2.8 is based on constructing a (left approximate) inverse for $\mathcal{A}_{0}$. Its main ingredient is the following proposition.

Proposition 2.14. Let the assumptions of Theorem 2.8 (ii) be satisfied. Then

$$
\mathcal{L}:=\left(\begin{array}{cc}
S_{0}^{\#} & -S^{\ddagger} B D_{0}^{\#}  \tag{2.14}\\
-D^{\ddagger} C S_{0}^{\#} & D_{0}^{\#}+D^{\ddagger} C S^{\ddagger} B D_{0}^{\#}
\end{array}\right) \in \mathcal{B}(\mathcal{H}, \mathcal{D})
$$

satisfies $\mathcal{L} \mathcal{A}_{0}=\mathcal{I}+\left.\mathcal{K}\right|_{\text {dom } \mathcal{A}_{0}}$, where

$$
\mathcal{K}:=\left(\begin{array}{cc}
-P_{S} & S^{\ddagger} B P_{D}  \tag{2.15}\\
D^{\ddagger} C P_{S} & -P_{D}-D^{\ddagger} C S^{\ddagger} B P_{D}
\end{array}\right) \in \mathcal{K}(\mathcal{H}, \mathcal{D})
$$

has finite rank. Here $P_{S}$ and $P_{D}$ denote the orthogonal projections on $\operatorname{ker} S_{0}$ in $\mathcal{H}_{1}$ and on $\operatorname{ker} D_{0}$ in $\mathcal{H}_{2}$, respectively.

Proof. From Lemma 2.11, it follows that $P_{S} \in \mathcal{B}\left(\mathcal{H}_{1}, \mathcal{D}_{S}\right)$ and $P_{D} \in \mathcal{B}\left(\mathcal{H}_{2}, \mathcal{D}_{2}\right)$. Moreover, $B\left(\operatorname{dom} D_{0}\right) \subset \mathcal{D}_{-S}$ implies ran $B P_{D} \subset \mathcal{D}_{-S}$ and again by Lemma 2.11 we obtain $B P_{D} \in \mathcal{B}\left(\mathcal{H}_{2}, \mathcal{D}_{-S}\right)$. Altogether, we have $\mathcal{K} \in \mathcal{B}(\mathcal{H}, \mathcal{D})$. Since ker $S_{0}$ and ker $D_{0}$ are finite dimensional, $\mathcal{K}$ has finite rank and is thus compact.

We next show that $\mathcal{L}$ is well defined and in $\mathcal{B}(\mathcal{H}, \mathcal{D})$. Notice therefore that, by Lemma 2.11 and (1.3),

$$
D_{0}^{\#}=\left.D^{\ddagger}\right|_{\mathcal{H}_{2}} \in \mathcal{B}\left(\mathcal{H}_{2}, \mathcal{D}_{2}\right), \quad S_{0}^{\#}=\left.S^{\ddagger}\right|_{\mathcal{H}_{1}} \in \mathcal{B}\left(\mathcal{H}_{1}, \mathcal{D}_{S}\right) .
$$

Hence, from $B\left(\operatorname{dom} D_{0}\right) \subset \mathcal{D}_{-S}$, we conclude that ran $B D_{0}^{\#} \subset \mathcal{D}_{-S}$ and, applying Lemma 2.11, that $B D_{0}^{\#} \in \mathcal{B}\left(\mathcal{H}_{2}, \mathcal{D}_{-S}\right)$. This shows the claimed boundedness.

It remains to prove that

$$
\mathcal{L} \mathcal{A}_{0}(f, g)=(f, g)+\mathcal{K}(f, g), \quad(f, g) \in \operatorname{dom} \mathcal{A}_{0}
$$

Since $S_{0}^{\#} \subset S^{\ddagger}$ and $D_{0}^{\#} \subset D^{\ddagger}: \mathcal{D}_{-2} \rightarrow \mathcal{D}_{2}$, and since $C f, D g \in \mathcal{D}_{-2}$, we can write

$$
\begin{equation*}
\pi_{1} \mathcal{L} \mathcal{A}_{0}(f, g)=S^{\ddagger}\left(A f+B g-B D^{\ddagger}(C f+D g)\right)=S^{\ddagger}\left(S f+B g-B D^{\ddagger} D g\right) . \tag{2.16}
\end{equation*}
$$

Applying Lemma 2.12 to $S_{0}$ and $D_{0}$, we obtain the identities

$$
S^{\ddagger} S=I-\left.P_{S}\right|_{\mathcal{D}_{S}}, \quad D^{\ddagger} D=I-\left.P_{D}\right|_{\mathcal{D}_{2}} .
$$

Using this, identity (2.16), $S^{\ddagger}: \mathcal{D}_{-S} \rightarrow \mathcal{D}_{S}$ and $S f, B P_{D} g \in \mathcal{D}_{-S}$ gives

$$
\pi_{1} \mathcal{L} \mathcal{A}_{0}(f, g)=S^{\ddagger}\left(S f+B P_{D} g\right)=f-P_{S} f+S^{\ddagger} B P_{D} g=f+\pi_{1} \mathcal{K}(f, g)
$$

The proof of $\pi_{2} \mathcal{L} \mathcal{A}_{0}(f, g)=g+\pi_{2} \mathcal{K}(f, g)$ is analogous.
Employing the above proposition, we are now able to prove Theorem 2.8.
Proof of Theorem 2.8. (i) We apply Proposition 2.14. Note that all the assumptions are satisfied with $S^{\ddagger}=S^{-1}$; the density of dom $S_{0}$ in $\mathcal{D}_{S}$ follows from the density of $\mathcal{H}_{1}$ in $\mathcal{D}_{-S}$ and $S^{-1} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right)$.

From $0 \in \rho\left(D_{0}\right)$, we conclude $D_{0}^{\#}=D_{0}^{-1}, P_{D}=0$ and $D^{\ddagger}=D^{-1}$ by Lemma 2.12. Moreover, Lemma 2.12 gives $S_{0}^{\#}=S_{0}^{-1}$ and $P_{S}=0$ since $0 \in \rho\left(S_{0}\right)$. Hence $\mathcal{K}=0$, i.e. the operator matrix

$$
\mathcal{L}=\left(\begin{array}{cc}
S_{0}^{-1} & -S^{-1} B D_{0}^{-1} \\
-D^{-1} C S_{0}^{-1} & D_{0}^{-1}+D^{-1} C S^{-1} B D_{0}^{-1}
\end{array}\right)
$$

from Proposition 2.14 is a left inverse for $\mathcal{A}_{0}$. We show that $\mathcal{L} \in \mathcal{B}(\mathcal{H}, \mathcal{D})$ is also a right inverse for $\mathcal{A}_{0}$; as $\mathcal{D} \subset \mathcal{H}$ is continuously embedded, $0 \in \rho\left(\mathcal{A}_{0}\right)$ then follows from

$$
\mathcal{A}_{0}^{-1}=\mathcal{L} \in \mathcal{B}(\mathcal{H})
$$

Let $(f, g) \in \mathcal{H}$, then we have $\mathcal{L}(f, g) \in \mathcal{D}$ and, using $D_{0}^{-1} \subset D^{-1}$ and $S_{0}^{-1} \subset S^{-1}$, we can write

$$
\begin{aligned}
\pi_{1} \mathcal{A L}(f, g)=A\left(S^{-1} f-\right. & \left.S^{-1} B D^{-1} g\right) \\
& +B\left(-D^{-1} C S^{-1} f+D^{-1} g+D^{-1} C S^{-1} B D^{-1} g\right)
\end{aligned}
$$

Since $A: \mathcal{D}_{S} \rightarrow \mathcal{D}_{-1}$ and $B: \mathcal{D}_{2} \rightarrow \mathcal{D}_{-1}$, we can break the parentheses in the above identity and obtain

$$
\pi_{1} \mathcal{A L}(f, g)=\left(A-B D^{-1} C\right) S^{-1} f+\left(I-A S^{-1}+B D^{-1} C S^{-1}\right) B D^{-1} g
$$

and further conclude

$$
\pi_{1} \mathcal{A} \mathcal{L}(f, g)=S S^{-1} f+\left(I-S S^{-1}\right) B D^{-1} g=f
$$

In the same way, one shows that $\pi_{2} \mathcal{A} \mathcal{L}(f, g)=g$. Hence, $\mathcal{A} \mathcal{L}(f, g)=(f, g)$, which implies $\operatorname{ran} \mathcal{L} \subset \operatorname{dom} \mathcal{A}_{0}$ and $\mathcal{A}_{0} \mathcal{L}=\mathcal{I}$.
(ii) By Proposition 2.14, the identity

$$
\begin{equation*}
\mathcal{L} \mathcal{A}_{0}=\mathcal{I}+\left.\mathcal{K}\right|_{\operatorname{dom} \mathcal{A}_{0}} \tag{2.17}
\end{equation*}
$$

holds true with $\mathcal{L} \in \mathcal{B}(\mathcal{H}, \mathcal{D})$ and $\mathcal{K} \in \mathcal{B}(\mathcal{H}, \mathcal{D})$ as in (2.14) and (2.15). We first show that $\mathcal{A}_{0}$ is closed in $\mathcal{H}$. Let therefore $\left\{\left(f_{m}, g_{m}\right)\right\}_{m} \subset \operatorname{dom} \mathcal{A}_{0}$ and $(f, g),(u, v) \in \mathcal{H}$ such that $\left(f_{m}, g_{m}\right) \rightarrow(f, g)$ and $\mathcal{A}_{0}\left(f_{m}, g_{m}\right) \rightarrow(u, v)$ in $\mathcal{H}$ as $m \rightarrow \infty$. The continuity of $\mathcal{L}$ and $\mathcal{K}$ imply

$$
\left(f_{m}, g_{m}\right)=\mathcal{L} \mathcal{A}_{0}\left(f_{m}, g_{m}\right)-\mathcal{K}\left(f_{m}, g_{m}\right) \xrightarrow{\mathcal{D}} \mathcal{L}(u, v)-\mathcal{K}(f, g), \quad m \rightarrow \infty
$$

and so the sequence $\left\{\left(f_{m}, g_{m}\right)\right\}_{m}$ is convergent in both $\mathcal{H}$ and $\mathcal{D}$. Since $\mathcal{D} \subset \mathcal{H}$ is continuously embedded, the limits must coincide, thus $\left(f_{m}, g_{m}\right) \rightarrow(f, g)$ in $\mathcal{D}$ as $m \rightarrow \infty$. Consequently, $\mathcal{A} \in \mathcal{B}\left(\mathcal{D}, \mathcal{D}_{-}\right)$implies

$$
\mathcal{A}_{0}\left(f_{m}, g_{m}\right)=\mathcal{A}\left(f_{m}, g_{m}\right) \xrightarrow{\mathcal{D}_{-}} \mathcal{A}(f, g), \quad m \rightarrow \infty .
$$

Hence, $\left\{\mathcal{A}_{0}\left(f_{m}, g_{m}\right)\right\}_{m}$ is convergent in both $\mathcal{H}$ and $\mathcal{D}_{-}$, which, since $\mathcal{H} \subset \mathcal{D}_{-}$ is continuously embedded, gives the equality $\mathcal{A}(f, g)=(u, v) \in \mathcal{H}$. This in turn implies $(f, g) \in \operatorname{dom} \mathcal{A}_{0}$ and $\mathcal{A}_{0}(f, g)=(u, v)$.

By the continuity of the embedding $\mathcal{D} \subset \mathcal{H}$, we have $\mathcal{L}, \mathcal{K} \in \mathcal{B}(\mathcal{H})$. Moreover, it follows from Proposition 2.14 that $\mathcal{K}$ has finite rank, thus $\mathcal{K} \in \mathcal{K}(\mathcal{H})$ and from (2.17) we see that $\mathcal{L}$ is a bounded left approximate inverse for $\mathcal{A}_{0}$. Finally, from the closedness of $\mathcal{A}_{0},(2.17)$ and [11, Thm. I.3.13], we conclude $\mathcal{A}_{0} \in \mathcal{F}_{+}(\mathcal{H})$.
Proof of Corollary 2.9. Let $S_{0} \in \mathcal{F}_{+}\left(\mathcal{H}_{1}\right)$; note that this in particular holds if $0 \in$ $\rho\left(S_{0}\right)$. We start by deriving a resolvent type identity for $S_{0}^{\#}$ in order to construct an extension

$$
S_{0}^{\#} \subset S^{\ddagger} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right)
$$

Let $P$ denote the orthogonal projection on $\operatorname{ker} S_{0}$ in $\mathcal{H}_{1}$. From (1.4), we conclude (notice that coker $S_{0}=\{0\}$ and thus $Q=0$ )

$$
\left(S_{0}-z\right)^{\#}-S_{0}^{\#}=\left(S_{0}^{\#} S_{0}+P\right)\left(S_{0}-z\right)^{\#}-S_{0}^{\#}\left(S_{0}-z\right)\left(S_{0}-z\right)^{\#}=\left(z S_{0}^{\#}+P\right)\left(S_{0}-z\right)^{\#}
$$

We can thus define an extension

$$
S_{0}^{\#} \subset S_{z}^{\ddagger}-\left(z S_{0}^{\#}+P\right) S_{z}^{\ddagger}=: S^{\ddagger} .
$$

By Lemma 2.11, one has $z S_{0}^{\#}+P \in \mathcal{B}\left(\mathcal{H}_{1}, \mathcal{D}_{S}\right)$. Moreover, $S_{z}^{\ddagger} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{H}_{1}\right)$ since $\mathcal{D}_{S}$ is continuously embedded in $\mathcal{H}_{1}$. Altogether, $S^{\ddagger} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right)$ is shown.

The statements (i) and (ii), respectively, now immediately follow from Theorem 2.8 (i) and (ii); notice that in (i) the assumption $0 \in \rho\left(S_{0}\right)$ together with Lemma 2.12 implies $S^{-1}=S^{\ddagger}$.

It remains to prove Proposition 2.5 (ii).
Proof of Proposition 2.5 (ii). Notice first that the assumptions of Theorem 2.8 (i) are satisfied and that $S^{-1} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right)$, see the proof of Corollary 2.9 (i). Moreover, since $\mathcal{D}_{-S}=\mathcal{D}_{-1}$, the inverse $\mathcal{L}$ in the proof of Theorem 2.8 (i) has the following bounded extension

$$
\widetilde{\mathcal{L}}:=\left(\begin{array}{cc}
S^{-1} & -S^{-1} B D^{-1} \\
-D^{-1} C S^{-1} & D^{-1}+D^{-1} C S^{-1} B D^{-1}
\end{array}\right) \in \mathcal{B}\left(\mathcal{D}_{-}, \mathcal{D}\right) .
$$

It is straightforward to check that $\widetilde{\mathcal{L}}=\mathcal{A}^{-1}$, which by the density of $\mathcal{H}$ in $\mathcal{D}_{-}$ immediately implies the density of $\operatorname{dom} \mathcal{A}_{0}$ in $\mathcal{D}$. The density of $\operatorname{dom} \mathcal{A}_{0}$ in $\mathcal{H}$ then follows from the density of $\mathcal{D}$ in $\mathcal{H}$ and the continuity of its canonical embedding.

## 3. Spectral equivalence between operator matrix and Schur COMPLEMENT

We apply the results from Section 2 in order to obtain spectral correspondence between the matrix $\mathcal{A}_{0}$ and its Schur complement $S_{0}(\cdot)$ as an operator family. More precisely, we assume that $\Theta \subset \mathbb{C}$ is a set such that, for a fixed $\lambda \in \Theta$, Assumption 2.1 is satisfied with $A-\lambda, D_{0}-\lambda$ and $D-\lambda$ instead of $A, D_{0}$ and $D$, respectively. (In this case, we will say that the assumptions of the theorem are satisfied in a certain point $\lambda \in \Theta$.) Our main theorems (which correspond to the case $\lambda=0$ ) then apply to the matrix $\mathcal{A}-\lambda$ and its (generalised) Schur complement $S(\lambda)$, see (3.1). This relates semi-Fredholmness/bounded invertibility of $\mathcal{A}_{0}-\lambda$ to semiFredholmness/bounded invertibility of $S_{0}(\lambda)$ and thereby provides an equivalence of the type

$$
\lambda \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \Longleftrightarrow 0 \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\lambda)\right) \Longleftrightarrow \lambda \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right)
$$

Recall that the spectrum of the operator family $\left\{S_{0}(\lambda): \lambda \in \Theta\right\}$ is defined as

$$
\sigma\left(S_{0}(\cdot)\right)=\left\{\lambda \in \Theta: 0 \in \sigma\left(S_{0}(\lambda)\right)\right\}
$$

its resolvent set, essential spectrum and point spectrum are defined analogously.
Assumption 3.1. Throughout this section, we assume the following.
(i) Let Assumption 2.1 (i) and (ii) be satisfied.
(ii) Let $D_{0} \in \mathcal{C}\left(\mathcal{H}_{2}\right)$ such that dom $D_{0} \subset \mathcal{D}_{2}$ is dense in $\mathcal{D}_{2}$ and assume that there exists an extension

$$
D_{0} \subset D \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-2}\right) .
$$

The assumptions above allow us to introduce the operator matrix $\mathcal{A}$ and its maximal restriction $\mathcal{A}_{0}$ in $\mathcal{H}$ analogously to Definition 2.3. Moreover, we can define the Schur complement $S(\lambda)$ for a subset $\Theta$ of spectral parameters $\lambda \in \mathbb{C}$ such that $D_{0}-\lambda$ and its extension $D-\lambda$ satisfy Assumption 2.1 (iii). Notice that, in line with Assumption 2.1 (iii), we do not require $0 \in \rho\left(D_{0}\right)$ but allow $\lambda \in \mathbb{C}$ such that $D_{0}-\lambda$ merely has a generalised inverse, see (1.3) and (1.4).

Definition 3.2. Let Assumption 3.1 be satisfied and define $\mathcal{A} \in \mathcal{B}\left(\mathcal{D}, \mathcal{D}_{-}\right)$, dom $\mathcal{A}_{0}$ and $\mathcal{A}_{0}$ as in Definition 2.3. Moreover, define the following family of operators

$$
\begin{equation*}
S(\lambda):=A-\lambda-B D^{\ddagger}(\lambda) C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-1}\right), \quad \lambda \in \Theta, \tag{3.1}
\end{equation*}
$$

where the set $\Theta \subset \mathbb{C}$ satisfies
$\Theta \subset\left\{\lambda \in \mathbb{C}: \operatorname{ran}\left(D_{0}-\lambda\right)\right.$ closed in $\mathcal{H}_{2}$,

$$
\begin{equation*}
\left.\exists \text { extension }\left(D_{0}-\lambda\right)^{\#} \subset D^{\ddagger}(\lambda) \in \mathcal{B}\left(\mathcal{D}_{-2}, \mathcal{D}_{2}\right)\right\} . \tag{3.2}
\end{equation*}
$$

Let the corresponding family of maximal operators in $\mathcal{H}_{1}$ be defined as

$$
S_{0}(\lambda):=\left.S(\lambda)\right|_{\operatorname{dom} S_{0}(\lambda)}, \quad \operatorname{dom} S_{0}(\lambda):=\left\{f \in \mathcal{D}_{S}: S(\lambda) f \in \mathcal{H}_{1}\right\}, \quad \lambda \in \Theta
$$

Remark 3.3. Notice that the spaces in Assumption 3.1 (i) are chosen such that, independently of $\lambda \in \Theta$, the results of Section 2 apply to $\mathcal{A}-\lambda$ and $S(\lambda)$. However, if the spaces and operators in Assumption 3.1 may depend on $\lambda \in \Theta$, our method defines an operator matrix valued family

$$
\mathcal{L}(\lambda)=\left(\begin{array}{ll}
A(\lambda) & B(\lambda) \\
C(\lambda) & D(\lambda)
\end{array}\right) \in \mathcal{B}\left(\mathcal{D}(\lambda), \mathcal{D}_{-}(\lambda)\right), \quad \lambda \in \Theta,
$$

whose domain $\operatorname{dom} \mathcal{L}_{0}(\lambda) \subset \mathcal{H}$ in general depends on the spectral parameter.
Let us state the first of four corollaries, which are a translation of the results in Section 2 to the present setting. Namely, if the assumptions of Proposition 2.5 are satisfied in one point $\lambda_{0} \in \Theta$, then $\mathcal{A}_{0}$ is densely defined in $\mathcal{H}$ and/or $\mathcal{D}$.

Corollary 3.4. Let Assumption 3.1 be satisfied and let $\mathcal{A}_{0}, S_{0}$ and $\Theta$ be as in Definition 3.2.
(i) Let dom $B_{0} \cap \operatorname{dom} D_{0}$ (with dom $B_{0}$ defined as in (2.3)) be dense in $\mathcal{H}_{2}$. Assume there exists $\lambda_{0} \in \Theta$ such that $\operatorname{coker}\left(D_{0}-\lambda_{0}\right)=\{0\}$ and such that $\operatorname{dom} S_{0}\left(\lambda_{0}\right)$ is dense in $\mathcal{H}_{1}$. Then $\operatorname{dom} \mathcal{A}_{0}$ is dense in $\mathcal{H}$.
(ii) Let $\mathcal{D}_{-S}=\mathcal{D}_{-1}$ and assume that there exists $\lambda_{0} \in \Theta$ such that $D_{0}-\lambda_{0}$ and $S_{0}\left(\lambda_{0}\right)$ satisfy the assumptions of Proposition 2.5 (ii). Then $\operatorname{dom} \mathcal{A}_{0}$ is dense in both $\mathcal{D}$ and $\mathcal{H}$.

Proof. The assumptions imply that Assumption 2.1 is satisfied with $A-\lambda_{0}, D_{0}-\lambda_{0}$ and $D-\lambda_{0}$ instead of $A, D_{0}$ and $D$, respectively. Hence, the claims in (i) and (ii) follow from Proposition 2.5 (i) and (ii) applied to $\mathcal{A}_{0}-\lambda_{0}$ and $S_{0}\left(\lambda_{0}\right)$ and from

$$
\operatorname{dom} \mathcal{A}_{0}=\operatorname{dom}\left(\mathcal{A}_{0}-\lambda_{0}\right), \quad \operatorname{dom} D_{0}=\operatorname{dom}\left(D_{0}-\lambda_{0}\right)
$$

The point spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ correspond on $\Theta \cap \rho\left(D_{0}\right)$.
Corollary 3.5. Let Assumption 3.1 be satisfied and let $\mathcal{A}_{0}, S_{0}$ and $\Theta$ be as in Definition 3.2. Then

$$
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \cap \rho\left(D_{0}\right) \cap \Theta=\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right) \cap \rho\left(D_{0}\right) .
$$

Proof. Let $\lambda \in \Theta \cap \rho\left(D_{0}\right)$. By Proposition 2.6 applied to $\mathcal{A}_{0}-\lambda$ and $S_{0}(\lambda)$, we conclude that $0 \in \operatorname{ker}\left(\mathcal{A}_{0}-\lambda\right)$ if and only if $0 \in \operatorname{ker} S_{0}(\lambda)$. Hence,

$$
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \cap \rho\left(D_{0}\right) \cap \Theta=\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right) \cap \rho\left(D_{0}\right) \cap \Theta=\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right) \cap \rho\left(D_{0}\right) .
$$

On subsets of $\Theta$ where the assumptions of Theorem 2.7 are satisfied, we obtain an inclusion of the (essential) spectrum of $S_{0}(\cdot)$ in the (essential) spectrum of $\mathcal{A}_{0}$.
Corollary 3.6. Let Assumption 3.1 be satisfied and let $\mathcal{A}_{0}, S_{0}$ and $\Theta$ be defined as in Definition 3.2.
(i) The following inclusion holds

$$
\sigma\left(S_{0}(\cdot)\right) \cap \rho\left(D_{0}\right) \subset \sigma\left(\mathcal{A}_{0}\right) \cap \rho\left(D_{0}\right) \cap \Theta
$$

(ii) If the subset $\Sigma \subset \Theta$ is such that $\mathcal{A}_{0}-\lambda$ and $S_{0}(\lambda)$ satisfy the assumptions of Theorem 2.7 (ii) for all $\lambda \in \Sigma$, then

$$
\sigma_{\mathrm{e} 2}\left(S_{0}(\cdot)\right) \cap \Sigma \subset \sigma_{\mathrm{e} 2}\left(\mathcal{A}_{0}\right) \cap \Sigma
$$

Proof. The statements in (i) and (ii), respectively, follow similarly to the proof of Corollary 3.5 by applying Theorem 2.7 (i) and (ii) to $\mathcal{A}_{0}-\lambda$ and $S_{0}(\lambda)$ (with fixed $\lambda \in \rho\left(D_{0}\right) \cap \Theta$ in (i) and $\lambda \in \Sigma$ in (ii)).

The reverse inclusions are obtained from Corollary 2.9.
Corollary 3.7. Let Assumption 3.1 be satisfied and let $\mathcal{A}_{0}, S, S_{0}$ and $\Theta$ be defined as in Definition 3.2.
(i) If the subset $\Sigma \subset \Theta$ is such that $\mathcal{A}_{0}-\lambda, S(\lambda)$ and $S_{0}(\lambda)$ satisfy the assumptions of Corollary 2.9 (i) for all $\lambda \in \Sigma$, then

$$
\sigma\left(\mathcal{A}_{0}\right) \cap \Sigma \subset \sigma\left(S_{0}(\cdot)\right) \cap \Sigma
$$

(ii) If the subset $\Sigma \subset \Theta$ is such that $\mathcal{A}_{0}-\lambda, S(\lambda)$ and $S_{0}(\lambda)$ satisfy the assumptions of Corollary 2.9 (ii) for all $\lambda \in \Sigma$, then

$$
\sigma_{\mathrm{e} 2}\left(\mathcal{A}_{0}\right) \cap \Sigma \subset \sigma_{\mathrm{e} 2}\left(S_{0}(\cdot)\right) \cap \Sigma
$$

Proof. The statements follow similarly to the proof of Corollary 3.5 by applying Corollary 2.9 to $\mathcal{A}_{0}-\lambda$ and $S_{0}(\lambda)$ (with fixed $\lambda \in \Sigma$ ).

## 4. Damped wave equation with irregular damping and potential

As an application of our results, we consider the linearly damped wave equation

$$
\begin{equation*}
\partial_{t}^{2} u(t, x)+2 a(x) \partial_{t} u(t, x)=\left(\Delta_{x}-q(x)\right) u(t, x), \quad t>0, \quad x \in \Omega \tag{4.1}
\end{equation*}
$$

on $\Omega \subset \mathbb{R}^{n}$, subject to Dirichlet boundary conditions, and with non-negative and possibly singular and/or unbounded damping $a$ and potential $q$. Equation (4.1) can be written as the following first order Cauchy problem

$$
\partial_{t}\binom{u_{1}(t, x)}{u_{2}(t, x)}=\left(\begin{array}{cc}
0 & 1  \tag{4.2}\\
\Delta_{x}-q(x) & -2 a(x)
\end{array}\right)\binom{u_{1}(t, x)}{u_{2}(t, x)} .
$$

Spectral properties of the operator matrix above determine existence, uniqueness and behaviour of the solutions to (4.1) and have been studied extensively. While the majority of results relies on relative boundedness of $a$ with respect to $\Delta-q$, see e.g. $[4,14,19]$, the recent results $[13,18]$ do not follow standard patterns and allow stronger damping. Combining a distributional approach similar to [4, 14, 19] with structural observations from [13], our method enables us to not only omit the assumption on relative boundedness of the damping but also to substantially lower the regularity of the coefficients. We thereby close a gap which was left open between the technical assumptions in [13] and the minimal ones suggested by the applied sesquilinear form techniques therein, see Remark 4.3.

The main result of this section is Theorem 4.2; assuming only that $a, q \in L_{\mathrm{loc}}^{1}(\Omega)$, we therein define an m-accretive realisation of the operator matrix on the right hand side of (4.2) in a suitable (standard choice) Hilbert space and show spectral equivalence to its first Schur complement. By semigroup theory, this guarantees existence and uniqueness of the solutions to the underlying Cauchy problem. We
thereby cover the essential part of [13], where the generation of a semigroup was shown under more restrictive assumptions, see Remark 4.3. Moreover, we point out that our method can also be employed to realise distributional dampings as considered e.g. in [4], see Remark 4.4.
4.1. Assumptions and main result. We make the following natural low regularity assumptions.

Assumption 4.1. Let $\Omega \subset \mathbb{R}^{n}$ be open and let $a, q \in L_{\text {loc }}^{1}(\Omega)$ such that $a, q \geq 0$ almost everywhere in $\Omega$.

In the following, we denote $\|\cdot\|:=\|\cdot\|_{L^{2}(\Omega)}$ and $\langle\cdot, \cdot\rangle:=\langle\cdot, \cdot\rangle_{L^{2}(\Omega)}$ and use the same notation for norm and inner product in $L^{2}(\Omega)^{n}$ if no confusion can arise.
4.1.1. Spectral correspondence and generation of contraction semigroup. We establish the operator theoretic framework behind the Cauchy problem (4.2) under Assumption 4.1. Let $\mathcal{W}(\Omega)$ be the Hilbert space completion of $C_{0}^{\infty}(\Omega)$ with respect to the inner product

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{W}}:=\int_{\Omega} \nabla f \cdot \overline{\nabla g} \mathrm{~d} x+\int_{\Omega} q f \bar{g} \mathrm{~d} x, \quad f, g \in C_{0}^{\infty}(\Omega) \tag{4.3}
\end{equation*}
$$

recall that $q \geq 0$ and $a \geq 0$ a.e. in $\Omega$. Moreover, define

$$
\begin{equation*}
\mathcal{D}_{S}:=H_{0}^{1}(\Omega) \cap \operatorname{dom} q^{\frac{1}{2}} \cap \operatorname{dom} a^{\frac{1}{2}} \tag{4.4}
\end{equation*}
$$

Let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be the (family of ) maximal operators in $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ and $L^{2}(\Omega)$, respectively, corresponding to the differential expressions

$$
\mathcal{A}:=\left(\begin{array}{cc}
0 & I  \tag{4.5}\\
\Delta-q & -2 a
\end{array}\right), \quad S(\lambda):=-\frac{1}{\lambda}\left(-\Delta+q+2 \lambda a+\lambda^{2}\right), \quad \lambda \in \mathbb{C} \backslash\{0\},
$$

on their respective maximal domains

$$
\begin{align*}
\operatorname{dom} \mathcal{A}_{0} & :=\left\{(f, g) \in \mathcal{W}(\Omega) \times \mathcal{D}_{S}:(\Delta-q) f-2 a g \in L^{2}(\Omega)\right\}, \\
\operatorname{dom} S_{0}(\lambda) & :=\left\{f \in \mathcal{D}_{S}:(\Delta-q-2 \lambda a) f \in L^{2}(\Omega)\right\} \tag{4.6}
\end{align*}
$$

Here the above operations are understood in a standard (antilinear) distributional sense; see Definitions 4.5, 4.8, 4.10 and Remark 4.12 below for details. Notice that the Schur complement $S_{0}(\cdot)$ coincides with the usual definition by means of its quadratic form.

The main result of this section reads as follows and is proven in Section 4.3.
Theorem 4.2. Let Assumption 4.1 be satisfied and let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be as in (4.5) and (4.6). Then $-\mathcal{A}_{0}$ is m-accretive, thus $\mathcal{A}_{0}$ generates a strongly continuous contraction semigroup on $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ and its domain is dense both in $\mathcal{W}(\Omega) \oplus \mathcal{D}_{S}$ and in $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$. Moreover, the (point and essential) spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ are equivalent on $\mathbb{C} \backslash(-\infty, 0]$,

$$
\begin{equation*}
\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \backslash(-\infty, 0]=\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right) \backslash(-\infty, 0] \tag{4.7}
\end{equation*}
$$

and the following relations hold on $(-\infty, 0)$

$$
\begin{align*}
\sigma\left(\mathcal{A}_{0}\right) \cap(-\infty, 0) & \supset \sigma\left(S_{0}(\cdot)\right) \cap(-\infty, 0)  \tag{4.8}\\
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \cap(-\infty, 0) & =\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right) \cap(-\infty, 0) \tag{4.9}
\end{align*}
$$

Remark 4.3. If the assumptions on damping and potential in [13] are satisfied, the operator $G$ introduced therein coincides with $\mathcal{A}_{0}$. Assuming essentially that for every $\varepsilon>0$ there exists $C_{\varepsilon} \geq 0$ such that

$$
a \in W_{\mathrm{loc}}^{1, \infty}(\bar{\Omega}), \quad|\nabla a| \leq \varepsilon a^{\frac{3}{2}}+C_{\varepsilon}
$$

see [13, Asm. I] for the precise more general assumptions, the authors define $G$ as the closure of the operator matrix $G_{0}$ in $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ given by

$$
G_{0}=\left(\begin{array}{cc}
0 & I \\
\Delta-q & -2 a
\end{array}\right), \quad \operatorname{dom} G_{0}=\left(\operatorname{dom}(-\Delta+q)_{L^{2}(\Omega)} \cap \operatorname{dom} a\right)^{2}
$$

here $(-\Delta+q)_{L^{2}(\Omega)}$ shall denote the Friedrichs extension of $-\Delta+q$ on $C_{0}^{\infty}(\Omega)$. They show that, independently of $\lambda \in \mathbb{C} \backslash(-\infty, 0]$,

$$
\operatorname{dom} S_{0}(\lambda)=\operatorname{dom}(-\Delta+q)_{L^{2}(\Omega)} \cap \operatorname{dom} a \subset \mathcal{W}(\Omega) \cap \mathcal{D}_{S}
$$

From this it follows easily that $\operatorname{dom} G_{0} \subset \operatorname{dom} \mathcal{A}_{0}$ and their actions clearly coincide. Since both $-G$ and $-\mathcal{A}_{0}$ are m-accretive, see [13, Thm. 2.2], their equality already follows from the inclusion $G \subset \mathcal{A}_{0}$, see e.g. [20, §V.3.10].
Remark 4.4. Our setting is more general than the perturbative framework in e.g. [4, 19] and can equally be employed to cover distributional dampings studied therein, see e.g. [4, Chap. 4] where $a(x)=\delta\left(x-x_{0}\right)$ is discussed in one dimension.
4.2. Realisation of matrix and Schur complement. In line with Sections 2 and 3, we present our approach to the underlying spectral problem. Note that since we use the second Schur complement, the roles of the spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, as well as the matrix entries acting in them, are reversed correspondingly, see Remark 2.4.
4.2.1. Definition of spaces. We introduce the spaces for Assumption 3.1 (i).

Definition 4.5. Let Assumption 4.1 hold, let $\mathcal{H}_{1}:=\mathcal{W}(\Omega)$ with $\mathcal{W}(\Omega)$ as in Theorem 4.2 and $\mathcal{H}_{2}:=L^{2}(\Omega)$. Let the space $\mathcal{D}_{S}$ defined in (4.4) be equipped with the inner product

$$
\begin{equation*}
\langle f, g\rangle_{S}:=\int_{\Omega} \nabla f \cdot \overline{\nabla g} \mathrm{~d} x+\int_{\Omega} q f \bar{g} \mathrm{~d} x+\int_{\Omega} a f \bar{g} \mathrm{~d} x+\int_{\Omega} f \bar{g} \mathrm{~d} x, \quad f, g \in \mathcal{D}_{S} \tag{4.10}
\end{equation*}
$$

notice that $q, a \geq 0$ a.e. in $\Omega$. Moreover, define

$$
\mathcal{D}_{1}=\mathcal{D}_{-1}:=\mathcal{W}(\Omega), \quad \mathcal{D}_{-2}=\mathcal{D}_{-S}:=\mathcal{D}_{S}^{*}
$$

Proposition 4.6. Under Assumption 4.1, the spaces in Definition 4.5 satisfy Assumption 3.1 (i) according to Remark 2.4. Moreover, $C_{0}^{\infty}(\Omega)$ is dense in $\mathcal{D}_{S}$ and one can embed $\mathcal{D}_{S} \subset \mathcal{W}(\Omega)$ continuously.
Proof. Since $q \in L_{\text {loc }}^{1}(\Omega)$, the Hilbert space completion of $C_{0}^{\infty}(\Omega)$ with respect to the inner product in (4.3) is well-defined. Clearly, all other spaces in Definition 4.5 are also well-defined and Hilbert. The inclusion $C_{0}^{\infty}(\Omega) \subset \mathcal{D}_{S}$ is clear from the assumption $a, q \in L_{\mathrm{loc}}^{1}(\Omega)$; its density can be shown using standard techniques. It thus follows from the construction of $\mathcal{W}(\Omega)$ and the inequality $\|\cdot\|_{\mathcal{W}} \leq\|\cdot\|_{S}$ that one can clearly embed $\mathcal{D}_{S} \subset \mathcal{W}(\Omega)$ continuously.

It remains to show that $\mathcal{D}_{S} \subset L^{2}(\Omega) \subset \mathcal{D}_{S}^{*}$, where the corresponding embeddings are continuous with dense range. The density of $\mathcal{D}_{S}$ in $L^{2}(\Omega)$ is a consequence of $C_{0}^{\infty}(\Omega) \subset \mathcal{D}_{S}$, and since we have $\|\cdot\| \leq\|\cdot\|_{S}$ by construction, it is continuously embedded. Upon identification of $L^{2}(\Omega)$ with its anti-dual space, we further obtain

$$
\begin{equation*}
\mathcal{D}_{S} \subset L^{2}(\Omega) \equiv L^{2}(\Omega)^{*} \subset \mathcal{D}_{S}^{*} \tag{4.11}
\end{equation*}
$$

The second inclusion in (4.11) is realised by the continuous embedding

$$
\begin{equation*}
\left.L^{2}(\Omega) \ni f \equiv\langle f, \cdot\rangle \mapsto\langle f, \cdot\rangle\right|_{\mathcal{D}_{S}} \in \mathcal{D}_{S}^{*} \tag{4.12}
\end{equation*}
$$

Indeed, since $\mathcal{D}_{S}$ is continuously embedded in $L^{2}(\Omega)$, the map in (4.12) is welldefined and bounded; its injectivity follows from the density of $\mathcal{D}_{S}$ in $L^{2}(\Omega)$.

For Assumption 3.1 (i), it remains to show that $L^{2}(\Omega)$ is dense in $\mathcal{D}_{S}^{*}$. It suffices, however, to observe that the embedding in (4.12) is nothing but the adjoint operator

$$
I_{\mathcal{D}_{S}}^{*}: L^{2}(\Omega)^{*} \rightarrow \mathcal{D}_{S}^{*}
$$

and that $\operatorname{ran} I_{\mathcal{D}_{S}}^{*}$ is dense in $\mathcal{D}_{S}^{*}$ since $\operatorname{ker} I_{\mathcal{D}_{S}}=\{0\}$, cf. [11, p. 170].
Remark 4.7. The restriction of every functional in $\mathcal{D}_{S}^{*}$ to $C_{0}^{\infty}(\Omega) \subset \mathcal{D}_{S}$ is a distribution, i.e. one can embed $\mathcal{D}_{S}^{*} \subset \mathcal{D}^{\prime}(\Omega)$; indeed, since $a, q \in L_{\mathrm{loc}}^{1}(\Omega)$, the convergence of test functions in $\mathcal{D}(\Omega)$ clearly implies their convergence in $\mathcal{D}_{S}$. Moreover, the density of $C_{0}^{\infty}(\Omega)$ guarantees injectivity of the embedding $\mathcal{D}_{S}^{*} \rightarrow \mathcal{D}^{\prime}(\Omega)$.

If $n \geq 3$ then we also have the inclusion $\mathcal{W}(\Omega) \subset \mathcal{D}^{\prime}(\Omega)$; this follows from

$$
\mathcal{W}(\Omega) \subset \dot{H}^{1}(\Omega) \subset L^{\frac{2 n}{n-2}}(\Omega) \subset L_{\mathrm{loc}}^{1}(\Omega)
$$

where $\dot{H}^{1}(\Omega)$ denotes the completion of $C_{0}^{\infty}(\Omega)$ with respect to $\|\nabla \cdot\|$, i.e. the first order homogeneous Sobolev space, and the second inclusion is a consequence of the Gagliardo-Nirenberg-Sobolev inequality.
4.2.2. Definition of matrix entries. We introduce the remaining objects needed for Assumption 3.1.

Definition 4.8. Let Assumption 4.1 be satisfied and define the following operators

$$
\begin{array}{rlrlrl}
A_{0}=A & := & 0 & \in \mathcal{B}(\mathcal{W}(\Omega)), & B:=\quad I & \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{W}(\Omega)\right), \\
C & :=\Delta-q & \in \mathcal{B}\left(\mathcal{W}(\Omega), \mathcal{D}_{S}^{*}\right), & D:=-2 a & \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right)
\end{array}
$$

see Definition 4.5. Here the operators $\Delta-q$ and $a$ are the unique extensions of

$$
\begin{align*}
((\Delta-q) f, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}} & :=-\int_{\Omega} \nabla f \cdot \overline{\nabla g} \mathrm{~d} x-\int_{\Omega} q f \bar{g} \mathrm{~d} x, \\
(a f, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}} & :=\int_{\Omega} a f \bar{g} \mathrm{~d} x
\end{align*}
$$

see Proposition 4.9 below for details.
Proposition 4.9. Under Assumption 4.1, the operators defined in Definition 4.8 are well-defined and satisfy Assumption 3.1 according to Remark 2.4.

Proof. Since $\mathcal{D}_{S} \subset \mathcal{W}(\Omega)$ is continuously embedded by Proposition 4.6, clearly

$$
0 \in \mathcal{B}(\mathcal{W}(\Omega)), \quad I \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{W}(\Omega)\right)
$$

It remains to show that $C$ and $D$ are well-defined by (4.13) and bounded between the claimed spaces. For $f, g \in C_{0}^{\infty}(\Omega)$, we have the inequality

$$
\begin{equation*}
\left|((\Delta-q) f, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}\right| \leq\|f\|_{\mathcal{W}}\|g\|_{\mathcal{W}} \leq\|f\|_{\mathcal{W}}\|g\|_{S} . \tag{4.14}
\end{equation*}
$$

Taking into account (4.14) and the density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{D}_{S}$, see Proposition 4.6, the formula (4.13) determines a unique bounded antilinear functional on $\mathcal{D}_{S}$

$$
(\Delta-q) f \in \mathcal{D}_{S}^{*}, \quad f \in C_{0}^{\infty}(\Omega)
$$

Moreover, from (4.14) it follows that $f \mapsto(\Delta-q) f$ is a bounded map from $\mathcal{W}(\Omega)$ to $\mathcal{D}_{S}^{*}$ and therefore, by density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{W}(\Omega)$, has a unique extension

$$
\Delta-q \in \mathcal{B}\left(\mathcal{W}(\Omega), \mathcal{D}_{S}^{*}\right)
$$

In the same way, by deriving the estimate

$$
\left|(a f, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}\right| \leq\left\|a^{\frac{1}{2}} f\right\|\left\|a^{\frac{1}{2}} g\right\| \leq\|f\|_{S}\|g\|_{S}, \quad f, g \in C_{0}^{\infty}(\Omega)
$$

one shows that $a \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right)$ is well-defined.
4.2.3. Definition of matrix and Schur complement. We proceed analogously to Definition 3.2, cf. Remark 2.4.
Definition 4.10. Let Assumption 4.1 be satisfied. Define the operator matrix

$$
\mathcal{A}:=\left(\begin{array}{cc}
0 & I \\
\Delta-q & -2 a
\end{array}\right) \in \mathcal{B}\left(\mathcal{W}(\Omega) \oplus \mathcal{D}_{S}, \mathcal{W}(\Omega) \oplus \mathcal{D}_{S}^{*}\right)
$$

and its second Schur complement

$$
\begin{equation*}
S(\lambda):=-2 a-\lambda+\left.\frac{1}{\lambda}(\Delta-q)\right|_{\mathcal{D}_{S}} \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right), \quad \lambda \in \Theta:=\mathbb{C} \backslash\{0\} \tag{4.15}
\end{equation*}
$$

see Definitions 4.5 and 4.8 , as well as Definition 3.2 and notice that $\Theta$ satisfies (3.2) therein. Let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$, respectively, be the corresponding (family of) maximal operators in $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ and $L^{2}(\Omega)$; more precisely, $\mathcal{A}_{0}:=\left.\mathcal{A}\right|_{\operatorname{dom} \mathcal{A}_{0}}$ and $S_{0}(\lambda):=\left.S(\lambda)\right|_{\text {dom } S_{0}(\lambda)}$ with their respective domains

$$
\begin{aligned}
\operatorname{dom} \mathcal{A}_{0} & :=\left\{(f, g) \in \mathcal{W}(\Omega) \times \mathcal{D}_{S}: \mathcal{A}(f, g) \in \mathcal{W}(\Omega) \times L^{2}(\Omega)\right\} \\
\operatorname{dom} S_{0}(\lambda) & :=\left\{f \in \mathcal{D}_{S}: S(\lambda) f \in L^{2}(\Omega)\right\}
\end{aligned}
$$

The following proposition shows that (4.15) agrees with the standard definition of the Schur complement via its quadratic form.

Proposition 4.11. Let Assumption 4.1 hold and let $S(\cdot)$ be as in Definition 4.10. Then, for every $\lambda \in \mathbb{C} \backslash\{0\}$ and $f, g \in \mathcal{D}_{S}$,

$$
(S(\lambda) f, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}=-\frac{1}{\lambda}\left(\int_{\Omega} \nabla f \overline{\nabla g} \mathrm{~d} x+\int_{\Omega} q f \bar{g} \mathrm{~d} x+2 \lambda \int_{\Omega} a f \bar{g} \mathrm{~d} x+\lambda^{2} \int_{\Omega} f \bar{g} \mathrm{~d} x\right) .
$$

Proof. Considering Definitions 4.8 and 4.10 , it is clear that the claimed identity holds for $f, g \in C_{0}^{\infty}(\Omega)$. Since $C_{0}^{\infty}(\Omega)$ is dense in $\mathcal{D}_{S}$ and both sides of the formula are continuous with respect to convergence in $\mathcal{D}_{S}$, it remains valid for $f, g \in \mathcal{D}_{S}$.

Remark 4.12. Under Assumption 4.1, the actions of $\mathcal{A}$ and $S(\cdot)$ introduced in Definition 4.10 coincide with their standard distributional definitions, cf. Remark 4.7. Indeed, taking into account that $q \in L_{\mathrm{loc}}^{1}(\Omega)$, clearly

$$
\begin{equation*}
\Delta f-q f \in L_{\mathrm{loc}}^{1}(\Omega), \quad f \in C_{0}^{\infty}(\Omega) \tag{4.16}
\end{equation*}
$$

is a regular distribution and coincides with $C f \in \mathcal{D}_{S}^{*}$ as defined in (4.13). The action of $C$ on the completion $\mathcal{W}(\Omega)$, however, is constructed by continuous extension, see (4.13), and is thus given as a limit of regular distributions of the form (4.16); notice that convergence of functionals in $\mathcal{D}_{S}^{*}$ implies their convergence in $\mathcal{D}^{\prime}(\Omega)$. Finally, the following distributions

$$
a g \in L_{\mathrm{loc}}^{1}(\Omega), \quad-\frac{1}{\lambda}\left(-\Delta f+q f+2 \lambda a f+\lambda^{2}\right) \in \mathcal{D}^{\prime}(\Omega), \quad \lambda \in \mathbb{C} \backslash\{0\}, \quad f, g \in \mathcal{D}_{S}
$$

are well-defined and coincide with $D g \in \mathcal{D}_{S}^{*}$ and $S(\lambda) f \in \mathcal{D}_{S}^{*}$ as in (4.13) and (4.15), respectively; see Proposition 4.11 and notice that $\mathcal{D}_{S} \subset \operatorname{dom} a^{\frac{1}{2}} \cap \operatorname{dom} q^{\frac{1}{2}}$. //
4.3. Proof of Theorem 4.2. We first formulate a crucial ingredient for the proof of Theorem 4.2 as a lemma. For every $\lambda \in \mathbb{C} \backslash(\infty, 0]$, it provides the existence of an extension as in (2.4); this is needed in order to apply Corollaries 3.4 (ii) and 2.9.

Lemma 4.13. Let Assumption 4.1 be satisfied and let $S_{0}(\cdot)$ be as in Definition 4.10. For all $\lambda \in \mathbb{C} \backslash(-\infty, 0]$, the domain dom $S_{0}(\lambda)$ is dense in $\mathcal{D}_{S}$ and there exists $z_{\lambda} \in \rho\left(S_{0}(\lambda)\right)$ such that

$$
\begin{equation*}
\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right) \tag{4.17}
\end{equation*}
$$

Moreover, if $\operatorname{Re} \lambda>0$, then one can choose $z_{\lambda}=0$.
Proof. Fix $\lambda \notin(-\infty, 0]$. Analogously to the proof of [13, Lem. 2.3], one can show that there exists $z_{\lambda} \in \mathbb{C}$ such that $S(\lambda)-z_{\lambda}$ corresponds to a bounded and coercive sesquilinear form on $\mathcal{D}_{S}$; cf. the proof of Theorem 5.1 and also the proof of Lemma 6.15, where the analogous statement is proven in a different setting. By the Lax-Milgram Theorem, see e.g. [11, Cor. IV.1.2], we conclude (4.17), $z_{\lambda} \in \rho\left(S_{0}(\lambda)\right)$ and density of the maximal domain $\operatorname{dom}\left(S_{0}(\lambda)-z_{\lambda}\right)=\operatorname{dom} S_{0}(\lambda)$ in $\mathcal{D}_{S}$. Finally, from the proof of [13, Lem. 2.3], it is clear that one can choose $z_{\lambda}=0$ in case that $\operatorname{Re} \lambda>0$.

Proof of Theorem 4.2. We start by pointing out that, by Propositions 4.6 and 4.9, Assumption 3.1 is satisfied, the objects in Definition 4.10 are well-defined and the results of Section 3 applicable. Moreover, $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ as in Definition 4.10 coincide with their definition in (4.5), see Remark 4.12. Considering this, the description of their domains in (4.6) follows immediately from Definition 4.10.

Let us show the identities (4.7) - (4.9). To this end, we refer to Remark 2.4 and apply the results from Section 3 correspondingly. First, since $\rho\left(A_{0}\right)=\Theta=\mathbb{C} \backslash\{0\}$, Corollary 3.5 implies

$$
\begin{equation*}
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \backslash\{0\}=\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right) \tag{4.18}
\end{equation*}
$$

We proceed by showing that the assumptions of Corollary 3.7 are satisfied. Let $\lambda \in \Sigma:=\mathbb{C} \backslash(-\infty, 0]$ be arbitrary. Since $\mathcal{D}_{-S}=\mathcal{D}_{-2}$, one clearly has

$$
S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right), \quad C\left(\operatorname{dom} A_{0}\right) \subset \mathcal{D}_{-S}
$$

Moreover, according to Lemma 4.13, dom $S_{0}(\lambda)$ is dense in $\mathcal{D}_{S}$ and there exists $z_{\lambda} \in \rho\left(S_{0}(\lambda)\right)$ such that

$$
\begin{equation*}
\left(S_{0}(\lambda)-z_{\lambda}\right)^{-1} \subset S_{z}^{\ddagger}(\lambda):=\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right) \tag{4.19}
\end{equation*}
$$

Considering that $\Sigma \subset \rho\left(A_{0}\right)$, we can thus apply Corollary 3.7 to conclude

$$
\begin{equation*}
\sigma_{(\mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \backslash(-\infty, 0] \subset \sigma_{(\mathrm{e} 2)}\left(S_{0}(\cdot)\right) \backslash(-\infty, 0] \tag{4.20}
\end{equation*}
$$

Furthermore, from Corollary 3.6 (i) with $\rho\left(A_{0}\right)=\Theta=\mathbb{C} \backslash\{0\}$, we obtain

$$
\begin{equation*}
\sigma\left(\mathcal{A}_{0}\right) \backslash\{0\} \supset \sigma\left(S_{0}(\cdot)\right) \tag{4.21}
\end{equation*}
$$

Moreover, since $\Sigma \subset \rho\left(A_{0}\right)$ and since, for all $\lambda \in \Sigma$, Lemma 4.13 implies that $\rho\left(S_{0}(\lambda)\right) \neq \emptyset$ and thus $S_{0}(\lambda) \in \mathcal{C}\left(\mathcal{H}_{2}\right)$, the assumptions of Corollary 3.6 (ii) are satisfied and we conclude

$$
\begin{equation*}
\sigma_{\mathrm{e} 2}\left(\mathcal{A}_{0}\right) \backslash(-\infty, 0] \supset \sigma_{\mathrm{e} 2}\left(S_{0}(\cdot)\right) \backslash(-\infty, 0] \tag{4.22}
\end{equation*}
$$

In summary, (4.7) follows from (4.18), (4.20), (4.21) and (4.22); the inclusion (4.8) is a consequence of (4.21) and the identity (4.9) follows from (4.18).

We continue by showing that $-\mathcal{A}_{0}$ is accretive, i.e. that

$$
\operatorname{Re}\left\langle\mathcal{A}_{0}(f, g),(f, g)\right\rangle_{\mathcal{H}} \leq 0, \quad(f, g) \in \operatorname{dom} \mathcal{A}_{0}
$$

To this end, let $(f, g) \in \operatorname{dom} \mathcal{A}_{0}$. By the density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{D}_{S}$, see Proposition 4.6 , and by construction of $\mathcal{W}(\Omega)$, there exist $\left\{f_{m}\right\}_{m},\left\{g_{m}\right\}_{m} \subset C_{0}^{\infty}(\Omega)$ such that $f_{m} \rightarrow f$ in $\mathcal{W}(\Omega)$ and $g_{m} \rightarrow g$ in $\mathcal{D}_{S}$ as $m \rightarrow \infty$. Moreover, $\mathcal{D}_{S} \subset \mathcal{W}(\Omega)$ is continuously embedded, see Proposition 4.6, and we conclude

$$
\begin{equation*}
\langle g, f\rangle_{\mathcal{W}}=\lim _{m \rightarrow \infty}\left(\left\langle\nabla g_{m}, \nabla f_{m}\right\rangle+\left\langle q^{\frac{1}{2}} g_{m}, q^{\frac{1}{2}} f_{m}\right\rangle\right) . \tag{4.23}
\end{equation*}
$$

One can easily show from the definitions in (4.13) that

$$
\begin{aligned}
&((\Delta-q) f-2 a g, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}=-\lim _{m \rightarrow \infty}\left(\left\langle\nabla f_{m}, \nabla g_{m}\right\rangle+\left\langle q^{\frac{1}{2}} f_{m}, q^{\frac{1}{2}} g_{m}\right\rangle\right. \\
&\left.+2\left\langle a^{\frac{1}{2}} g_{m}, a^{\frac{1}{2}} g_{m}\right\rangle\right)
\end{aligned}
$$

Using this, (4.23) and $(h, \cdot)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}=\langle h, \cdot\rangle$ for $h \in L^{2}(\Omega)$, we further derive

$$
\begin{aligned}
\left\langle\mathcal{A}_{0}(f, g),(f, g)\right\rangle_{\mathcal{H}}= & \langle g, f\rangle_{\mathcal{W}}+\langle(\Delta-q) f-2 a g, g\rangle \\
= & -2 \mathrm{i} \lim _{m \rightarrow \infty} \operatorname{Im}\left(\left\langle\nabla f_{m}, \nabla g_{m}\right\rangle+\left\langle q^{\frac{1}{2}} f_{m}, q^{\frac{1}{2}} g_{m}\right\rangle\right) \\
& \quad-2 \lim _{m \rightarrow \infty}\left\langle a^{\frac{1}{2}} g_{m}, a^{\frac{1}{2}} g_{m}\right\rangle
\end{aligned}
$$

Finally, the accretivity of $-\mathcal{A}_{0}$ then follows from

$$
\operatorname{Re}\left\langle\mathcal{A}_{0}(f, g),(f, g)\right\rangle_{\mathcal{H}}=-2 \lim _{m \rightarrow \infty}\left\langle a^{\frac{1}{2}} g_{m}, a^{\frac{1}{2}} g_{m}\right\rangle \leq 0
$$

Next we note that, by Lemma 4.13 , we have $S(\lambda)^{-1} \in \mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right)$ and thus $0 \in \rho\left(S_{0}(\lambda)\right)$ whenever $\operatorname{Re} \lambda>0$. By taking complements in (4.20), we conclude

$$
\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>0\} \subset \rho\left(S_{0}(\cdot)\right) \subset \rho\left(\mathcal{A}_{0}\right)
$$

This implies that $-\mathcal{A}_{0}$ is m-accretive; the generation of a strongly continuous contraction semigroup then follows from a standard result in semigroup theory, see e.g. [20, §IX.1].

It remains to show that dom $\mathcal{A}_{0}$ is dense in $\mathcal{W}(\Omega) \oplus \mathcal{D}_{S}$ and $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$. This, however, follows from $\mathcal{D}_{-S}=\mathcal{D}_{S}^{*}=\mathcal{D}_{-2}$ and Corollary 3.4 (ii), since we have shown already that the assumptions of Proposition 2.5 (ii) are satisfied in any point $\lambda \in \mathbb{C} \backslash(\infty, 0]$, see (4.19).

Remark 4.14. The density of $\operatorname{dom} \mathcal{A}_{0}$ in $\mathcal{W}(\Omega) \oplus L^{2}(\Omega)$ (which already follows from its m-accretivity, see [20, §V.3.10]) can equally be shown by employing Proposition 2.5 (i). Let therefore $(\Delta-q)_{L^{2}(\Omega)}$ denote the Friedrichs extension of $\Delta-q$ on $C_{0}^{\infty}(\Omega)$. One can show that

$$
\operatorname{dom}(\Delta-q)_{L^{2}(\Omega)} \subset \operatorname{dom} C_{0}=\operatorname{dom} A_{0} \cap \operatorname{dom} C_{0}
$$

where we used $\operatorname{dom} A_{0}=\mathcal{W}(\Omega)$ and where $\operatorname{dom} C_{0}$ is defined analogously to (2.3). Moreover, one can prove that $\operatorname{dom}(\Delta-q)_{L^{2}(\Omega)}$ is dense in $\mathcal{W}(\Omega)$, which by means of Proposition 2.5 (i) gives the claimed density.

## 5. Klein-Gordon equation with purely imaginary potential

We consider a Klein-Gordon equation on $\mathbb{R}^{n}$ with potential $V$ and mass $m>0$

$$
\left(\partial_{t}-\mathrm{i} V(x)\right)^{2} u(x, t)-\Delta_{x} u(x, t)+m^{2} u(x, t)=0, \quad x \in \mathbb{R}^{n}, \quad t \geq 0
$$

here the involved physical constants are normalised for the sake of simplicity, see e.g. [30] for the full generality. The equation above has been studied in a large number of works, employing various (operator theoretic) approaches, see e.g. [23, 24, 30]. After suitable transformations, one arrives at the following first order Cauchy problem

$$
\partial_{t}\binom{u_{1}(t, x)}{u_{2}(t, x)}=\mathrm{i}\left(\begin{array}{cc}
0 & 1  \tag{5.1}\\
-\Delta_{x}+m^{2}-V(x)^{2} & 2 V(x)
\end{array}\right)\binom{u_{1}(t, x)}{u_{2}(t, x)} .
$$

We mention that also another system of equations arising by means of different transformations has been of interest, for instance in [24, 30]. Motivated by the underlying physical problem, the potential is assumed to be real-valued in all works above. This results in a certain indefiniteness of the problem, which makes its spectral analysis less straightforward, see e.g. [23] where Krein spaces together with a smallness condition for the potential were employed.

For purely imaginary potentials $V=\mathrm{i} W$ with real-valued $W$, however, the problem can be reduced to a suitable wave equation, see (5.8) below; note that the latter has a special structure since the damping $W$ is relatively bounded with respect to the term $-\Delta+m^{2}+W^{2}$. Assuming only that the potential is locally square integrable, we define the matrix expression

$$
\mathcal{A}:=\left(\begin{array}{cc}
0 & I  \tag{5.2}\\
-\Delta+m^{2}+W^{2} & 2 \mathrm{i} W
\end{array}\right)
$$

on the right hand side of (5.1) as a densely defined, boundedly invertible operator in a suitable Hilbert space and show spectral equivalence to its second Schur complement

$$
\begin{equation*}
S(\lambda):=\frac{1}{\lambda}\left(-\Delta+m^{2}+(W+\lambda \mathrm{i})^{2}\right), \quad \lambda \in \mathbb{C} \backslash\{0\} \tag{5.3}
\end{equation*}
$$

see Theorem 5.1. Moreover, in Example 5.2 below, we consider the special case $W(x)=x$ in one dimension and show that the spectrum of the resulting operator matrix is empty, which is in line with the analogous results for the Airy operator in case of the Schrödinger equation.

We denote $\|\cdot\|:=\|\cdot\|_{L^{2}\left(\mathbb{R}^{n}\right)}$ and $\langle\cdot, \cdot\rangle:=\langle\cdot, \cdot\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}$ and, if its meaning is clear from the context, adapt the same notation for norm and inner product in $L^{2}\left(\mathbb{R}^{n}\right)^{n}$. The operator matrix and its Schur complement are defined as follows

$$
\begin{equation*}
\mathcal{A}_{0}:=\left.\mathcal{A}\right|_{\operatorname{dom} \mathcal{A}_{0}}, \quad S_{0}(\lambda):=\left.S(\lambda)\right|_{\operatorname{dom} S_{0}}, \quad \lambda \in \mathbb{C} \backslash\{0\} \tag{5.4}
\end{equation*}
$$

acting in the underlying Hilbert spaces $\mathcal{W}\left(\mathbb{R}^{n}\right) \oplus L^{2}\left(\mathbb{R}^{n}\right)$ and $L^{2}\left(\mathbb{R}^{n}\right)$, respectively, with $\mathcal{A}$ and $S(\lambda)$ as in (5.2) and (5.3) understood in the standard distributional sense, on their respective domains

$$
\begin{align*}
\operatorname{dom} \mathcal{A}_{0} & :=\operatorname{dom} S_{0} \times \mathcal{W}\left(\mathbb{R}^{n}\right) \\
\operatorname{dom} S_{0} & :=\left\{f \in \mathcal{W}\left(\mathbb{R}^{n}\right):\left(\Delta f-W^{2}\right) f \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{5.5}
\end{align*}
$$

notice that the domain of $S_{0}(\lambda)$ is independent of $\lambda \in \mathbb{C} \backslash\{0\}$ and that the domain of $\mathcal{A}_{0}$ is diagonal. In the above, the first component of the product space is

$$
\mathcal{W}\left(\mathbb{R}^{n}\right):=H^{1}\left(\mathbb{R}^{n}\right) \cap \operatorname{dom} W
$$

considered as Hilbert space equipped with the inner product

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{W}}^{2}:=\int_{\mathbb{R}^{n}} \nabla f \overline{\nabla g} \mathrm{~d} x+\int_{\mathbb{R}^{n}} W^{2} f \bar{g} \mathrm{~d} x+\int_{\mathbb{R}^{n}} f \bar{g} \mathrm{~d} x, \quad f, g \in \mathcal{W}\left(\mathbb{R}^{n}\right) \tag{5.6}
\end{equation*}
$$

Theorem 5.1. Assume that $W \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be as in (5.4) and (5.5). Then $\mathcal{A}_{0}$ is closed with $0 \in \rho\left(\mathcal{A}_{0}\right)$ and its domain is dense both in $\mathcal{W}\left(\mathbb{R}^{n}\right) \oplus \mathcal{W}\left(\mathbb{R}^{n}\right)$ and in $\mathcal{W}\left(\mathbb{R}^{n}\right) \oplus L^{2}\left(\mathbb{R}^{n}\right)$. Moreover, the (point and essential) spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ are equivalent, more precisely,

$$
\begin{equation*}
\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right)=\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right) \tag{5.7}
\end{equation*}
$$

Proof. We relate the problem to a certain damped wave equation and apply the results in Section 4. In detail, for $\lambda \in \mathbb{C}$ we have

$$
\mathcal{A}_{0}-\lambda=\mathrm{i} \operatorname{diag}(1, \mathrm{i})^{-1}\left(\widetilde{\mathcal{A}}_{0}-\mathrm{i} \lambda\right) \operatorname{diag}(1, \mathrm{i})
$$

with $\widetilde{\mathcal{A}}_{0}$ being the following linear operator in $\mathcal{W}\left(\mathbb{R}^{n}\right) \oplus L^{2}\left(\mathbb{R}^{n}\right)$

$$
\widetilde{\mathcal{A}}_{0}:=\left(\begin{array}{cc}
0 & I  \tag{5.8}\\
\Delta-\left(m^{2}+W^{2}\right) & -2 W
\end{array}\right), \quad \operatorname{dom} \widetilde{\mathcal{A}}_{0}:=\operatorname{dom} \mathcal{A}_{0}
$$

This clearly gives the equivalence

$$
\begin{equation*}
\lambda \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \Longleftrightarrow \mathrm{i} \lambda \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\widetilde{\mathcal{A}}_{0}\right) \tag{5.9}
\end{equation*}
$$

We apply Theorem 4.2 to $\widetilde{\mathcal{A}}_{0}$ and its second Schur complement $\widetilde{S}_{0}(\cdot)$ in a suitable way, i.e. with $\Omega:=\mathbb{R}^{n}$, the potential $q:=m^{2}+W^{2}$ and the damping $a:=W$ therein. Even though the latter might be indefinite, it is relatively bounded with bound zero with respect to the potential in the sense of quadratic forms, and the spectral equivalence can thus be implemented analogously. Indeed, merely the following adjustments have to be made.

Instead of (4.3), (4.4) and (4.10), define $\mathcal{W}(\Omega):=\mathcal{W}\left(\mathbb{R}^{n}\right)$ and $\|\cdot\|_{\mathcal{W}}$ as in (5.6) and set $\mathcal{D}_{S}:=\mathcal{W}\left(\mathbb{R}^{n}\right)$; notice that (4.3) and (5.6) give equivalent norms and $\mathcal{W}\left(\mathbb{R}^{n}\right)$ is in fact independent of choosing either one of them. Taking into account these modifications, Propositions 4.6, 4.9 and 4.11 remain valid. Moreover, since $\mathcal{W}\left(\mathbb{R}^{n}\right) \subset \operatorname{dom} W$, the domain of $\widetilde{\mathcal{A}}_{0}$ defined as in (4.6) indeed coincides with $\operatorname{dom} \mathcal{A}_{0}$ in (5.5). In view of Lemma 4.13, we consider the Schur complement

$$
\widetilde{S}(\lambda)=-\frac{1}{\lambda}\left(-\Delta+m^{2}+W^{2}+2 \lambda W+\lambda^{2}\right) \in \mathcal{B}\left(\mathcal{W}\left(\mathbb{R}^{n}\right), \mathcal{W}\left(\mathbb{R}^{n}\right)^{*}\right)
$$

and the restriction $\widetilde{S}_{0}(\cdot)$ to its maximal domain in $L^{2}\left(\mathbb{R}^{n}\right)$, see (4.5) and (4.6), which since $\mathcal{W}\left(\mathbb{R}^{n}\right) \subset \operatorname{dom} W$, is given by

$$
\operatorname{dom} \widetilde{S}_{0}(\lambda)=\operatorname{dom} S_{0}, \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

In order to apply Theorem 4.2, it thus suffices to justify that dom $S_{0}$ is dense in $L^{2}\left(\mathbb{R}^{n}\right)$ and that, for every $\lambda \neq 0$, there exists $z_{\lambda} \in \mathbb{C}$ such that (4.17) holds and $z_{\lambda}=0$ can be chosen if $\lambda>0$ is sufficiently large. This, however, follows in a straightforward way from the order zero form-relative boundedness of the damping
with respect to the potential. More precisely, using Cauchy-Schwarz' and Young's inequalities, one shows that for every $\delta>0$ it holds that

$$
\int_{\mathbb{R}^{n}}|W||f|^{2} \mathrm{~d} x \leq \frac{\delta}{2} \int_{\mathbb{R}^{n}} W^{2}|f|^{2} \mathrm{~d} x+\frac{1}{2 \delta} \int_{\mathbb{R}^{n}}|f|^{2} \mathrm{~d} x, \quad f \in \operatorname{dom}\left(W^{2}\right)
$$

Hence, for $\lambda \in \mathbb{C} \backslash\{0\}$ and $f \in \mathcal{W}\left(\mathbb{R}^{n}\right)$, the above gives

$$
\begin{aligned}
\operatorname{Re}(-\lambda \widetilde{S}(\lambda) f, f)_{\mathcal{W}\left(\mathbb{R}^{n}\right) \times \mathcal{W}\left(\mathbb{R}^{n}\right)^{*}} \geq\|\nabla f\|^{2}+ & (1-|\lambda| \delta)\|W f\|^{2} \\
& +\left(m^{2}+\operatorname{Re}\left(\lambda^{2}\right)-|\lambda| \delta^{-1}\right)\|f\|^{2}
\end{aligned}
$$

implying the existence of $z_{\lambda} \in \mathbb{C}$ such that $\widetilde{S}(\lambda)-z_{\lambda}$ is coercive on $\mathcal{W}\left(\mathbb{R}^{n}\right)$ and that $z_{\lambda}=0$ is a possible choice for any $\lambda>0$. The claimed invertibility in (4.17) now follows from the Lax-Milgram-Theorem, see [11, Cor. IV.1.2]; cf. the proofs of Lemmas 4.13 and 6.15. Combining the above, Theorem 4.2 implies the claimed density of $\operatorname{dom} \mathcal{A}_{0}=\operatorname{dom} \widetilde{\mathcal{A}}_{0}$ and

$$
\begin{equation*}
0 \neq \lambda \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\widetilde{\mathcal{A}}_{0}\right) \Longleftrightarrow \lambda \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\widetilde{S}_{0}(\cdot)\right) \tag{5.10}
\end{equation*}
$$

It remains to show that $\mathcal{A}_{0}$ is boundedly invertible. The equivalence (5.7) then follows from (5.9), (5.10) and since for $\lambda \neq 0$ clearly

$$
0 \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\widetilde{S}_{0}(\mathrm{i} \lambda)\right) \Longleftrightarrow 0 \in \sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\lambda)\right)
$$

To show $0 \in \rho\left(\mathcal{A}_{0}\right)$, in view of (5.9), it suffices to prove that

$$
\widetilde{\mathcal{A}}_{0}^{-1}=\mathcal{R}:=\left(\begin{array}{cc}
-2 T_{0}^{-1} W & -T_{0}^{-1} \\
I & 0
\end{array}\right) \in \mathcal{B}\left(\mathcal{W}\left(\mathbb{R}^{n}\right), L^{2}\left(\mathbb{R}^{n}\right)\right)
$$

where $T_{0}$ is the linear operator in $L^{2}\left(\mathbb{R}^{n}\right)$ given by

$$
T_{0}:=-\Delta+m^{2}+W^{2}, \quad \operatorname{dom} T_{0}:=\operatorname{dom} S_{0}
$$

However, the claimed boundedness of $\mathcal{R}$ readily follows from

$$
W \in \mathcal{B}\left(\mathcal{W}\left(\mathbb{R}^{n}\right), L^{2}\left(\mathbb{R}^{n}\right)\right), \quad T_{0}^{-1} \in \mathcal{B}\left(L^{2}\left(\mathbb{R}^{n}\right), \mathcal{W}\left(\mathbb{R}^{n}\right)\right)
$$

and the proof of $\widetilde{\mathcal{A}}_{0} \mathcal{R}=\mathcal{I}_{\mathcal{W}\left(\mathbb{R}^{n}\right) \oplus L^{2}\left(\mathbb{R}^{n}\right)}$ and $\mathcal{R} \widetilde{\mathcal{A}}_{0}=\mathcal{I}_{\text {dom } \mathcal{A}_{0}}$ is straightforward.
Example 5.2. For the one dimensional purely imaginary potential $V=\mathrm{i} x$, our realisation of the Klein-Gordon Cauchy problem (5.1) has empty spectrum. More precisely, we show that if $n=1$ and $W(x):=x, x \in \mathbb{R}$, then $\sigma\left(\mathcal{A}_{0}\right)=\emptyset$.

By Theorem 5.1, we have that $\sigma\left(\mathcal{A}_{0}\right)=\sigma\left(S_{0}(\cdot)\right)$, where

$$
S_{0}(\lambda)=\frac{1}{\lambda}\left(-\partial_{x}^{2}+m^{2}+(x+\mathrm{i} \lambda)^{2}\right), \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

is the operator family in $L^{2}(\mathbb{R})$ on the ( $\lambda$-independent) domain

$$
\operatorname{dom} S_{0}=H^{2}(\mathbb{R}) \cap \operatorname{dom}\left(x^{2}\right)
$$

see $[8$, Prop. 2.6. (i)] for the domain separation property and note that

$$
\operatorname{dom}\left(m^{2}+(x+\mathrm{i} \lambda)^{2}\right)=\operatorname{dom}\left(x^{2}\right)
$$

The claim thus follows if we show that $\sigma\left(S_{0}(\cdot)\right)=\emptyset$. It is easy to see that

$$
T(\lambda):=\lambda S_{0}(\lambda), \quad T(0):=-\partial_{x}^{2}+m^{2}+x^{2}, \quad \operatorname{dom} T(\lambda):=\operatorname{dom} S_{0}, \quad \lambda \in \mathbb{C},
$$

is a holomorphic family of type (A) in the sense of [20, Sec. VII.2]; notice that in fact $T(\cdot)$ is also type (B) holomorphic, see [20, Sec. VII.4], with form domain $\mathcal{W}(\mathbb{R})$ as in (5.6). Since for every $\lambda \neq 0$, the operator $T(\lambda)$ is a bound zero perturbation
of $T(0)$ and the latter has compact resolvent, see [28, Thm. XIII.67], also $T(\lambda)$ has compact resolvent; see [20, Thm. IV.1.16] and note that

$$
\left\|(T(0)-\mu)^{-1}\right\| \rightarrow 0, \quad \mu \rightarrow-\infty
$$

Due to the analyticity of $T(\cdot)$, the isolated eigenvalues (of finite multiplicity) of $T(\lambda)$ depend analytically on $\lambda \in \mathbb{C}$, see [20, Sec. VII.1.3, Thm. VII.1.8]. Considering that, for $\lambda \in \mathrm{i} \mathbb{R}_{+}$, by unitary equivalence we have

$$
\sigma(T(0))=\sigma\left(-\partial_{x}^{2}+m^{2}+(x-|\lambda|)^{2}\right)=\sigma(T(\lambda))
$$

the spectrum of $T(\lambda)$ remains unchanged in $\lambda \in \mathbb{C}$ and thus, for $\lambda \neq 0$,

$$
\lambda \sigma\left(S_{0}(\lambda)\right)=\sigma(T(\lambda))=\sigma(T(0))
$$

Since it is well-known that $\sigma(T(0))$ does not contain zero, this gives $\sigma\left(S_{0}(\cdot)\right)=\emptyset$.

## 6. Singular coefficient matrix differential operators

As another application, we study the spectra of generic second order differential operator matrices of the form

$$
\left(\begin{array}{cc}
-\Delta+q & \nabla \cdot \mathbf{b}  \tag{6.1}\\
\mathbf{c} \cdot \nabla & d
\end{array}\right)
$$

with irregular coefficients acting in the Hilbert space $L^{2}(\Omega) \oplus L^{2}(\Omega)$ with $\Omega \subset \mathbb{R}^{n}$ while imposing Dirichlet boundary conditions. Operator matrices with this particular structure appear in several problems in mathematical physics, see e.g. [7, 15, $16,17,21,22]$. Due to the apparent independence of their entries, however, their spectral analysis is not straightforward and previous results typically rely on the regularity or special form of coefficients. Our approach merges the conceptual idea of a dominant Schur complement in $[15,16,17]$ with a distributional framework, which enables us to substantially reduce the required regularity of the coefficients. In particular, we allow the latter to be singular and/or unbounded, as long as they satisfy certain (in some sense minimal) conditions arising from our setting in Section 3, see Assumption 6.1.

The main results in this section are Theorems 6.3 and 6.5 ; the former provides spectral equivalence of our realisation of the operator matrix (6.1) and its Schur complement, whereas in the latter we show that if $q$ and $d$ are sectorial and $\mathbf{c}=\overline{\mathbf{b}}$, then the resulting operator matrix is m-accretive and generates a strongly continuous contraction semigroup.
6.1. Assumptions and main results. We impose the following low regularity assumptions on the coefficients.

Assumption 6.1. Let $\Omega \subset \mathbb{R}^{n}$ be open.
(i) Basic assumptions on coefficients: Let $\mathbf{b}, \mathbf{c}: \Omega \rightarrow \mathbb{C}^{n}$ be measurable and

$$
q \in L_{\mathrm{loc}}^{1}(\Omega), \quad d \in L_{\mathrm{loc}}^{\infty}(\Omega)
$$

(ii) Definition and regularity of $\boldsymbol{\pi}$ on $\Theta$ : Denote by $\mathbf{I} \in \mathbb{C}^{n \times n}$ the identity matrix, let $\Theta \subset \mathbb{C} \backslash$ ess ran $d$ be connected and let

$$
\begin{equation*}
\boldsymbol{\pi}(\lambda):=\mathbf{I}+(d-\lambda)^{-1}(\mathbf{b} \otimes \mathbf{c}) \in L_{\mathrm{loc}}^{1}(\Omega)^{n \times n}, \quad \lambda \in \Theta \tag{6.2}
\end{equation*}
$$

(iii) Sectoriality of $q$ and $\pi$ on $\Phi$ (after rotation and shift): Let $\emptyset \neq \Phi \subset \Theta$. For all $\lambda \in \Phi$, assume there exist $\omega_{\lambda} \in(-\pi, \pi]$ and $\gamma_{\lambda} \geq 0$ such that both

$$
\begin{equation*}
\widetilde{q}(\lambda):=\mathrm{e}^{\mathrm{i} \omega_{\lambda}} q+\gamma_{\lambda}, \quad \widetilde{\boldsymbol{\pi}}(\lambda):=\mathrm{e}^{\mathrm{i} \omega_{\lambda}} \boldsymbol{\pi}(\lambda) \tag{6.3}
\end{equation*}
$$

are sectorial; more precisely, a.e. in $\Omega$, let $\operatorname{Re} \widetilde{q}(\lambda) \geq 0$, let the matrix $\operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda)$ be positive definite and let $C_{\lambda}>0$ be such that

$$
\begin{aligned}
|\operatorname{Im} \widetilde{q}(\lambda)| & \leq C_{\lambda} \operatorname{Re} \widetilde{q}(\lambda) \\
|\operatorname{Im} \widetilde{\boldsymbol{\pi}}(\lambda) \xi \cdot \bar{\xi}| & \leq C_{\lambda} \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda) \xi \cdot \bar{\xi}, \quad \xi \in \mathbb{C}^{n}
\end{aligned}
$$

Moreover, for all $\lambda, \mu \in \Phi$, assume there exist constants $m_{\lambda, \mu}, M_{\lambda, \mu}>0$ such that a.e. in $\Omega$ the following holds

$$
\begin{align*}
m_{\lambda, \mu} \operatorname{Re} \widetilde{q}(\mu) & \leq \operatorname{Re} \widetilde{q}(\lambda) \tag{6.4}
\end{align*} \leq M_{\lambda, \mu} \operatorname{Re} \widetilde{q}(\mu), ~ 子 \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda) \leq M_{\lambda, \mu} \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\mu) .
$$

(iv) Dominance of Schur complement: For all $\lambda \in \Phi$, assume that

$$
(d-\lambda)^{-1} \max \left(\left|(\operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda))^{-\frac{1}{2}} \mathbf{b}\right|,\left|(\operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda))^{-\frac{1}{2}} \overline{\mathbf{c}}\right|\right) \in L^{\infty}(\Omega)
$$

Remark 6.2. (i) The assumptions $q \in L_{\mathrm{loc}}^{1}(\Omega)$ and $\boldsymbol{\pi}(\lambda) \in L_{\mathrm{loc}}^{1}(\lambda)^{n \times n}$ are naturally minimal and guarantee that the generalised quadratic form of the Schur complement is densely defined for $\lambda \in \Theta$. Assumption 6.1 (iii), however, translates into sectoriality (after shift and rotation) of the Schur complement on the set of parameters $\Phi$.
(ii) The assumption $d \in L_{\text {loc }}^{\infty}(\Omega)$ is made for the sake of simplicity and can be relaxed. It is a sufficient condition for the following

$$
\omega(d-\lambda)^{-1} \mathbf{b} \in L_{\mathrm{loc}}^{2}(\Omega)^{n}, \quad \omega \in L_{\mathrm{loc}}^{2}(\Omega), \quad(d-\lambda) \omega^{-1} \in L_{\mathrm{loc}}^{2}(\Omega)
$$

where $\lambda \in \Phi$ and $\omega$ is defined in (6.6) below. The first two of the conditions above guarantee that our realisation of the operator matrix in (6.1) and its Schur complement coincide with their standard definition in the distributional sense, see Remark 6.14. The third condition ensures that $C_{0}^{\infty}(\Omega) \subset \mathcal{D}_{2}$, where $\mathcal{D}_{2}$ is defined in (6.6) below.
(iii) Assumption 6.1 (iv) is essential; it ensures that, on the set of parameters $\Phi$, the Schur complement dominates the neighbouring factors of the Schur-Frobenius factorisation of the resolvent in a suitable way, cf. Corollary 3.7.
(iv) By (6.4) and Lemma 6.11 below, it is equivalent to assume (6.2) or Assumption 6.1 (iv), respectively, only in an arbitrary point $\lambda_{0} \in \Theta$ or $\lambda_{0} \in \Phi$.

From now on, we write $\|\cdot\|:=\|\cdot\|_{L^{2}(\Omega)}$ and $\langle\cdot, \cdot\rangle:=\langle\cdot, \cdot\rangle_{L^{2}(\Omega)}$; the same notation will be used for norm and inner product on $L^{2}(\Omega)^{n}$ if no confusion can arise.
6.1.1. Spectral correspondence. Under Assumption 6.1, we place the spectral problem for the operator matrix (6.1) in a suitable setting and apply the results from Section 3. Fix an arbitrary point $\lambda_{0} \in \Phi$ and set $q_{0}:=\widetilde{q}\left(\lambda_{0}\right)$ and $\boldsymbol{\pi}_{0}:=\widetilde{\boldsymbol{\pi}}\left(\lambda_{0}\right)$, see (6.3). Let $\mathcal{D}_{S}$ be the closure of $C_{0}^{\infty}(\Omega)$ with respect to the inner product

$$
\begin{equation*}
\langle f, g\rangle_{S}:=\int_{\Omega} \operatorname{Re} \boldsymbol{\pi}_{0} \nabla f \cdot \overline{\nabla g} \mathrm{~d} x+\int_{\Omega} \operatorname{Re} q_{0} f \bar{g} \mathrm{~d} x+\int_{\Omega} f \bar{g} \mathrm{~d} x, \quad f, g \in C_{0}^{\infty}(\Omega) \tag{6.5}
\end{equation*}
$$

recall that $q_{0} \geq 0$ and $\operatorname{Re} \boldsymbol{\pi}_{0}>0$ is positive definite a.e. in $\Omega$. Moreover, define

$$
\begin{equation*}
\mathcal{D}_{2}:=L^{2}\left(\Omega,\left|d-\lambda_{0}\right|^{2} \omega^{-2}\right), \quad \omega:=\max \left(1,\left|\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \overline{\mathbf{c}}\right|\right) \tag{6.6}
\end{equation*}
$$

We emphasise that, as topological spaces, $\mathcal{D}_{S}$ and $\mathcal{D}_{2}$ do not depend on the choice of $\lambda_{0}$. Indeed, by (6.4) and Lemma 6.11 below, their respective inner products generate equivalent norms for distinct choices of $\lambda_{0} \in \Phi$.

Let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be the (family of) maximal operators in $L^{2}(\Omega) \oplus L^{2}(\Omega)$ and $L^{2}(\Omega)$, respectively, corresponding to the differential expressions

$$
\mathcal{A}:=\left(\begin{array}{cc}
-\Delta+q & \nabla \cdot \mathbf{b}  \tag{6.7}\\
\mathbf{c} \cdot \nabla & d
\end{array}\right), \quad S(\lambda):=-\nabla \cdot \boldsymbol{\pi}(\lambda) \nabla+q-\lambda, \quad \lambda \in \Theta
$$

see (6.2), on their respective maximal domains

$$
\begin{align*}
& \operatorname{dom} \mathcal{A}_{0}:=\left\{(f, g) \in \mathcal{D}_{S} \times \mathcal{D}_{2}:(\Delta-q) f-\nabla \cdot \mathbf{b} g \in L^{2}(\Omega)\right. \\
&\left.\mathbf{c} \cdot \nabla f+d g \in L^{2}(\Omega)\right\} \tag{6.8}
\end{align*}
$$

$$
\operatorname{dom} S_{0}(\lambda):=\left\{f \in \mathcal{D}_{S}:(\nabla \cdot \boldsymbol{\pi}(\lambda) \nabla-q) f \in L^{2}(\Omega)\right\}
$$

Here the above operations are understood in a standard (antilinear) distributional sense, see Definitions 6.6, 6.9, 6.12 and Remark 6.14 below for details. Note that $S_{0}(\cdot)$ coincides with the standard definition of the Schur complement by means of its quadratic form on the set of parameters $\Phi$ were the latter is sectorial.

The first main result in this section, the spectral correspondence between operator matrix and its Schur complement, reads as follows; its proof can be found in Section 6.3.

Theorem 6.3. Let Assumption 6.1 be satisfied and let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be as in (6.7) and (6.8). Then the following identities and inclusions hold

$$
\begin{gather*}
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \cap \Theta=\sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right) \cap \Theta  \tag{6.9}\\
\sigma\left(\mathcal{A}_{0}\right) \cap \Theta \supset \sigma\left(S_{0}(\cdot)\right) \cap \Theta  \tag{6.10}\\
\sigma\left(\mathcal{A}_{0}\right) \cap \Phi \subset \sigma\left(S_{0}(\cdot)\right) \cap \Phi  \tag{6.11}\\
\sigma_{\mathrm{e} 2}\left(\mathcal{A}_{0}\right) \cap \Phi=\sigma_{\mathrm{e} 2}\left(S_{0}(\cdot)\right) \cap \Phi \tag{6.12}
\end{gather*}
$$

If dom $B_{0} \cap$ dom $d$ is dense in $L^{2}(\Omega)$, where

$$
\operatorname{dom} B_{0}=\left\{f \in \mathcal{D}_{2}: \nabla \cdot \mathbf{b} f \in L^{2}(\Omega)\right\}
$$

then $\operatorname{dom} \mathcal{A}_{0}$ is dense in $L^{2}(\Omega) \oplus L^{2}(\Omega)$.
Remark 6.4. If e.g. $\mathbf{b} \in W_{\mathrm{loc}}^{1,2}(\Omega)$, then both dom $d$ and dom $B_{0}$ contain $C_{0}^{\infty}(\Omega)$, thus dom $B_{0} \cap \operatorname{dom} d$ is dense in $L^{2}(\Omega)$ and dom $\mathcal{A}_{0}$ is dense in $L^{2}(\Omega) \oplus L^{2}(\Omega)$. //
6.1.2. Generation of contraction semigroup. When imposing additional assumptions on the structure of the problem, the resulting operator matrix proves to be $m$-accretive and thus generates a strongly continuous contraction semigroup, see Theorem 6.5 below.

More precisely, besides Assumption 6.1 (i), we require that $\mathbf{c}=\overline{\mathbf{b}}$ and that $q$ and $d$ are sectorial, i.e. that there exist $0 \leq \theta_{q}, \theta_{d}<\pi / 2$ such that a.e. in $\Omega$

$$
\begin{array}{ll}
\operatorname{Re} q \geq 0, & |\operatorname{Im} q| \leq \tan \theta_{q} \operatorname{Re} q \\
\operatorname{Re} d \geq 0, & |\operatorname{Im} d| \leq \tan \theta_{d} \operatorname{Re} d \tag{6.13}
\end{array}
$$

The above structural assumptions imply Assumption 6.1 (iii) with certain sets

$$
\begin{equation*}
\Theta:=\left\{\lambda \in \mathbb{C}:|\arg \lambda|>\theta_{d}\right\}, \quad \Phi:=\left\{\lambda \in \mathbb{C}:|\arg \lambda|>\max \left(\theta_{q}, \theta_{d}\right)\right\} \tag{6.14}
\end{equation*}
$$

where $\arg : \mathbb{C} \backslash\{0\} \rightarrow(-\pi, \pi]$ and $\arg 0=0$. Moreover, the regularity and dominance Assumptions 6.1 (iii) and (iv), respectively, reduce to

$$
\begin{equation*}
\boldsymbol{\pi}_{0}:=\mathbf{I}+(d+1)^{-1}(\mathbf{b} \otimes \overline{\mathbf{b}}) \in L_{\mathrm{loc}}^{1}(\Omega)^{n \times n}, \quad(d+1)^{-1}\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \mathbf{b} \in L^{\infty}(\Omega)^{n} \tag{6.15}
\end{equation*}
$$

see Remark 6.2 (iv) and notice that $\operatorname{Re} \boldsymbol{\pi}_{0} \geq \mathbf{I}$ is positive definite, see (6.33) below. Applying Theorem 6.3, we thereby obtain the following theorem; its proof can be found in Section 6.4.

Theorem 6.5. Let Assumption 6.1 (i) hold, let $\mathbf{c}=\overline{\mathbf{b}}$, let $q$ and $d$ be sectorial with semi-angle $\theta_{q}, \theta_{d} \in[0, \pi / 2)$, see (6.13), and let (6.15) be satisfied. Let $\Theta$ and $\Phi$ be defined as in (6.14) and let $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ be as in (6.7) and (6.8), where $\pi$ is as in (6.2), and we set $\lambda_{0}:=-1, q_{0}:=q$ in the definitions (6.5), (6.6). Then (6.9) - (6.12) hold and $-\mathcal{A}_{0}$ is m-accretive, thus $\mathcal{A}_{0}$ generates a strongly continuous contraction semigroup on $L^{2}(\Omega) \oplus L^{2}(\Omega)$. Its domain is dense in $L^{2}(\Omega) \oplus L^{2}(\Omega)$ and satisfies

$$
\begin{equation*}
\pi_{2} \operatorname{dom} \mathcal{A}_{0} \subset \operatorname{dom}|d|^{\frac{1}{2}} \tag{6.16}
\end{equation*}
$$

6.2. Realisation of matrix and Schur complement. In the more general setting of Assumption 6.1, we provide the appropriate framework to the spectral problem for the operator matrix (6.1) such that the results of Section 3 apply. We therefore need to define the objects in Assumption 3.1 in a suitable way.
6.2.1. Definition of spaces. We introduce the spaces needed for Assumption 3.1 (i).

Definition 6.6. Let Assumption 6.1 be satisfied and let $\mathcal{H}_{1}:=\mathcal{H}_{2}:=L^{2}(\Omega)$. Moreover, let $\mathcal{D}_{2}$ and $\omega$ be as in (6.6) and let $\mathcal{D}_{S}$ and $\mathcal{D}_{1}$, respectively, be the closure of $C_{0}^{\infty}(\Omega)$ with respect to the inner products in (6.5) and

$$
\begin{aligned}
\langle f, g\rangle_{1}:=\int_{\Omega}\left|d-\lambda_{0}\right|^{-2} \omega^{2}(\mathbf{b} & \otimes \overline{\mathbf{b}}) \nabla f \cdot \overline{\nabla g} \mathrm{~d} x \\
& +\int_{\Omega} \Delta f \overline{\Delta g} \mathrm{~d} x+\langle f, g\rangle_{S}, \quad f, g \in C_{0}^{\infty}(\Omega)
\end{aligned}
$$

notice that $(\mathbf{b} \otimes \overline{\mathbf{b}}) \geq 0$ is positive semi-definite a.e. in $\Omega$. Finally, define

$$
\mathcal{D}_{-S}:=\mathcal{D}_{S}^{*}, \quad \mathcal{D}_{-1}:=\mathcal{D}_{1}^{*}, \quad \mathcal{D}_{-2}:=L^{2}\left(\Omega, \omega^{-2}\right)
$$

Proposition 6.7. Under Assumption 6.1, the spaces in Definition 6.6 are welldefined and satisfy Assumption 3.1 (i).

Proof. By assumption, $\operatorname{Re} \boldsymbol{\pi}_{0} \in L_{\mathrm{loc}}^{1}(\Omega)^{n \times n}$ is positive definite and $\operatorname{Re} q_{0} \in L_{\mathrm{loc}}^{1}(\Omega)$ is non-negative a.e. in $\Omega$. Considering this, it is easy to see that $\mathcal{D}_{S}$ is a well-defined Hilbert space. Moreover, from $d \in L_{\mathrm{loc}}^{\infty}(\Omega)$ and Assumption 6.1 (iv) it follows that

$$
\begin{equation*}
\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \bar{c}=\left(d-\lambda_{0}\right)\left(d-\lambda_{0}\right)^{-1}\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \bar{c} \in L_{\mathrm{loc}}^{\infty}(\Omega)^{n} \tag{6.17}
\end{equation*}
$$

which in turn implies $\omega \in L_{\mathrm{loc}}^{\infty}(\Omega)$. From $\pi_{0} \in L_{\mathrm{loc}}^{1}(\Omega)^{n \times n}$ and Assumption 6.1 (iv), we further derive that

$$
\begin{equation*}
\omega\left(d-\lambda_{0}\right)^{-1} \mathbf{b}=\omega\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}}\left(d-\lambda_{0}\right)^{-1}\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \mathbf{b} \in L_{\mathrm{loc}}^{2}(\Omega)^{n} \tag{6.18}
\end{equation*}
$$

and thus also $\mathcal{D}_{1}$ is a well-defined Hilbert space.
Analogously to the proof of Proposition 4.6, from the density of $C_{0}^{\infty}(\Omega)$ in $L^{2}(\Omega)$ and since $\|\cdot\| \leq\|\cdot\|_{S}$ by construction, we obtain the inclusions

$$
\mathcal{D}_{S} \subset L^{2}(\Omega) \subset \mathcal{D}_{S}^{*}
$$

where the corresponding embeddings are continuous and have dense range. Similarly, it follows that $\mathcal{D}_{1} \subset \mathcal{D}_{S}$, and thus $\mathcal{D}_{S}^{*} \subset \mathcal{D}_{1}^{*}$, are dense and continuously embedded.

Clearly, the weighted spaces $\mathcal{D}_{2}$ and $\mathcal{D}_{-2}$ are Hilbert spaces. From $\lambda_{0} \notin$ ess ran $d$ and Assumption 6.1 (iv), it follows that

$$
\left|d-\lambda_{0}\right|^{2} \omega^{-2}=\min \left(\left|d-\lambda_{0}\right|^{2},\left|\left(d-\lambda_{0}\right)^{-1}\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \overline{\mathbf{c}}\right|^{-2}\right) \gtrsim 1
$$

thus $\mathcal{D}_{2} \subset L^{2}(\Omega)$ is continuously embedded. Moreover, this implies that, as a topological vector space, $\mathcal{D}_{2}$ coincides with the weighted space $L^{2}\left(\Omega, 1+\left|d-\lambda_{0}\right|^{2} \omega^{-2}\right)$, i.e. with $\operatorname{dom}\left(\left(d-\lambda_{0}\right) \omega^{-1}\right)$. Since the maximal domain of a multiplication operator by a measurable function is dense, see e.g. [6, Ex. 4.3.3 (a)], the density of $\mathcal{D}_{2}$ in $L^{2}(\Omega)$ follows. Analogously, from $\omega \geq 1$ a.e. in $\Omega$ we conclude that $L^{2}(\Omega) \subset \mathcal{D}_{-2}$ is dense and continuously embedded.

Remark 6.8. Due to Assumption 6.1, the spaces $\mathcal{D}_{1}^{*}$ and $\mathcal{D}_{-2}$ in Definition 6.6 can both be understood as subspaces of $\mathcal{D}^{\prime}(\Omega)$, cf. Remark 4.7. Indeed, since $\omega$ is locally bounded by (6.17), we have

$$
\mathcal{D}_{-2}=L^{2}\left(\Omega, \omega^{-2}\right) \subset L_{\mathrm{loc}}^{1}(\Omega) \subset \mathcal{D}^{\prime}(\Omega)
$$

The embedding of $\mathcal{D}_{1}^{*}$ in $\mathcal{D}^{\prime}(\Omega)$ can be shown analogously to Remark 4.7.
6.2.2. Definition of matrix entries. We introduce the operators needed for Assumption 3.1 (ii) and (iii).
Definition 6.9. Let Assumption 6.1 be satisfied. Define the following operators

$$
\begin{aligned}
& A:=-\Delta+q \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{1}^{*}\right), \quad B:=\nabla \cdot \mathbf{b} \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{1}^{*}\right), \\
& C:=\mathbf{c} \cdot \nabla f \quad \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right), \quad D:=\quad d \quad \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-2}\right),
\end{aligned}
$$

see Definition 6.6 for the spaces involved. Here $A$ and $B$ are determined uniquely by the defining identities

$$
\begin{array}{lll}
(A f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}:=\int_{\Omega} \nabla f \cdot \overline{\nabla g} \mathrm{~d} x+\int_{\Omega} q f \bar{g} \mathrm{~d} x, & f \in C_{0}^{\infty}(\Omega), & g \in C_{0}^{\infty}(\Omega), \\
(B f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}:=-\int_{\Omega} \mathbf{b} f \cdot \overline{\nabla g} \mathrm{~d} x, & f \in \mathcal{D}_{2}, & g \in C_{0}^{\infty}(\Omega), \tag{6.19}
\end{array}
$$

and the operator $C$ is the unique extension in $\mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right)$ of

$$
\begin{equation*}
C f:=\mathbf{c} \cdot \nabla f, \quad f \in C_{0}^{\infty}(\Omega) \tag{6.20}
\end{equation*}
$$

see Proposition 6.10 for details. Finally, define $D_{0}:=\left.D\right|_{\text {dom } d}$ as the maximal multiplication operator by $d$ in $L^{2}(\Omega)$.
Proposition 6.10. Let Assumption 6.1 hold. Then the operators introduced in Definition 6.9 are well-defined and satisfy Assumption 3.1 (ii) and (iii). Moreover,

$$
\begin{equation*}
(D-\lambda)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-2}, \mathcal{D}_{2}\right), \quad \lambda \in \Theta \tag{6.21}
\end{equation*}
$$

where $\Theta \subset \mathbb{C} \backslash$ ess ran $d$ is the connected set in Assumption 6.1 (ii).
The following elementary lemma will be needed several times, including for the proof of (6.21) in Proposition 6.10.

Lemma 6.11. Let $\Theta \subset \mathbb{C} \backslash$ ess ran $d$ be connected and $\lambda, \mu \in \Theta$. Then there exist constants $C_{\lambda, \mu}, C_{\lambda, \mu}^{\prime}>0$ such that a.e. in $\Omega$

$$
C_{\lambda, \mu}|d-\mu| \leq|d-\lambda| \leq C_{\lambda, \mu}^{\prime}|d-\mu| .
$$

Proof. It is easy to see that, for every fixed $\lambda_{0} \in \Theta$, there exists a set $N \subset \Omega$ with measure zero and a radius $\delta>0$ such that

$$
\begin{equation*}
\frac{2}{3}|d(x)-\nu| \leq\left|d(x)-\lambda_{0}\right| \leq 2|d(x)-\nu|, \quad \nu \in B_{\delta}\left(\lambda_{0}\right), \quad x \in \Omega \backslash N \tag{6.22}
\end{equation*}
$$

The claim of the lemma then follows from a standard compactness argument by connecting $\lambda$ and $\mu$ with a path in $\Theta$ and using (6.22) locally.

Proof of Proposition 6.10. Integration by parts and sectoriality of $q_{0}$ give

$$
\left|(A f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}\right| \lesssim\|f\|\|\Delta g\|+\left\|\left(\operatorname{Re} q_{0}\right)^{\frac{1}{2}} f\right\|\left\|\left(\operatorname{Re} q_{0}\right)^{\frac{1}{2}} g\right\|+\|f\|\|g\| \leq\|f\|_{S}\|g\|_{1}
$$

for $f, g \in C_{0}^{\infty}(\Omega)$, see Assumption 6.1 (iii). Analogously to the proof of Proposition 4.9, this implies that $A \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{1}^{*}\right)$ is uniquely well-defined by (6.19). Similarly, for $f \in \mathcal{D}_{2}$ and $g \in C_{0}^{\infty}(\Omega)$,

$$
\left|(B f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}\right| \leq\left\|f\left(d-\lambda_{0}\right) \omega^{-1}\right\|\left\|\left(d-\lambda_{0}\right)^{-1} \omega \overline{\mathbf{b}} \cdot \nabla g\right\| \leq\|f\|_{\mathcal{D}_{2}}\|g\|_{1}
$$

implies that $B \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{1}^{*}\right)$ is uniquely well-defined by (6.19). For any $f \in C_{0}^{\infty}(\Omega)$, we moreover obtain the chain of inequalities

$$
\begin{align*}
\|C f\|_{\mathcal{D}_{-2}}^{2} & \leq \int_{\Omega}\left|\langle\overline{\mathbf{c}}, \nabla f\rangle_{\mathbb{C}^{n}}\right|^{2} \omega^{-2} \mathrm{~d} x \\
& \leq \int_{\Omega}\left|\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \overline{\mathbf{c}}\right|^{2}\left|\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f\right|^{2} \omega^{-2} \mathrm{~d} x  \tag{6.23}\\
& \leq\left\|\omega^{-1}\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \mathbf{c}\right\|_{L^{\infty}(\Omega)^{n}}^{2}\|f\|_{S}^{2}
\end{align*}
$$

notice that the right hand side of the above inequality is finite by definition of $\omega$. It now follows from the density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{D}_{S}$ that the operator defined in (6.20) has a unique extension $C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right)$.

We next show that $D$ and $D_{0}$ satisfy Assumption 3.1 (ii). From the definition of $\mathcal{D}_{2}$ and $\mathcal{D}_{-2}$, it is obvious that $D \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-2}\right)$ and, as maximal multiplication operator in $L^{2}(\Omega)$, its restriction $D_{0}$ is closed in $L^{2}(\Omega)$. Moreover, since both $\left|d-\lambda_{0}\right|$ and $\omega$ are uniformly positive a.e. in $\Omega$, the topological vector spaces $L^{2}\left(\Omega,|d|^{2}+1\right)$ and $L^{2}\left(\Omega,\left(\omega^{2}+1\right)\left|d-\lambda_{0}\right|^{2} \omega^{-2}\right)$ coincide. It follows that dom $d$ can be understood as the maximal domain $\operatorname{dom}_{\mathcal{D}_{2}} \omega$ of the multiplication operator by the measurable function $\omega$ in the weighted space $\mathcal{D}_{2}$ and is thus a dense subspace of the latter, see e.g. [6, Ex. 4.3.3 (a)] and note that the weighted Lebesgue measure with weight $\left(d-\lambda_{0}\right)^{2} w^{-2} \in L_{\text {loc }}^{1}(\Omega)$ is $\sigma$-finite. cf. Remark 6.2 (ii). Finally, for fixed $\lambda \in \Theta$, relation (6.21) holds since by Lemma 6.11 with $\mu=\lambda_{0}$ for all $f \in \mathcal{D}_{-2}$ we have

$$
\left\|(d-\lambda)^{-1} f\right\|_{\mathcal{D}_{2}}^{2}=\int_{\Omega}|d-\lambda|^{-2}|f|^{2}\left|d-\lambda_{0}\right|^{2} \omega^{-2} \mathrm{~d} x \lesssim \int_{\Omega}|f|^{2} \omega^{-2} \mathrm{~d} x=\|f\|_{\mathcal{D}_{-2}}^{2}
$$

6.2.3. Definition of matrix and Schur complement. Analogously to Definition 3.2, we now introduce our realisation of the operator matrix (6.1) and its Schur complement. Note that, by Proposition 6.10, the set $\Theta$ satisfies inclusion (3.2).
Definition 6.12. We define the operator matrix

$$
\mathcal{A}:=\left(\begin{array}{cc}
-\Delta+q & \nabla \cdot \mathbf{b} \\
\mathbf{c} \cdot \nabla & d
\end{array}\right) \in \mathcal{B}\left(\mathcal{D}_{S} \oplus \mathcal{D}_{2}, \mathcal{D}_{1}^{*} \oplus \mathcal{D}_{-2}\right)
$$

and its first Schur complement

$$
S(\lambda):=-\Delta+q-\lambda-(\nabla \cdot \mathbf{b})(d-\lambda)^{-1}(\mathbf{c} \cdot \nabla) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{1}^{*}\right), \quad \lambda \in \Theta
$$

see Definitions 6.6 and 6.9 for the spaces and operators involved. Let the (family of) maximal operators $\mathcal{A}_{0}$ in $L^{2}(\Omega) \oplus L^{2}(\Omega)$ and $S_{0}(\cdot)$ in $L^{2}(\Omega)$, respectively, be defined as the restrictions of $\mathcal{A}$ and $S(\cdot)$ to their respective maximal domains

$$
\begin{align*}
\operatorname{dom} \mathcal{A}_{0} & :=\left\{(f, g) \in \mathcal{D}_{S} \times \mathcal{D}_{2}: \mathcal{A}(f, g) \in L^{2}(\Omega) \times L^{2}(\Omega)\right\}  \tag{6.24}\\
\operatorname{dom} S_{0}(\lambda) & :=\left\{f \in \mathcal{D}_{S}: S(\lambda) f \in L^{2}(\Omega)\right\}
\end{align*}
$$

The proposition below shows that the Schur complement acts according to the formula obtained from naively integrating by parts. On the set of parameters $\Phi$ where it is sectorial, our definition of the Schur complement coincides with its standard definition by means of its quadratic form with form domain $\mathcal{D}_{S}$ and core $C_{0}^{\infty}(\Omega)$ and is bounded between $\mathcal{D}_{S}$ and its anti-dual $\mathcal{D}_{S}^{*}$.
Proposition 6.13. Let Assumption 6.1 be satisfied and let $S(\cdot)$ be as in Definition 6.12. Then, for all $\lambda \in \Theta$ and $f, g \in C_{0}^{\infty}(\Omega)$,

$$
\begin{equation*}
(S(\lambda) f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}=\int_{\Omega} \boldsymbol{\pi}(\lambda) \nabla f \cdot \overline{\nabla g} \mathrm{~d} x+\int_{\Omega} q f \bar{g} \mathrm{~d} x-\lambda \int_{\Omega} f \bar{g} \mathrm{~d} x . \tag{6.25}
\end{equation*}
$$

Moreover, if $\lambda \in \Phi$, then $S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right)$.
Proof. Fix $\lambda \in \Theta$ and let $f, g \in C_{0}^{\infty}(\Omega)$. Since $(d-\lambda)^{-1} \mathbf{c} \cdot \nabla f \in \mathcal{D}_{2}$, it follows by definition that

$$
\begin{aligned}
&(S(\lambda) f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}=\int_{\Omega} \nabla f \cdot \overline{\nabla g} \mathrm{~d} x+\int_{\Omega} q f \bar{g} \mathrm{~d} x-\lambda \int_{\Omega} f \bar{g} \mathrm{~d} x \\
&+\int_{\Omega}(d-\lambda)^{-1}(\mathbf{c} \cdot \nabla f)(\mathbf{b} \cdot \overline{\nabla g}) \mathrm{d} x
\end{aligned}
$$

Formula (6.25) is then easily derived from the definition of $\boldsymbol{\pi}(\lambda)$ and

$$
(\mathbf{c} \cdot \xi)(\mathbf{b} \cdot \bar{\xi})=(\mathbf{b} \otimes \mathbf{c}) \xi \cdot \bar{\xi}, \quad \xi \in \mathbb{C}^{n}
$$

Now let $\lambda \in \Phi$ be fixed. Using formula (6.25), multiplying it by the unimodular factor $\mathrm{e}^{\mathrm{i} \omega_{\lambda}}$ and employing Assumption 6.1 (iii), we conclude

$$
\left|(S(\lambda) f, f)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}\right| \lesssim \int_{\Omega} \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda) \nabla f \cdot \overline{\nabla f} \mathrm{~d} x+\int_{\Omega} \operatorname{Re} \widetilde{q}(\lambda)|f|^{2} \mathrm{~d} x+\int_{\Omega}|f|^{2} \mathrm{~d} x \lesssim\|f\|_{S}^{2}
$$

for $f \in C_{0}^{\infty}(\Omega)$. By a straightforward polarisation argument, it follows that

$$
\begin{equation*}
\left|(S(\lambda) f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}\right| \lesssim\|f\|_{S}\|g\|_{S}, \quad f, g \in C_{0}^{\infty}(\Omega) \tag{6.26}
\end{equation*}
$$

Since $C_{0}^{\infty}(\Omega)$ is dense both in $\mathcal{D}_{1}$ and in $\mathcal{D}_{S}, S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{1}^{*}\right)$ and $\mathcal{D}_{1} \subset \mathcal{D}_{S}$ is continuously embedded, the inequality (6.26) remains valid for $f \in \mathcal{D}_{S}$ and $g \in \mathcal{D}_{1}$. However, this implies $S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right)$ for all $\lambda \in \Phi$.

Remark 6.14. The actions of $\mathcal{A}$ and $S(\cdot)$ can be understood in a standard distributional sense, cf. Remark 6.8 and also Remark 4.12 for the damped wave equation. More precisely, by Assumption 6.1 (i), the distributions

$$
\begin{equation*}
-\Delta f+q f \in L_{\mathrm{loc}}^{1}(\Omega), \quad \nabla \cdot \boldsymbol{\pi}(\lambda) \nabla f+q f-\lambda f \in \mathcal{D}^{\prime}(\Omega), \quad f \in C_{0}^{\infty}(\Omega) \tag{6.27}
\end{equation*}
$$

are well-defined and coincide with the functionals $A f \in \mathcal{D}_{1}^{*}$ and $S(\lambda) f \in \mathcal{D}_{1}^{*}$, respectively, see definitions of the latter in (6.19) and formula (6.25). Moreover,

$$
\begin{equation*}
C f=\mathbf{c} \cdot \nabla f \in \mathcal{D}_{-2} \subset L_{\mathrm{loc}}^{1}(\Omega), \quad f \in C_{0}^{\infty}(\Omega) \tag{6.28}
\end{equation*}
$$

Since the actions of $A, C$ and $S(\lambda)$ on $\mathcal{D}_{S}$ are obtained by continuous extension, see (6.19) and (6.20), they are given as limits of distributions of the form (6.27)
and (6.28); notice that the convergence of functionals in $\mathcal{D}_{1}^{*}$ or $\mathcal{D}_{-2}=L^{2}\left(\Omega, w^{2}\right)^{*}$ implies their convergence in $\mathcal{D}^{\prime}(\Omega)$. From (6.18), we see that

$$
\mathbf{b} g=\omega\left(d-\lambda_{0}\right)^{-1} \mathbf{b} g\left(d-\lambda_{0}\right) \omega^{-1} \in L_{\mathrm{loc}}^{1}(\Omega)^{n}, \quad g \in \mathcal{D}_{2}=L^{2}\left(\Omega,\left|d-\lambda_{0}\right|^{2} \omega^{-2}\right)
$$

Hence, the distributional divergence $\nabla \cdot \mathbf{b} g \in \mathcal{D}^{\prime}(\Omega)$ is well-defined and clearly coincides with $B g \in \mathcal{D}_{1}^{*}$ as in (6.19). Finally, it is clear that $D=d$ is a standard multiplication operator between the weighted spaces $\mathcal{D}_{2}$ and $\mathcal{D}_{-2}$.
6.3. Proof of Theorem 6.3. The statement of Theorem 6.3 can be obtained from the results in Section 3; the following lemma is needed in order to apply Corollaries 3.6 and 3.7 therein.

Lemma 6.15. Let Assumption 6.1 be satisfied and $S_{0}(\cdot)$ as in Definition 6.12. Then, for every $\lambda \in \Phi$, there exists $z_{\lambda} \in \rho\left(S_{0}(\lambda)\right)$ such that

$$
\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right)
$$

and $\operatorname{dom} S_{0}(\lambda)=\operatorname{dom}\left(S_{0}(\lambda)-z_{\lambda}\right)$ is dense in $\mathcal{D}_{S}$.
Proof. Let $\lambda \in \Phi$ be arbitrary but fixed, then $S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right)$ by Proposition 6.13. Moreover, multiplying (6.25) with the unimodular factor $\mathrm{e}^{\mathrm{i} \omega_{\lambda}}$, we obtain

$$
\begin{aligned}
\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} \omega_{\lambda}} S(\lambda) f, f\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}} \geq \int_{\Omega} \operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda) & \nabla f \cdot \overline{\nabla f} \mathrm{~d} x \\
& +\int_{\Omega} \operatorname{Re} \widetilde{q}(\lambda)|f|^{2} \mathrm{~d} x-\left|\gamma_{\lambda}+\mathrm{e}^{\mathrm{i} \omega_{\lambda}} \lambda\right|\|f\|^{2}
\end{aligned}
$$

for $f \in C_{0}^{\infty}(\Omega)$. Using (6.4), we further derive

$$
\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} \omega_{\lambda}} S(\lambda) f, f\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}} \geq C_{1}\|f\|_{S}^{2}-C_{2}\|f\|^{2}, \quad f \in C_{0}^{\infty}(\Omega)
$$

where $C_{1}, C_{2}>0$ depend on $\lambda$ but not on $f$. From this it is easy to see that there exists $z_{\lambda} \in \mathbb{C}$ such that

$$
\begin{equation*}
\left|\mathrm{e}^{\mathrm{i} \omega_{\lambda}}\left(\left(S(\lambda)-z_{\lambda}\right) f, f\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}\right| \gtrsim\|f\|_{S}^{2}, \quad f \in C_{0}^{\infty}(\Omega) \tag{6.29}
\end{equation*}
$$

By the density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{D}_{S}$, the continuity of the embedding $\mathcal{D}_{S} \subset L^{2}(\Omega)$ and $S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right)$, the above inequality remains valid for $f \in \mathcal{D}_{S}$, i.e. $S(\lambda)-z_{\lambda}$ corresponds to a bounded and coercive sesquilinear form on $\mathcal{D}_{S}$. By the LaxMilgram Theorem, see e.g. [11, Thm. IV.1.1], we conclude $z_{\lambda} \in \rho\left(S_{0}(\lambda)\right)$,

$$
\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right)
$$

and density of the maximal domain $\operatorname{dom}\left(S_{0}(\lambda)-z_{\lambda}\right)=\operatorname{dom} S_{0}(\lambda)$ in $\mathcal{D}_{S}$.
Proof of Theorem 6.3. By Propositions 6.7 and 6.10, Assumption 3.1 is satisfied, the objects in Definition 6.12 are well-defined and the results of Section 3 are applicable. We point out that our realisations of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ in Definition 6.12 coincide with their standard distributional definitions in (6.7), see Remark 6.14. The description of their domains in (6.8) then follows from their definition in (6.24).

We show the claims in (6.9) - (6.12). Since $\Theta \subset \mathbb{C} \backslash$ ess ran $d=\rho\left(D_{0}\right)$, the identity (6.9) is a direct consequence of Corollary 3.5. Let us proceed with using Corollary 3.7 in order to show (6.11) and

$$
\begin{equation*}
\sigma_{\mathrm{e} 2}\left(\mathcal{A}_{0}\right) \cap \Phi \subset \sigma_{\mathrm{e} 2}\left(S_{0}(\cdot)\right) \cap \Phi \tag{6.30}
\end{equation*}
$$

To this end, let $f \in \operatorname{dom} d$ and $g \in C_{0}^{\infty}(\Omega)$. We can estimate

$$
\begin{align*}
\left|(B f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}}\right| & \leq \int_{\Omega}|f|\left|\langle\mathbf{b}, \nabla g\rangle_{\mathbb{C}^{n}}\right| \mathrm{d} x \\
& \leq \int_{\Omega}\left|( d - \lambda _ { 0 } ) f \left\|d-\left.\lambda_{0}\right|^{-1}\left|\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \mathbf{b} \|\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla g\right| \mathrm{d} x\right.\right.  \tag{6.31}\\
& \leq\left\|\left(d-\lambda_{0}\right) f\right\|\left\|\left(d-\lambda_{0}\right)^{-1}\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{-\frac{1}{2}} \mathbf{b}\right\|_{L^{\infty}(\Omega)^{n}}\|g\|_{S}
\end{align*}
$$

notice that the right hand side of the last inequality is finite due to Assumption 6.1 (iv). By the density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{D}_{S}$ and since $\mathcal{D}_{1} \subset \mathcal{D}_{S}$ is continuously embedded, both left and right hand side of (6.31) are continuous in $g$ with respect to $\|\cdot\|_{S}$. Hence, $B(\operatorname{dom} d) \subset \mathcal{D}_{S}^{*}$ and (6.31) holds for all $f \in \operatorname{dom} d$ and $g \in \mathcal{D}_{S}$. The remaining assumptions of Corollary 3.7 with $\Sigma=\Phi \subset \Theta$ are a consequence of $\Phi \subset \rho\left(D_{0}\right)$, Proposition 6.13, Lemma 6.15 and

$$
\left(S_{0}(\lambda)-z_{\lambda}\right)^{-1} \subset S_{z}^{\ddagger}(\lambda):=\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right)
$$

The inclusions (6.11) and (6.30), respectively, follow from Corollary 3.7 (i) and (ii).
The statement in (6.10) is obtained immediately from $\Theta \subset \rho\left(D_{0}\right)$ and Corollary 3.6 (i). Moreover, the inclusion

$$
\sigma_{\mathrm{e} 2}\left(\mathcal{A}_{0}\right) \cap \Phi \supset \sigma_{\mathrm{e} 2}\left(S_{0}(\cdot)\right) \cap \Phi
$$

follows from Corollary 3.6 (ii) with $\Sigma=\Phi$; here it suffices to note that $\Phi \subset \rho\left(D_{0}\right)$ and that, for every $\lambda \in \Phi, S_{0}(\lambda)$ has non-empty resolvent set by Lemma 6.15 and is therefore closed in $L^{2}(\Omega)$. The claims (6.9) - (6.12) are thus proven.

Finally, assume that dom $B_{0} \cap \operatorname{dom} d$ is dense in $L^{2}(\Omega)$. Then Lemma 6.15 with $\lambda=\lambda_{0}$ implies that dom $S_{0}\left(\lambda_{0}\right)$ is dense in $\mathcal{D}_{S}$. Consequently, since $\mathcal{D}_{S}$ is dense and continuously embedded in $L^{2}(\Omega)$, it follows from Corollary 3.4 that $\operatorname{dom} \mathcal{A}_{0}$ is dense in $L^{2}(\Omega) \oplus L^{2}(\Omega)$.
6.4. Proof of Theorem 6.5. In preparation for the proof of Theorem 6.5, we show that the hypotheses of the latter imply Assumption 6.1.

Lemma 6.16. Let the assumptions of Theorem 6.5 be satisfied. Then Assumption 6.1 holds with $\Theta, \Phi$ as in (6.14).

Proof. We only need to show Assumption 6.1 (ii)-(iv). However, (ii) is clearly satisfied since the set $\Theta \subset \mathbb{C} \backslash$ ess ran $d$ in (6.14) is connected and (6.2) follows from the first assumption in (6.15), see Remark 6.2 (iv). Recall the formula (6.2), which in this case reads

$$
\boldsymbol{\pi}(\lambda)=\mathbf{I}+(d-\lambda)^{-1} \mathbf{B}, \quad \lambda \in \Theta
$$

where $\mathbf{B}:=(\mathbf{b} \otimes \overline{\mathbf{b}}) \geq 0$ is easily verified to be positive semi-definite a.e. in $\Omega$.
For (iii), let $\lambda \in \Phi \subset \Theta$ be arbitrary but fixed. Set $\omega_{\lambda}:=0$ if $|\arg \lambda|>\pi / 2$ and

$$
\omega_{\lambda}:=-\frac{\operatorname{sgn}(\arg \lambda)}{2}\left(\pi-\max \left(\theta_{q}, \theta_{d}\right)-|\arg \lambda|\right), \quad|\arg \lambda| \leq \pi / 2
$$

where the above is well-defined since $\lambda \neq 0 \notin \Phi$; recall that $\arg : \mathbb{C} \backslash\{0\} \rightarrow(-\pi, \pi]$ in our convention and notice that $\left|\omega_{\lambda}\right|<\pi / 2 \operatorname{since} \max \left(\theta_{q}, \theta_{d}\right)<\pi / 2$. It then follows from elementary geometrical considerations that

$$
\widetilde{d}(\lambda):=\mathrm{e}^{\mathrm{i} \omega_{\lambda}}(d-\lambda)^{-1}, \quad \widetilde{q}(\lambda):=\mathrm{e}^{\mathrm{i} \omega_{\lambda}} q
$$

are both sectorial; in particular, we can set $\gamma_{\lambda}:=0$ in view of Assumption 6.1 (iii). Moreover, by the sectoriality of $\widetilde{d}(\lambda)$ and $\left|\omega_{\lambda}\right|<\pi / 2$, also

$$
\begin{equation*}
\widetilde{\boldsymbol{\pi}}(\lambda):=\mathrm{e}^{\mathrm{i} \omega_{\lambda}} \boldsymbol{\pi}(\lambda)=\mathrm{e}^{\mathrm{i} \omega_{\lambda}} \mathbf{I}+\widetilde{d}(\lambda) \mathbf{B} \tag{6.32}
\end{equation*}
$$

is sectorial and its real part is positive definite a.e. in $\Omega$ since we have

$$
\begin{equation*}
\operatorname{Re} \widetilde{\boldsymbol{\pi}}(\lambda) \geq \cos \omega_{\lambda} \mathbf{I}>0 \tag{6.33}
\end{equation*}
$$

It remains to show (6.4). The first chain of inequalities therein, i.e. the equivalence of $\operatorname{Re} \widetilde{q}(\lambda)$ for different $\lambda \in \Phi$, is easily derived from the sectoriality of $\widetilde{q}(\lambda)$ and

$$
\operatorname{Re} \widetilde{q}(\lambda)=|q| \cos (\arg \widetilde{q}(\lambda)), \quad \lambda \in \Phi
$$

Using Lemma 6.11, one obtains the analogous inequalities for $\widetilde{d}(\lambda)$ in a similar way. The second chain of inequalities in (6.4) then follows easily from the decomposition (6.32) and $\left|\omega_{\lambda}\right|<\pi / 2$.

Finally, Assumption 6.1 (iv) follows from the second assumption in (6.15), see Remark 6.2 (iv).

By the lemma above, Theorem 6.3 is applicable in the present setting and can be used in order to prove Theorem 6.5. Before doing so, we first describe $\mathcal{D}_{S}$ and certain actions defined on it.

Lemma 6.17. Let the assumptions of Theorem 6.5 be satisfied. Then

$$
\begin{equation*}
\mathcal{D}_{S}=\left\{f \in H_{0}^{1}(\Omega):\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f \in L^{2}(\Omega)^{n},(\operatorname{Re} q)^{\frac{1}{2}} f \in L^{2}(\Omega)\right\} \tag{6.34}
\end{equation*}
$$

The formulas (6.20) and (6.25) remain valid with $f=g \in \mathcal{D}_{S}$ and $\lambda=-1$. Moreover, for $f \in \operatorname{dom} d$ and $g \in \mathcal{D}_{S}$, the action of $B g \in \mathcal{D}_{S}^{*}$ is given by

$$
\begin{equation*}
(B f, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}=-\int_{\Omega} f \mathbf{b} \cdot \overline{\nabla g} \mathrm{~d} x \tag{6.35}
\end{equation*}
$$

Proof. In order to show (6.34), we point out that, by (6.33), we have

$$
\begin{equation*}
\|\nabla f\|^{2}+\left\|(\operatorname{Re} q)^{\frac{1}{2}} f\right\|^{2}+\|f\|^{2} \lesssim\|f\|_{S}^{2}, \quad f \in C_{0}^{\infty}(\Omega) \tag{6.36}
\end{equation*}
$$

Since $C_{0}^{\infty}(\Omega)$ is dense in $H_{0}^{1}(\Omega)$, this implies $\mathcal{D}_{S} \subset H_{0}^{1}(\Omega)$. The claims

$$
\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f \in L^{2}(\Omega)^{n}, \quad(\operatorname{Re} q)^{\frac{1}{2}} f \in L^{2}(\Omega), \quad f \in \mathcal{D}_{S}
$$

then follow by standard arguments from the definition of $\mathcal{D}_{S}$; indeed, if

$$
\begin{equation*}
f \in \mathcal{D}_{S}, \quad\left\{f_{m}\right\}_{m} \subset C_{0}^{\infty}(\Omega), \quad\left\|f_{m}-f\right\|_{S} \rightarrow 0, \quad m \rightarrow \infty \tag{6.37}
\end{equation*}
$$

then by (6.36) also $f_{m} \rightarrow f$ in $H^{1}(\Omega)$ as $m \rightarrow \infty$. Since $\left\{\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f_{m}\right\}_{m}$ is Cauchy in $L^{2}(\Omega)^{n}$ by (6.37), it has a limit $h$ in $L^{2}(\Omega)^{n}$. For any test function $\varphi \in C_{0}^{\infty}(\Omega)^{n}$, we derive the following

$$
\begin{aligned}
\langle h, \varphi\rangle & =\lim _{m \rightarrow \infty}\left\langle\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f_{m}, \varphi\right\rangle \\
& =\lim _{m \rightarrow \infty}\left\langle\nabla f_{m},\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \varphi\right\rangle=\left\langle\nabla f,\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \varphi\right\rangle=\left\langle\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f, \varphi\right\rangle .
\end{aligned}
$$

This in turn implies $\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f=h \in L^{2}(\Omega)$ by density. Analogously, one shows that $(\operatorname{Re} q)^{\frac{1}{2}} f_{m} \rightarrow(\operatorname{Re} q)^{\frac{1}{2}} f \in L^{2}(\Omega)$ converges in $L^{2}(\Omega)$ as $m \rightarrow \infty$. Formula (6.25) with $\lambda=-1$ then immediately extends to $f=g \in \mathcal{D}_{S}$, given that the sectoriality of $\boldsymbol{\pi}_{0}$ and $q$ implies continuity of both sides in $f$ with respect to convergence in $\mathcal{D}_{S}$.

In order to show that (6.20) holds with $f \in \mathcal{D}_{S}$, consider a sequence as in (6.37). By construction of $C$ and since $\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f_{m} \rightarrow\left(\operatorname{Re} \boldsymbol{\pi}_{0}\right)^{\frac{1}{2}} \nabla f$ in $L^{2}(\Omega)^{n}$ as $n \rightarrow \infty$, for all test functions $\varphi \in C_{0}^{\infty}(\Omega)$ we have

$$
\begin{aligned}
\left\langle\omega^{-1} C f, \varphi\right\rangle=\lim _{m \rightarrow \infty}\left\langle\omega^{-1} \overline{\mathbf{b}} \cdot \nabla f_{m}, \varphi\right\rangle & =\lim _{m \rightarrow \infty}\left\langle(\operatorname{Re} \boldsymbol{\pi})^{\frac{1}{2}} \nabla f_{m},(\operatorname{Re} \boldsymbol{\pi})^{-\frac{1}{2}} \mathbf{b} \omega^{-1} \varphi\right\rangle \\
& =\left\langle(\operatorname{Re} \boldsymbol{\pi})^{\frac{1}{2}} \nabla f,(\operatorname{Re} \boldsymbol{\pi})^{-\frac{1}{2}} \mathbf{b} \omega^{-1} \varphi\right\rangle \\
& =\left\langle\omega^{-1} \overline{\mathbf{b}} \cdot \nabla f, \varphi\right\rangle
\end{aligned}
$$

By density, one concludes $\omega^{-1} C f=\bar{\omega}^{-1} \mathbf{b} \cdot \nabla f$, i.e. that (6.20) holds. The claim (6.35) can be shown similarly, cf. (6.31).

Proof of Theorem 6.5. By Lemma 6.16, Assumption 6.1 is fully satisfied and the claims (6.9) - (6.12) follow from Theorem 6.3. It only remains to show that $\mathcal{A}_{0}$ is m-accretive in $L^{2}(\Omega) \oplus L^{2}(\Omega)$ with (6.16); the density of dom $\mathcal{A}_{0}$ and the generation of the semigroup then follow from classical results, see e.g. [20, §V.3.10, §IX.1].

In order to show that $\mathcal{A}_{0}$ is accretive, let $(f, g) \in \operatorname{dom} \mathcal{A}_{0}$. Then from the sectoriality of $\boldsymbol{\pi}_{0}=\mathbf{I}+(d+1)^{-1} \mathbf{B}$, from $f \in \mathcal{D}_{S}$ and (6.34), it follows that

$$
\begin{equation*}
\left|(d+1)^{-1} \mathbf{B} \nabla f \cdot \overline{\nabla f}\right| \lesssim \operatorname{Re} \boldsymbol{\pi}_{0} \nabla f \cdot \overline{\nabla f}+|\nabla f|^{2} \in L^{1}(\Omega) \tag{6.38}
\end{equation*}
$$

Since $(D+1)^{-1} C f+g \in \operatorname{dom} d$ as $(f, g) \in \operatorname{dom} \mathcal{A}_{0}$, applying formula (6.35) and (6.20) according to Lemma 6.16, we further conclude

$$
\begin{aligned}
\left(B\left((D+1)^{-1} C f+g\right), f\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}} & =-\int_{\Omega}\left((d+1)^{-1} \overline{\mathbf{b}} \cdot \nabla f+g\right) \mathbf{b} \cdot \overline{\nabla f} \mathrm{~d} x \\
& =-\int_{\Omega}(d+1)^{-1} \mathbf{B} \nabla f \cdot \overline{\nabla f} \mathrm{~d} x+\int_{\Omega} g \mathbf{b} \cdot \overline{\nabla f} \mathrm{~d} x
\end{aligned}
$$

here in the second equality we used (6.38), which then also gives $g \mathbf{b} \cdot \overline{\nabla f} \in L^{1}(\Omega)$. Consequently, formula (6.25) according to Lemma 6.16 gives

$$
\begin{align*}
\langle A f+B g, f\rangle & =(S(-1) f, f)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}+\left(B\left((D+1)^{-1} C f+g\right), f\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}} \\
& =\|\nabla f\|^{2}+\int_{\Omega} q|f|^{2} \mathrm{~d} x+\int_{\Omega} g \mathbf{b} \cdot \overline{\nabla f} \mathrm{~d} x . \tag{6.39}
\end{align*}
$$

Using $g \mathbf{b} \cdot \overline{\nabla f} \in L^{1}(\Omega)$, it follows from (6.20) with Lemma 6.16 that

$$
\begin{equation*}
\langle C f+D g, g\rangle=\int_{\Omega} \overline{\mathbf{b}} \cdot \nabla f \bar{g} \mathrm{~d} x+\int_{\Omega} d|g|^{2} \mathrm{~d} x \tag{6.40}
\end{equation*}
$$

this in turn gives $d|g|^{2} \in L^{1}(\Omega)$, thus $g \in \operatorname{dom}(\operatorname{Re} d)^{\frac{1}{2}}$ by the sectoriality of $d$ and (6.16) is shown. Combining (6.39) and (6.40), we obtain accretivity of $\mathcal{A}_{0}$ as follows

$$
\operatorname{Re}\left\langle\mathcal{A}_{0}(f, g),(f, g)\right\rangle_{\mathcal{H}}=\|\nabla f\|^{2}+\int_{\Omega} \operatorname{Re} q|f|^{2} \mathrm{~d} x+\int_{\Omega} \operatorname{Re} d|g|^{2} \mathrm{~d} x \geq 0
$$

In order to conclude m-accretivity of $\mathcal{A}_{0}$, we show that $\rho\left(\mathcal{A}_{0}\right) \cap(-\infty, 0) \neq 0$, see e.g. [20, §V.3.10]. This however, follows from taking complements in (6.11) and the proof of Lemma 6.15, where one can easily show that, if $\lambda<0$ is small enough, then (6.29) is satisfied with $z_{\lambda}=0$, i.e. that $S(\lambda)$ is coercive on $\mathcal{D}_{S}$ and thus $0 \in \rho\left(S_{0}(\lambda)\right)$ for sufficiently small $\lambda \in(-\infty, 0)$.

## 7. Further examples

We schematically illustrate our results based on two more examples.
7.1. Dirac operators with Coulomb type potentials. In [12], an approach essentially corresponding to our method has been taken to construct self-adjoint realisations of Dirac operators with certain Coulomb type potentials. The key tool in their analysis is a Hardy-Dirac inequality (7.2) which was derived in [9, 10] and, translated to our framework, ensures coercivity of the first Schur complement on its form domain. Since our method widely agrees with what is proven in [12], we only sketch the underlying structure of the problem according to our setting in Section 3.

In this section, $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ shall denote the inner product and norm on $L^{2}\left(\mathbb{R}^{3}\right)^{2}$.
Example 7.1. We define a self-adjoint realisation of the Dirac operator

$$
\mathcal{A}=\left(\begin{array}{cc}
V+1 & -\mathrm{i} \sigma \cdot \nabla  \tag{7.1}\\
-\mathrm{i} \sigma \cdot \nabla & V-1
\end{array}\right)
$$

in the Hilbert space $L^{2}\left(\mathbb{R}^{3}\right)^{2} \oplus L^{2}\left(\mathbb{R}^{3}\right)^{2}$ with a real-valued potential satisfying a certain Hardy type inequality (7.2). As usual, we denote

$$
\sigma \cdot \nabla=\sum_{j=1}^{3} \sigma_{j} \partial_{j}
$$

with the Pauli matrices $\sigma_{j}, j=1,2,3$, given by

$$
\sigma_{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

We assume that the potential $V \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{3}, \mathbb{R}\right)$ is bounded above with

$$
\Gamma:=\underset{x \in \mathbb{R}^{3}}{\operatorname{ess} \sup } V(x)<\infty
$$

and that there exists a constant $\Lambda>\Gamma-1$ such that the following holds true

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \frac{|(\sigma \cdot \nabla) f|^{2}}{1+\Lambda-V} \mathrm{~d} x+\int_{\mathbb{R}^{3}}(V+1-\Lambda)|f|^{2} \mathrm{~d} x \geq 0, \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2} \tag{7.2}
\end{equation*}
$$

It was shown in $[10,9]$ that the above Hardy-Dirac inequality is satisfied for certain Coulomb type potentials, in particular for $V(x)=-\nu /|x|$ with $\nu \in(0,1]$; in the latter case, $\Gamma=0$ and $\Lambda=\sqrt{1-\nu}$, see [9, Thm. 1, Cor. 3].

By means of the construction in Section 3, the self-adjoint realisation in [12] of the operator matrix (7.1) can be reproduced. Moreover, the spectral equivalence to its first Schur complement on $(\Gamma-1, \infty)$ can be established, see Remark 7.3.

Proposition 7.2. Let $\mathcal{A}_{0}:=\left.\mathcal{A}\right|_{\operatorname{dom} \mathcal{A}_{0}}$ with $\mathcal{A}$ given in (7.1) where its action shall be understood in the standard distributional sense and

$$
\left.\begin{array}{rl}
\operatorname{dom} \mathcal{A}_{0}:=\{(f, g) \in & \mathcal{D}_{S} \times L^{2}\left(\mathbb{R}^{3}\right)^{2}
\end{array}\right)
$$

Here the space $\mathcal{D}_{S}$ is defined as the closure

$$
\mathcal{D}_{S}:=\overline{C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}}\|\cdot\|_{S}, \quad\|f\|_{S}^{2}:=\mathbf{s}_{\lambda_{0}}[f]+\|f\|^{2}, \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}
$$

where $\lambda_{0} \in(\Gamma-1, \Lambda)$ is arbitrary and

$$
\begin{equation*}
\mathbf{s}_{\lambda_{0}}[f]:=\int_{\mathbb{R}^{3}} \frac{|(\sigma \cdot \nabla) f|^{2}}{1+\lambda_{0}-V} \mathrm{~d} x+\int_{\mathbb{R}^{3}}\left(V+1-\lambda_{0}\right)|f|^{2} \mathrm{~d} x \geq 0 \tag{7.4}
\end{equation*}
$$

Then $\mathcal{A}_{0}$ is independent of the choice of $\lambda_{0}$ in (7.4). Moreover, it is densely defined and self-adjoint in $L^{2}\left(\mathbb{R}^{3}\right)^{2} \oplus L^{2}\left(\mathbb{R}^{3}\right)^{2}$ and has a spectral gap

$$
\begin{equation*}
\sigma\left(\mathcal{A}_{0}\right) \cap(\Gamma-1, \Lambda)=\emptyset . \tag{7.5}
\end{equation*}
$$

Sketch of proof. For $\lambda \in(\Gamma-1, \infty)$, let the quadratic forms $\mathbf{s}_{\lambda}$ be defined on $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}$ analogously to (7.4). We first make the essential observation that (7.2) translates into $\mathbf{s}_{\lambda}$ being non-negative for $\lambda \in(\Gamma-1, \Lambda]$ and that the norms $\mathbf{s}_{\lambda}+\|\cdot\|^{2}$ are locally equivalent for $\lambda \in(\Gamma-1, \Lambda)$. The latter holds true since, similarly to Lemma 6.11, one can show that for all $\lambda, \mu \in(\Gamma-1, \infty)$ there exist $m_{\lambda, \mu}, M_{\lambda, \mu}>0$ such that a.e. in $\mathbb{R}^{3}$ and for all $f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}$ the following holds

$$
\begin{equation*}
m_{\lambda, \mu} \mathbf{s}_{\mu}[f]+(\mu-\lambda)\|f\|^{2} \leq \mathbf{s}_{\lambda}[f] \leq M_{\lambda, \mu} \mathbf{s}_{\mu}[f]+(\mu-\lambda)\|f\|^{2} . \tag{7.6}
\end{equation*}
$$

Most importantly, the above chain of inequalities guarantees that $\mathcal{D}_{S}$ and thus $\mathcal{A}_{0}$ are independent of the choice of $\lambda_{0}$.

In order to apply the results in Section 3, we proceed by indicating the remaining spaces and operators needed for Assumption 3.1. Clearly, $\mathcal{H}_{1}=\mathcal{H}_{2}=L^{2}\left(\mathbb{R}^{3}\right)^{2}$ and we set $\mathcal{D}_{-S}:=\mathcal{D}_{S}^{*}$ and $\mathcal{D}_{-1}:=\mathcal{D}_{1}^{*}$ with $\mathcal{D}_{1}$ defined as the closure

$$
\mathcal{D}_{1}:=\overline{C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}}\|\cdot\|_{1}, \quad\|f\|_{1}^{2}:=\|f\|_{S}^{2}+\|(V+1) f\|^{2}+\|(\sigma \cdot \nabla) f\|^{2}, \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}
$$

and further introduce the spaces

$$
\mathcal{D}_{2}:=L^{2}\left(\mathbb{R}^{3}\right)^{2}, \quad \mathcal{D}_{-2}:=L^{2}\left(\mathbb{R}^{3} ;\left(1+\lambda_{0}-V\right)^{-2}\right)^{2}
$$

Analogously to Propositions 4.6 and 6.7, one can show that the above defined spaces are well-defined and satisfy Assumption 2.1 (i). Notice that $\mathbf{s}_{\lambda_{0}} \geq s_{0}>0$ such that indeed $\mathcal{D}_{S} \subset L^{2}\left(\mathbb{R}^{3}\right)^{2}$. Similarly to Lemma 6.11 , one shows that also $\mathcal{D}_{-2}$, and hence all appearing spaces, do not depend on $\lambda_{0}$.

We proceed to defining the action of the entries of $\mathcal{A}$. Analogously to the constructions (4.13) and (6.19) in Sections 4 and 6, the operators

$$
A:=V+1 \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{1}^{*}\right), \quad B:=-\mathrm{i} \sigma \cdot \nabla \in \mathcal{B}\left(L^{2}\left(\mathbb{R}^{3}\right)^{2}, \mathcal{D}_{1}^{*}\right)
$$

shall be defined as unique bounded extensions of

$$
\begin{aligned}
(A f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}} & :=\int_{\mathbb{R}^{3}}(V+1) f \cdot \bar{g} \mathrm{~d} x, \\
(B f, g)_{\mathcal{D}_{1}^{*} \times \mathcal{D}_{1}} & :=\mathrm{i} \int_{\mathbb{R}^{3}} f \cdot \overline{(\sigma \cdot \nabla) g} \mathrm{~d} x,
\end{aligned} \quad f, g \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2} .
$$

The entry $C:=-\mathrm{i} \sigma \cdot \nabla \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right)$ is given, analogously to (6.20), by the unique bounded extension of

$$
C f:=-\mathrm{i}(\sigma \cdot \nabla) f, \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}
$$

see [12, Prop. 6$]$ for the proof of the inequality corresponding to (6.23). Finally, let

$$
D:=(V-1) \in \mathcal{B}\left(L^{2}\left(\mathbb{R}^{3}\right)^{2}, \mathcal{D}_{-2}\right), \quad D_{0}:=\left.D\right|_{\operatorname{dom} D_{0}}, \quad \operatorname{dom} D_{0}:=(\operatorname{dom} V)^{2}
$$

One can show that the operators defined above satisfy Assumptions 2.1 (ii) and 3.1 (ii), cf. Propositions 4.9 and 6.10 , thus Assumption 3.1 holds. Moreover, we set

$$
D^{\ddagger}(\lambda):=(D-\lambda)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-2}, L^{2}\left(\mathbb{R}^{3}\right)^{2}\right), \quad \lambda \in \Theta:=(\Gamma-1, \infty) \subset \rho\left(D_{0}\right),
$$

and point out that $\Theta$ satisfies the inclusion (3.2), cf. Lemma 6.11 regarding the claimed boundedness of $D$ and $D^{\ddagger}(\lambda)$.

The matrix $\mathcal{A}_{0}$ and its first Schur complement $S_{0}(\cdot)$ are well-defined by Definition 3.2 with $\operatorname{dom} \mathcal{A}_{0}$ as in (7.3). It is obvious that the action of $\mathcal{A}_{0}$ coincides with its standard definition by distributional operations and it thus remains to explain that $\mathcal{A}_{0}$ is densely defined, self-adjoint and that (7.5) holds. Since the numerical range of $\mathcal{A}_{0}$ is a subset of $\mathbb{R}$, see the proof of [12, Thm. 4], it suffices to employ Corollaries 3.4 (i) and 3.7 (i) in order to conclude the density of dom $\mathcal{A}_{0}$ and (7.5); the self-adjointness of $\mathcal{A}_{0}$ then follows readily from (7.7) below. To this account, we sketch the proofs of the required assumptions.

Let $\lambda \in(\Gamma-1, \infty)$ be arbitrary but fixed. Considering the inequalities in (7.6), one shows that

$$
S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right), \quad(S(\lambda) f, f)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}=\mathbf{s}_{\lambda}[f], \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}
$$

cf. Proposition 6.13. Moreover, (7.6) can be employed to show that there exists a shift $z_{\lambda} \in \mathbb{R}$ such that

$$
\left|\left(\left(S(\lambda)-z_{\lambda}\right) f, f\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}\right| \gtrsim\|f\|_{S}^{2}, \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}
$$

which implies that $S(\lambda)-z_{\lambda}$ is coercive on $\mathcal{D}_{S}$; here it is important to note that if $\lambda \in\left(\Gamma-1, \lambda_{0}\right)$, then obviously $z_{\lambda}=0$ can be chosen. Hence, by the Lax-Milgram Theorem, see e.g. [11, Thm. IV.1.1], we conclude

$$
S_{z}^{\ddagger}(\lambda):=\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right), \quad z_{\lambda} \in \rho\left(S_{0}(\lambda)\right)
$$

and that dom $S(\lambda)$ is dense in $\mathcal{D}_{S}$ and thus in $L^{2}\left(\mathbb{R}^{3}\right)^{2}$; in particular, this implies $\left(\Gamma-1, \lambda_{0}\right) \subset \rho\left(S_{0}\right)$. Moreover, $\mathcal{A}_{0}$ is thus densely defined by Corollary 3.4 (i) and

$$
C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2} \subset \operatorname{dom} B_{0} \cap(\operatorname{dom} V)^{2}
$$

For the remaining assumptions of Corollary 3.7 (i), it suffices to point out that

$$
(\sigma \cdot \nabla)\left(V-1-\lambda_{0}\right)^{-1} \in \mathcal{B}\left(L^{2}\left(\mathbb{R}^{3}\right)^{2}, \mathcal{D}_{S}^{*}\right)
$$

cf. [12, Lem. 7], which implies $B\left((\operatorname{dom} V)^{2}\right) \subseteq \mathcal{D}_{S}^{*}$. Finally, combining the above and applying Corollary 3.7 (i) with $\Sigma:=\left(\Gamma-1, \lambda_{0}\right)$ gives

$$
\begin{equation*}
\sigma\left(\mathcal{A}_{0}\right) \cap\left(\Gamma-1, \lambda_{0}\right) \subset \sigma\left(S_{0}\right) \cap\left(\Gamma-1, \lambda_{0}\right)=\emptyset \tag{7.7}
\end{equation*}
$$

since $\lambda_{0}$ was arbitrary and $\mathcal{A}_{0}$ is independent of $\lambda_{0}$, (7.5) follows.
Remark 7.3. Besides the spectral gap (7.5) found in [12] in order to establish the self-adjointness of $\mathcal{A}_{0}$, our method provides the equivalence of (point and essential) spectra of $\mathcal{A}_{0}$ and its first Schur complement on $[\Lambda, \infty)$, i.e.

$$
\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \cap[\Lambda, \infty)=\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right) \cap[\Lambda, \infty)
$$

see Corollaries 3.5, 3.6, 3.7 and the arguments sketched for the proof of (7.5). Note that, due to the self-adjointness of $\mathcal{A}_{0}$, we have only considered real spectral parameters. For $\lambda \in(\Gamma-1, \infty)$, our realisation of the Schur complement is thereby defined as the restriction $S_{0}(\lambda):=\left.S(\lambda)\right|_{\text {dom } S_{0}(\lambda)}$ where

$$
\begin{aligned}
S(\lambda) & :=V+1-\lambda+(\sigma \cdot \nabla)(V-1-\lambda)^{-1}(\sigma \cdot \nabla) \\
\operatorname{dom} S_{0}(\lambda) & :=\left\{f \in \mathcal{D}_{S}: V f+(\sigma \cdot \nabla)(V-1-\lambda)^{-1}(\sigma \cdot \nabla) f \in L^{2}\left(\mathbb{R}^{3}\right)^{2}\right\} .
\end{aligned}
$$

We point out that, by construction, the above operations can be understood in the standard distributional sense; more precisely, the action of $S(\lambda)$ on $\mathcal{D}_{S}$ is obtained by continuous extension, i.e. as a limit in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)^{2}$ of distributions of the form

$$
V f+f-\lambda f+(\sigma \cdot \nabla)(V-1-\lambda)^{-1}(\sigma \cdot \nabla) f \in \mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)^{2}, \quad f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{2}
$$

cf. Remarks 4.12 and 6.14.
7.2. A simple constant coefficient differential operator matrix. In many applications, e.g. in Sections $4-6$ or in case of the Dirac operator in the previous subsection, the spaces $\mathcal{D}_{S}$ and $\mathcal{D}_{-S}$ are given by the form domain of the Schur complement and its anti-dual. However, the latter is not always the case, as we demonstrate in a model problem where $\mathcal{D}_{S}=H^{1}\left(\mathbb{R}^{n}\right)$ and $\mathcal{D}_{-S}=H^{-2}\left(\mathbb{R}^{n}\right)$, while $H^{\frac{3}{2}}\left(\mathbb{R}^{n}\right)$ is the form domain of the Schur complement. We point out that this example is of illustrative purpose and chosen as simple as possible; examples of similar structure can be found e.g. in [17] where the entries are more general pseudodifferential operators.

Example 7.4. In the Hilbert space $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}=L^{2}\left(\mathbb{R}^{n}\right) \oplus L^{2}\left(\mathbb{R}^{n}\right)$, we consider the operator matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
\Delta & -\Delta^{2}  \tag{7.8}\\
\sqrt{-\Delta} & \Delta
\end{array}\right)
$$

and the corresponding first Schur complement

$$
\begin{equation*}
S(\lambda)=\Delta-\lambda+\Delta^{2}(\Delta-\lambda)^{-1} \sqrt{-\Delta}, \quad \lambda \in \mathbb{C} \backslash(-\infty, 0] \tag{7.9}
\end{equation*}
$$

acting in $L^{2}\left(\mathbb{R}^{n}\right)$. Note that in this particular case, it is not difficult to explicitly determine the spectra of the operator matrix and its Schur complement above; however, we emphasise that the purpose of this example is not their spectral analysis, but the illustration of spaces and operators underlying the spectral correspondence developed in Section 3.

Proposition 7.5. Let $\mathcal{A}_{0}:=\left.\mathcal{A}\right|_{\operatorname{dom} \mathcal{A}_{0}}$ with $\mathcal{A}$ as in (7.8) and

$$
\begin{equation*}
\operatorname{dom} \mathcal{A}_{0}:=\left\{(f, g) \in H^{1}\left(\mathbb{R}^{n}\right) \times H^{2}\left(\mathbb{R}^{n}\right): \Delta f-\Delta^{2} g \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{7.10}
\end{equation*}
$$

Moreover, let $S_{0}(\lambda):=\left.S(\lambda)\right|_{\text {dom } S_{0}(\lambda)}, \lambda \in \mathbb{C} \backslash(-\infty, 0]$, be the family of maximal operators in $L^{2}\left(\mathbb{R}^{n}\right)$ where $S(\lambda)$ is as in (7.9) and

$$
\begin{equation*}
\operatorname{dom} S_{0}(\lambda):=\left\{f \in H^{1}\left(\mathbb{R}^{n}\right): \Delta f+\Delta^{2}(\Delta-1)^{-1} \sqrt{-\Delta} f \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{7.11}
\end{equation*}
$$

In the above, the square root of $-\Delta$ is defined via functional calculus. Then $\mathcal{A}_{0}$ is densely defined and closed in $L^{2}\left(\mathbb{R}^{n}\right) \oplus L^{2}\left(\mathbb{R}^{n}\right)$ with

$$
\begin{equation*}
\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>0\} \subset \rho\left(\mathcal{A}_{0}\right) \tag{7.12}
\end{equation*}
$$

and the following relations for the (point and essential) spectra hold

$$
\begin{equation*}
\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(\mathcal{A}_{0}\right) \backslash(-\infty, 0]=\sigma_{(\mathrm{p} / \mathrm{e} 2)}\left(S_{0}(\cdot)\right) \tag{7.13}
\end{equation*}
$$

Sketch of proof. We indicate the objects needed for Assumption 3.1. Let

$$
\begin{array}{lr}
\mathcal{D}_{S}:=H^{1}\left(\mathbb{R}^{n}\right), & \mathcal{D}_{-S}=\mathcal{D}_{-1}:=H^{-2}\left(\mathbb{R}^{n}\right) \\
\mathcal{D}_{2}:=H^{2}\left(\mathbb{R}^{n}\right), & \mathcal{D}_{-2}:=L^{2}\left(\mathbb{R}^{n}\right)
\end{array}
$$

Using the distributional Fourier transform, one can easily check that the following operators are bounded between the claimed spaces

$$
\begin{aligned}
& A:=\Delta \quad \in \mathcal{B}\left(H^{1}\left(\mathbb{R}^{n}\right), H^{-1}\left(\mathbb{R}^{n}\right)\right), \quad B:=-\Delta^{2} \in \mathcal{B}\left(H^{2}\left(\mathbb{R}^{n}\right), H^{-2}\left(\mathbb{R}^{n}\right)\right), \\
& C:=\sqrt{-\Delta} \in \mathcal{B}\left(H^{1}\left(\mathbb{R}^{n}\right), L^{2}\left(\mathbb{R}^{n}\right)\right), \quad D:=\quad \Delta \quad \in \mathcal{B}\left(H^{2}\left(\mathbb{R}^{n}\right), L^{2}\left(\mathbb{R}^{n}\right)\right),
\end{aligned}
$$

see e.g. [1, Thm. 3.41]. Since $H^{-1}\left(\mathbb{R}^{n}\right)$ embeds continuously in $H^{-2}\left(\mathbb{R}^{n}\right)$, Assumption 3.1 is satisfied with $D_{0}:=D$ and we can define $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ as in Definition 3.2 with

$$
D^{\ddagger}(\lambda):=(D-\lambda)^{-1}, \quad \lambda \in \Theta:=\rho\left(D_{0}\right)=\mathbb{C} \backslash(-\infty, 0] .
$$

One easily verifies that $\operatorname{dom} \mathcal{A}_{0}$ and $\operatorname{dom} S_{0}(\lambda)$ coincide with (7.10) and (7.11).
For the proof of (7.13), we outline the assumptions of Corollaries 3.6 and 3.7. Let therefore $\lambda \in \mathbb{C} \backslash(-\infty, 0]$ be arbitrary but fixed. It is not difficult to see that there exists $z_{\lambda}>0$ such that the inverse of $S(\lambda)-z_{\lambda}$ is bounded on $H^{-2}\left(\mathbb{R}^{n}\right)$; this follows from the fact that $S(\lambda)$ is unitarily equivalent to the multiplication operator by the symbol

$$
s_{\lambda}(\xi):=-|\xi|^{2}-\lambda-\frac{|\xi|^{5}}{|\xi|^{2}+\lambda}, \quad \xi \in \mathbb{R}^{n}
$$

in the Fourier space. Indeed, it is elementary to prove the lower bound

$$
\left|s_{\lambda}(\xi)-z_{\lambda}\right| \gtrsim|\xi|^{3}+1, \quad \xi \in \mathbb{R}^{n}
$$

if $z_{\lambda}>0$ is large enough, which implies

$$
S_{z}^{\ddagger}(\lambda):=\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(H^{-2}\left(\mathbb{R}^{n}\right), H^{1}\left(\mathbb{R}^{n}\right)\right) .
$$

Moreover, dom $S_{0}(\lambda)$ contains $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and is thus dense in $H^{1}\left(\mathbb{R}^{n}\right)$. The relations in (7.13) then follow from Corollary 3.5 and Corollaries 3.6 and 3.7 with

$$
\Sigma:=\Theta=\mathbb{C} \backslash(-\infty, 0]=\rho\left(D_{0}\right)
$$

The density of dom $\mathcal{A}_{0}$ in $L^{2}\left(\mathbb{R}^{n}\right) \oplus L^{2}\left(\mathbb{R}^{n}\right)$ is a consequence of Corollary 3.4 (i) and the fact that both dom $B_{0}$ and dom $D_{0}$ clearly contain $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Finally, if $\operatorname{Re} \lambda>0$, then one can easily derive the following lower bound

$$
\left|s_{\lambda}(\xi)\right| \geq \operatorname{Re} \lambda>0, \quad \xi \in \mathbb{R}^{n}
$$

which implies $0 \in \rho\left(S_{0}(\lambda)\right)$ and in turn (7.12) by (7.13).
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# PSEUDO NUMERICAL RANGES AND SPECTRAL ENCLOSURES 

BORBALA GERHAT AND CHRISTIANE TRETTER


#### Abstract

We introduce the new concepts of pseudo numerical range for operator functions and families of sesquilinear forms as well as the pseudo block numerical range for $n \times n$ operator matrix functions. While these notions are new even in the bounded case, we cover operator polynomials with unbounded coefficients, unbounded holomorphic form families of type (a) and associated operator families of type (B). Our main results include spectral inclusion properties of pseudo numerical ranges and pseudo block numerical ranges. For diagonally dominant and offdiagonally dominant operator matrices they allow us to prove spectral enclosures in terms of the pseudo numerical ranges of Schur complements that no longer require dominance order 0 and not even $<1$. As an application, we establish a new type of spectral bounds for linearly damped wave equations with possibly unbounded and/or singular damping.


## 1. Introduction

Spectral problems depending non-linearly on the eigenvalue parameter arise frequently in applications, see e.g. the comprehensive collection in [2] or the monograph [19]. The dependence ranges from quadratic in problems originating in second order Cauchy problems such as damped wave equations, see e.g. [13], [11], to rational as in electromagnetic problems with frequency dependent materials such as photonic crystals, see e.g. [8], [1]. In addition, if energy dissipation is present due to damping or lossy materials, then the values of the corresponding operator functions need not be selfadjoint.

While for operator functions $T(\lambda), \lambda \in \Omega \subseteq \mathbb{C}$, with unbounded operator values in a Hilbert space $\mathcal{H}$ the notion of numerical range $W(T)$ exists,

$$
\begin{equation*}
W(T):=\{\lambda \in \Omega: 0 \in W(T(\lambda))\}, \tag{1.1}
\end{equation*}
$$

a spectral inclusion result $\sigma_{\text {ap }}(T) \subseteq \overline{W(T)} \cap \Omega$ for the approximate point spectrum is lacking. Even in the case of bounded values $T(\lambda)$, spectral inclusion only holds under a certain condition that is not easy to verify. Moreover, spectral inclusion results are even lacking for the most important case of quadratic operator polynomials with unbounded coefficients, one of the most relevant cases for applications.

In the present paper we fill these gaps. To this end, we introduce the novel concept of pseudo numerical range of operator functions $T(\lambda), \lambda \in \Omega \subseteq \mathbb{C}$, with unbounded values,

$$
W_{\Psi}(T):=\bigcap_{\varepsilon>0} W_{\varepsilon}(T), \quad W_{\varepsilon}(T):=\bigcup_{\substack{B \in L(\mathcal{H}) \\\|B\|<\varepsilon}} W(T+B), \quad \varepsilon>0
$$

and analogously for families of unbounded quadratic forms $\mathbf{t}(\lambda), \lambda \in \Omega \subseteq \mathbb{C}$. The sets $W_{\varepsilon}(T), \varepsilon>0$, can be shown to have the equivalent form

$$
W_{\varepsilon}(T)=\{\lambda \in \Omega: \exists f \in \operatorname{dom} T(\lambda),\|f\|=1,|(T(\lambda) f, f)|<\varepsilon\} ;
$$

hence they coincide with the so-called $\varepsilon$-pseudo numerical range first considered in [9]. As a consequence, the pseudo numerical range $W_{\Psi}(T)$ can equivalently be described as

$$
\begin{equation*}
W_{\Psi}(T)=\{\lambda \in \Omega: 0 \in \overline{W(T(\lambda))}\}=: W_{\Psi, 0}(T) . \tag{1.2}
\end{equation*}
$$

One could be tempted to think that the condition $0 \in \overline{W(T(\lambda))}$ in $W_{\Psi, 0}(T)$ is equivalent to $\lambda \notin \overline{W(T)}$, but this is neither true for operator functions with bounded values, as already noted in [29], nor for non-monic linear operator pencils for which the set $W_{\Psi, 0}(T)$ was used recently in [3].

One of the crucial properties of the pseudo numerical range is that, without any assumptions on the operator family,

$$
\sigma_{\mathrm{ap}}(T) \subseteq W_{\Psi}(T),
$$

see Theorem 3.1, and that the norm of the resolvent of $T$ can be estimated by

$$
\left\|T(\lambda)^{-1}\right\| \leq \varepsilon^{-1}, \quad \lambda \in \rho(T) \backslash W_{\varepsilon}(T) \subseteq \rho(T) \backslash W_{\Psi}(T) .
$$

Not only from the analytical point of view, but also from a computational perspective, the pseudo numerical range seems to be more convenient since it is much easier to determine whether a number is small rather than zero.

Like the numerical range of an operator function, but in contrast to the classical numerical range of an operator, the pseudo numerical range need not be convex. An exception is the trivial case of a monic linear operator pencil $T(\lambda)=A-\lambda I, \lambda \in \mathbb{C}$, where the pseudo numerical range is simply the closure of the numerical range, $W_{\Psi}(T)=\overline{W(T)}=\overline{W(A)}$. In general, we only have the obvious enclosure $W(T) \subseteq W_{\Psi}(T)$. Neither the interiors nor the closures in $\Omega$ of $W_{\Psi}(T)$ and $W(T)$ need to coincide andthere is also no inclusion either way between $W_{\Psi}(T)$ or its closure $\overline{W_{\Psi}(T)} \cap \Omega$ in $\Omega$ and the closure $\overline{W(T)} \cap \Omega$ of $W(T)$ in $\Omega$; we give various counter-examples to illustrate these effects.

In our first main result we use the pseudo numerical range of holomorphic form families $\mathbf{t}(\lambda), \lambda \in \Omega$, of type (a) to prove the spectral inclusion for the associated holomorphic operator functions $T(\lambda), \lambda \in \Omega$, of type (B) of msectorial operators $T(\lambda)$. More precisely, we show that if there exist $k \in \mathbb{N}_{0}$, $\mu \in \Omega$ and a core $\mathcal{D}$ of $\mathbf{t}(\mu)$ with

$$
\begin{equation*}
0 \notin \overline{W\left(\left.\mathbf{t}^{(k)}(\mu)\right|_{\mathcal{D}}\right)}, \tag{1.3}
\end{equation*}
$$

then $\sigma(T) \subseteq W_{\Psi}(\mathbf{t})=\overline{W(\mathbf{t})} \cap \Omega$ and, if in addition, the operator family $T$ has constant domain, then

$$
\begin{equation*}
\sigma(T) \subseteq W_{\Psi}(T)=\overline{W(T)} \cap \Omega, \tag{1.4}
\end{equation*}
$$

see Theorem 3.3. Note that, due to (1.2), condition (1.3) for $k=0$, i.e. $0 \notin \overline{W\left(\left.\mathbf{t}(\mu)\right|_{\mathcal{D}}\right)}$ for some $\mu \in \mathbb{C}$, is equivalent to $W_{\Psi}(T) \neq \Omega$.

For operator polynomials $T(\lambda)=\sum_{k=0}^{n} \lambda^{k} A_{k}$ with domain $\operatorname{dom} T(\lambda)=$ $\bigcap_{k=0}^{n} \operatorname{dom} A_{k}, \lambda \in \mathbb{C}$, we prove that, if $0 \notin \overline{W\left(A_{n}\right)}$, then

$$
\sigma_{\mathrm{ap}}(T) \subseteq W_{\Psi}(T) \subseteq \overline{W(T)} \cap \Omega
$$

see Proposition 2.7. The inclusion (1.4) follows if, in addition, $\sigma(T(\lambda)) \subseteq$ $W(T(\lambda)), \lambda \in \mathbb{C}$, which is a weaker condition than m-sectoriality of all $T(\lambda)$.

The second new concept we introduce in this paper is the pseudo block numerical range of operator functions $\mathcal{L}(\lambda), \lambda \in \Omega$, that possess an operator matrix representation with respect to a decomposition $\mathcal{H}=\mathcal{H}_{1} \oplus \cdots \oplus \mathcal{H}_{n}$, $n \in \mathbb{N}$, of the given Hilbert space $\mathcal{H}$. This means that

$$
\mathcal{L}(\lambda)=\left(L_{i j}(\lambda)\right)_{i, j=1}^{n}, \quad \operatorname{dom} \mathcal{L}(\lambda)=\bigoplus_{j=1}^{n} \bigcap_{i=1}^{n} \operatorname{dom} L_{i j}(\lambda)
$$

with operator functions $L_{i j}(\lambda), \lambda \in \Omega$, of densely defined and closable linear operators from $\mathcal{H}_{j}$ to $\mathcal{H}_{i}, i, j=1, \ldots, n$.

Extending earlier concepts we first define the block numerical range of $\mathcal{L}$ as

$$
W^{n}(\mathcal{L}):=\bigcup_{\substack{\left(f_{i}\right) \in \operatorname{dom} \mathcal{L}(\lambda) \\\left\|f_{i}\right\|=1}} \sigma_{p}\left(\mathcal{L}(\lambda)_{\left(f_{i}\right)}\right), \quad \mathcal{L}(\lambda)_{\left(f_{i}\right)}:=\left(\mathcal{L}_{i j}(\lambda) f_{j}, f_{i}\right) \in \mathbb{C}^{n \times n}
$$

for bounded values $\mathcal{L}(\lambda)$ see [21] and [26] for $n=2$, for unbounded operator matrices $\mathcal{L}(\lambda)=\mathcal{A}-\lambda I_{\mathcal{H}}$ see [22]. Then we introduce the pseudo block numerical range of $\mathcal{L}$ as

$$
W_{\Psi}^{n}(\mathcal{L}):=\bigcap_{\varepsilon>0} W_{\varepsilon}^{n}(\mathcal{L}), \quad W_{\varepsilon}^{n}(\mathcal{L}):=\bigcup_{\substack{\mathcal{B} \in L(\mathcal{H}) \\\|\mathcal{B}\|<\varepsilon}} W^{n}(\mathcal{L}+\mathcal{B}), \quad \varepsilon>0
$$

For $n=1$ both block numerical range and pseudo block numerical range coincide with the numerical range and pseudo numerical range of $\mathcal{L}$, respectively. For $n>1$, the trivial inclusion $W^{n}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L})$ and the characterisation (1.1), i.e.

$$
W^{n}(\mathcal{L})=\left\{\lambda \in \Omega: 0 \in W^{n}(\mathcal{L}(\lambda))\right\}, \quad n \in \mathbb{N}
$$

and a resolvent norm estimate

$$
\left\|\mathcal{L}(\lambda)^{-1}\right\| \leq \varepsilon^{-1}, \quad \lambda \in \rho(\mathcal{L}) \backslash W_{\varepsilon}^{n}(\mathcal{L}) \subseteq \rho(\mathcal{L}) \backslash W_{\Psi}^{n}(\mathcal{L}), \quad n \in \mathbb{N}
$$

see Theorem 4.10 for both, continue to hold, but otherwise not much carries over from the case $n=1$. The first difference is that, for the simplest case $\mathcal{L}(\lambda)=\mathcal{A}-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, we may have $W_{\Psi}^{n}(\mathcal{L}) \neq \overline{W^{n}(\mathcal{L})}$ for $n>1$, see Example 4.5.

More importantly, for $n>1$ the relation (1.2) need not hold for the pseudo block numerical range; here we only have the inclusion

$$
W_{\Psi}^{n}(\mathcal{L}) \supseteq\left\{\lambda \in \Omega: 0 \in \overline{W^{n}(\mathcal{L}(\lambda))}\right\}=: W_{\Psi, 0}^{n}(\mathcal{L}), \quad n \in \mathbb{N}
$$

see Proposition 4.4. Therein we also assess two other candidates $W_{\Psi, i}^{n}(\mathcal{L})=$ $\bigcap_{\varepsilon>0} W_{\varepsilon, i}^{n}(\mathcal{L}), i=1,2$, for the pseudo block numerical range for which $W_{\varepsilon, 1}^{n}(\mathcal{L})$ is defined by the scalar condition $\operatorname{det} \mathcal{L}(\lambda)_{\left(f_{i}\right)}<\varepsilon$ and $W_{\varepsilon, 2}^{n}(\mathcal{L})$ by restricting to diagonal perturbations $\mathcal{B} \in L(\mathcal{H})$ with $\|\mathcal{B}\|<\varepsilon$. In fact, we show that

$$
\begin{equation*}
W^{n}(\mathcal{L}) \subseteq W_{\Psi, 1}^{n}(\mathcal{L}) \subseteq W_{\Psi, 0}^{n}(\mathcal{L}) \subseteq W_{\Psi, 2}^{n}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L}) \tag{1.5}
\end{equation*}
$$

and that, like the pseudo numerical range, the pseudo block numerical range $W_{\Psi}^{n}(\mathcal{L})$ has the spectral inclusion property, i.e.

$$
\sigma_{\mathrm{ap}}(T) \subseteq W_{\Psi}^{n}(\mathcal{L}) \subseteq W_{\Psi}(T), \quad n \in \mathbb{N}
$$

but, in general, none of the subsets of $W_{\Psi}^{n}(\mathcal{L})$ in (1.5) is large enough to contain $\sigma_{\mathrm{ap}}(T)$, see Example 4.5.

Our second main result concerns the most important case $n=2$, the socalled quadratic numerical range and pseudo quadratic numerical range. Here we prove a novel type of spectral inclusion for diagonally dominant and offdiagonally dominant $\mathcal{L}(\lambda)=\left(L_{i j}(\lambda)\right)_{i, j=1}^{2}$ in terms of the pseudo numerical ranges of the Schur complements $S_{1}, S_{2}$ and, further, the pseudo quadratic numerical range of $\mathcal{L}$,

$$
\sigma_{\mathrm{ap}}(\mathcal{L}) \backslash\left(\sigma\left(L_{11}\right) \cup \sigma\left(L_{22}\right)\right) \subseteq W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}\left(S_{2}\right) \subseteq W_{\Psi}^{2}(\mathcal{L})
$$

see Theorem 5.1, where $S_{1}(\lambda)=L_{11}(\lambda)-L_{12}(\lambda) L_{22}(\lambda)^{-1} L_{21}(\lambda), \lambda \in \rho\left(L_{22}\right)$, and similarly for $S_{2}$ with the indices 1 and 2 reversed. For symmetric and anti-symmetric corners, i.e. $L_{21}(\lambda) \subseteq \pm L_{12}(\lambda)^{*}, \lambda \in \Omega$, we even show that

$$
\sigma_{\mathrm{ap}}(\mathcal{L}) \subseteq W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}\left(L_{22}\right)
$$

if $L_{11}(\lambda)$ is accretive, $\mp L_{22}(\lambda)$ is m-sectorial and $\operatorname{dom} L_{22}(\lambda) \subseteq \operatorname{dom} L_{12}(\lambda)$, see Theorem 5.3/Corollary 5.4, and similarly for the Schur complement $S_{2}$.

As an interesting consequence, we are able to establish spectral separation and inclusion theorems for unbounded $2 \times 2$ operator matrices $\mathcal{A}=\left(A_{i j}\right)_{i, j=1}^{2}$ with 'separated' diagonal entries; here 'separated' means that the numerical ranges of $A_{11}$ and $A_{22}$ lie in half-planes and/or sectors in the right and left half-plane $\mathbb{C}_{+}$and $\mathbb{C}_{-}$, respectively, separated by a vertical strip $S:=\{z \in \mathbb{C}$ : $\delta<\operatorname{Re} z<\alpha\}$ with $\delta<0<\alpha$ around $i \mathbb{R}$. More precisely, without any bounds on the order of diagonal dominance or off-diagonal dominance we show that, if $\varphi, \psi \in\left[0, \frac{\pi}{2}\right]$ are the semi-angles of $A_{11}$ and $A_{22}$ and $\tau:=\max \{\varphi, \psi\}$, then

$$
\sigma_{\mathrm{ap}}(\mathcal{A}) \subseteq\left(-\Sigma_{\tau} \cup \Sigma_{\tau}\right) \backslash S=: \Sigma, \quad \Sigma_{\tau}:=\{z \in \mathbb{C}:|\arg z| \leq \tau\}
$$

and $\sigma(\mathcal{A}) \subseteq \Sigma$ if $\rho(\mathcal{A}) \cap(\mathbb{C} \backslash \Sigma) \neq \emptyset$, see Theorem 6.1. This result is a great step ahead compared to the earlier result [25, Thm. 5.2] where the dominance order had to be restricted to 0 .

Moreover, even to ensure the condition $\rho(\mathcal{A}) \cap(\mathbb{C} \backslash \Sigma) \neq \emptyset$ for the enclosure of the entire spectrum $\sigma(\mathcal{A})$ in Theorem 6.1 , we do not have to restrict the dominance order as usual for perturbation arguments. Our new weak conditions involve only products of the columnwise relative bounds $\delta_{1}$ in the first and $\delta_{2}$ in the second column, see Proposition 6.5 ; in particular, either $\delta_{1}=0$ or $\delta_{2}=0$ guarantees $\rho(\mathcal{A}) \cap(\mathbb{C} \backslash \Sigma) \neq \emptyset$ in Theorem 6.1 and hence $\sigma_{\mathrm{ap}}(\mathcal{A}) \subseteq \Sigma$.

As an application of our results, we consider abstract quadratic operator polynomials $T(\lambda), \lambda \in \mathbb{C}$, induced by forms $\mathbf{t}(\lambda)=\mathbf{t}_{0}+2 \lambda \mathbf{a}+\lambda^{2}$ with $\operatorname{dom} \mathbf{t}(\lambda)=$ $\operatorname{dom} \mathbf{t}_{0}, \lambda \in \mathbb{C}$, as they arise e.g. from linearly damped wave equations

$$
\begin{equation*}
u_{t t}(x, t)+2 a(x) u_{t}(x, t)=\left(\Delta_{x}-q(x)\right) u(x, t), \quad x \in \mathbb{R}^{d}, \quad t>0 \tag{1.6}
\end{equation*}
$$

where the non-negative potential $q$ and damping $a$ may be singular and/or unbounded, cf. [10, 11, 12, 13] where also accretive damping was considered, and for which it is well-known that the spectrum is symmetric with respect to $\mathbb{R}$ and confined to the closed left half-plane.

Here we use a finely tuned assumption on the 'unboundedness' of a with respect to $\mathbf{t}_{0}$, namely $p$-subordinacy for $p \in[0,1)$, comp. [18, §5.1] or [27,

Sect. 3] for the operator case. More precisely, if $\mathbf{t}_{0} \geq \kappa_{0} \geq 0, \mathbf{a} \geq \alpha_{0} \geq 0$ with dom $\mathbf{t}_{0} \subseteq$ dom a and there exist $p \in[0,1)$ and $C_{p}>0$ with

$$
\mathbf{a}[f] \leq C_{p}\left(\mathbf{t}_{0}[f]\right)^{p}\left(\|f\|^{2}\right)^{1-p}, \quad f \in \operatorname{dom} \mathbf{t}_{0}
$$

we use the enclosure $\sigma(T) \subseteq W_{\Psi}(T)=W_{\Psi}(\mathbf{t})=\overline{W(\mathbf{t})}$ to prove that the non-real spectrum of $T$ satisfies the bounds

$$
\begin{aligned}
\sigma(T) \backslash \mathbb{R} \subseteq\left\{z \in \mathbb{C}:|z| \geq \sqrt{\kappa_{0}},\right. & \operatorname{Re} z \leq-\alpha_{0}, \\
& \left.|\operatorname{Im} z|^{2} \geq \max \left\{0, C_{p}^{-\frac{1}{p}}|\operatorname{Re} z|^{\frac{1}{p}}-|\operatorname{Re} z|^{2}\right\}\right\}
\end{aligned}
$$

and the real spectrum $\sigma(T) \cap \mathbb{R} \subset[-\infty, 0]$ is either empty or it is confined to one bounded interval, to one unbounded interval or to the union of a bounded and an unbounded interval, see Theorem 7.1 and Figure 7.2. Moreover, we describe both the thresholds for the transitions between these cases and the enclosures for $\sigma(T) \cap \mathbb{R}$ precisely in terms of $p, C_{p}, \kappa$ and $\kappa_{0}$. As a concrete example, we consider the damped wave equation (1.6) with

$$
a(x) \leq \sum_{j=1}^{n}\left|x-x_{j}\right|^{-t}+u(x)+v(x), \quad v(x) \leq c_{1} q(x)^{r}+c_{2} \text { for almost all } x \in \mathbb{R}^{d}
$$

where $n \in \mathbb{N}_{0}, x_{j} \in \mathbb{R}^{d}$ for $j=1, \ldots, n, u \in L^{s}\left(\mathbb{R}^{d}\right)$ with $s>\frac{d}{2}, v \in L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$, $t \in[0,2), c_{1}, c_{2} \geq 0$ and $r \in[0,1)$. For the special case $q(x)=|x|^{2}, a(x)=|x|^{k}$, $x \in \mathbb{R}^{d}$, with $k \in[0,2)$, the new spectral enclosure in Theorem 7.1 yields

$$
\sigma(T) \backslash \mathbb{R} \subseteq\left\{z \in \mathbb{C}: \operatorname{Re} z \leq 0,|z| \geq \sqrt{d},|\operatorname{Im} z| \geq \sqrt{\max \left\{0,|\operatorname{Re} z|^{\frac{2}{k}}-|\operatorname{Re} z|^{2}\right\}}\right\}
$$

and, with $t_{0}=\max \left\{(k(2-k))^{-\frac{1}{k-1}}, d\right\}$,

$$
\sigma(T) \cap \mathbb{R} \begin{cases}=\emptyset & \text { if } k \in[0,1) \\ \subseteq(-\infty,-\sqrt{d}] & \text { if } k=1 \\ \subseteq\left(-\infty,-{\sqrt{t_{0}}}^{k}+\sqrt{t_{0}^{k}-t_{0}}\right] & \text { if } k \in(1,2)\end{cases}
$$

The paper is organised as follows. In Section 2 we introduce the pseudo numerical range of operator functions and form functions and study the relation of $W_{\Psi}(T)$ and $\overline{W(T)} \cap \Omega$. In Section 3 we establish spectral inclusion results in terms of the pseudo numerical range. In Section 4 we define the block numerical range $W^{n}(\mathcal{L})$ and pseudo block numerical range $W_{\Psi}^{n}(\mathcal{L})$ of unbounded $n \times n$ operator matrix functions $\mathcal{L}$, investigate the differences to the special case $n=1$ of the pseudo numerical range $W_{\Psi}^{1}(\mathcal{L})=W_{\Psi}(\mathcal{L})$ and prove corresponding spectral inclusion theorems. In Section 5 we establish new enclosures of the approximate point spectrum of $2 \times 2$ operator matrix functions by means of the pseudo numerical ranges of their Schur complements. In Section 6 we apply them to prove spectral bounds for diagonally dominant and off-diagonally dominant operator matrices with symmetric or anti-symmetric corners without restriction on the dominance order. Finally, in Section 7, we apply our results to linearly damped wave equations with possibly unbounded and/or singular damping and potential.

Throughout this paper, $\mathcal{H}$ and $\mathcal{H}_{i}, i=1, \ldots, n$, denote Hilbert spaces, $L(\mathcal{H})$ denotes the space of bounded linear operators on $\mathcal{H}$ and $\Omega \subseteq \mathbb{C}$ is a domain.

## 2. The pseudo numerical Range of operator functions and FORM FUNCTIONS

In this section, we introduce the new notion of pseudo numerical range for operator functions $\{T(\lambda): \lambda \in \Omega\}$ and form functions $\{\mathbf{t}(\lambda): \lambda \in \Omega\}$, respectively, briefly denoted by $T$ and $\mathbf{t}$ if no confusion about $\Omega$ can arise. While the values $T(\lambda)$ and $\mathbf{t}(\lambda)$ may be bounded/unbounded linear operators and sesquilinear forms in a Hilbert space $\mathcal{H}$, the notion of pseudo numerical range is new also in the bounded case.

The numerical range of $T$ and $\mathbf{t}$, respectively, are defined as

$$
W(T)=\{\lambda \in \Omega: 0 \in W(T(\lambda))\}, \quad W(\mathbf{t})=\{\lambda \in \Omega: 0 \in W(\mathbf{t}(\lambda))\},
$$

comp. [18, §26.6]. In the simplest case of a monic linear operator polynomial $T(\lambda)=T_{0}-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, this notion coincides with the numerical range $W\left(T_{0}\right)$ of the linear operator $T_{0}$, and analogously for forms.

The following new concept of pseudo numerical range employs the notion of $\varepsilon$-pseudo numerical range $W_{\varepsilon}(T), \varepsilon>0$, introduced in [9, Def. 4.1]; the equivalent original definition therein, see (2.1) below, was designed to obtain computable enclosures for spectra of rational operator functions.
Definition 2.1. We introduce the pseudo numerical range of an operator function $T$ and a form function $\mathbf{t}$, respectively, as
where

$$
W_{\Psi}(T):=\bigcap_{\varepsilon>0} W_{\varepsilon}(T), \quad W_{\Psi}(\mathbf{t}):=\bigcap_{\varepsilon>0} W_{\varepsilon}(\mathbf{t}),
$$

$$
W_{\varepsilon}(T):=\bigcup_{B \in L(\mathcal{H}),\|B\|<\varepsilon} W(T+B), \quad W_{\varepsilon}(\mathbf{t}):=\bigcup_{\|\mathbf{b}\|<\varepsilon} W(\mathbf{t}+\mathbf{b}), \quad \varepsilon>0 ;
$$

here $\|\mathbf{b}\|=\sup _{\|f\|=\|g\|=1}|\mathbf{b}[f, g]|$ for a bounded sesquilinear form $\mathbf{b}$ in $\mathcal{H}$.
Clearly, for monic linear operator polynomials $T(\lambda)=A-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, the pseudo numerical range is nothing but the closure of the classical numerical range $W(A)$ of the linear operator $A$, and analogously for forms.

The pseudo numerical range of operator or form functions, is, like their numerical ranges, in general neither convex nor connected, and, even for families of bounded operators or forms, it may be unbounded.
Remark 2.2. (i) The following inclusions may be proper, see Example 3.2,

$$
W(T) \subseteq W_{\Psi}(T), \quad W(\mathbf{t}) \subseteq W_{\Psi}(\mathbf{t}) .
$$

(ii) In general, the pseudo numerical range need neither be open nor closed in $\Omega$ equipped with the relative topology, see Examples 3.2 (i) and 2.9, respectively.
(iii) Neither the closures nor the interiors with respect to the relative topology on $\Omega$ of the pseudo numerical range and the numerical range need to coincide, see Example 3.2 (i) and (ii).
The following alternative characterisation of the pseudo numerical range will be frequently used in the sequel.

Proposition 2.3. For every $\varepsilon>0$,

$$
\begin{align*}
W_{\varepsilon}(T) & =\{\lambda \in \Omega: \exists f \in \operatorname{dom} T(\lambda),\|f\|=1,|(T(\lambda) f, f)|<\varepsilon\}  \tag{2.1}\\
W_{\varepsilon}(\mathbf{t}) & =\{\lambda \in \Omega: \exists f \in \operatorname{dom} \mathbf{t}(\lambda),\|f\|=1,|\mathbf{t}(\lambda)[f]|<\varepsilon\}
\end{align*}
$$

and, consequently,

$$
\begin{equation*}
W_{\Psi}(T)=\{\lambda \in \Omega: 0 \in \overline{W(T(\lambda))}\}, \quad W_{\Psi}(\mathbf{t})=\{\lambda \in \Omega: 0 \in \overline{W(\mathbf{t}(\lambda))}\} \tag{2.2}
\end{equation*}
$$

Proof. We show the claim for $W_{\varepsilon}(T)$; then the claim for $W_{\Psi}(T)$ is obvious by Definition 2.1. The proof for $W_{\varepsilon}(\mathbf{t})$ and $W_{\Psi}(\mathbf{t})$ is analogous.

Let $\varepsilon>0$ be arbitrary and $\lambda \in W_{\varepsilon}(T)$. There exists a bounded operator $B$ in $\mathcal{H}$ with $\|B\|<\varepsilon$ such that $\lambda \in W(T+B)$, i.e.

$$
(T(\lambda) f, f)=-(B f, f), \quad f \in \operatorname{dom} T(\lambda), \quad\|f\|=1
$$

Hence, clearly, $|(T(\lambda) f, f)| \leq\|B\|<\varepsilon$, thus $\lambda$ is an element of the right hand side of (2.1).

Conversely, let $\lambda \in \Omega$ such that there exists $f \in \operatorname{dom} T(\lambda),\|f\|=1$, with $|(T(\lambda) f, f)|<\varepsilon$. Setting $B:=-(T(\lambda) f, f) I$, this gives $\lambda \in W(T+B)$ and $\|B\|=|(T(\lambda) f, f)|<\varepsilon$, hence $\lambda \in W_{\varepsilon}(T)$.

The following properties of the pseudo numerical range with respect to closures, form representations and Friedrichs extensions are immediate consequences of its alternative description (2.2).

Here an operator $A$ or a form a is called sectorial if its numerical range lies in a sector $\{z \in \mathbb{C}:|\arg (z-\gamma)| \leq \vartheta\}$ for some $\gamma \in \mathbb{R}$ and $\vartheta \in\left[0, \frac{\pi}{2}\right)$, see $[15$, Sect. V.3.10, VI.1.2]; if, in addition, $\rho(A) \cap\{z \in \mathbb{C}:|\arg (z-\gamma)|>\vartheta\} \neq \emptyset$, then $A$ is called m-sectorial.

Corollary 2.4. (i) If the family $T$ or $\mathbf{t}$, respectively, consists of closable operators or forms (and $\bar{T}$ or $\overline{\mathbf{t}}$ denotes the family of closures), then

$$
W_{\Psi}(T)=W_{\Psi}(\bar{T}), \quad W_{\Psi}(\mathbf{t})=W_{\Psi}(\overline{\mathbf{t}})
$$

(ii) If the family $\mathbf{t}$ consists of densely defined closed sectorial forms and $T$ denotes the family of associated m-sectorial operators, then

$$
W_{\Psi}(\mathbf{t})=W_{\Psi}(T)
$$

(iii) If the family $T$ consists of densely defined sectorial operators and $T_{F}$ denotes the family of corresponding Friedrichs extensions then

$$
W_{\Psi}(T)=W_{\Psi}\left(T_{F}\right)
$$

Proof. (i) The equalities follow from Proposition 2.3 and from the fact that $\overline{W(T(\lambda))}=\overline{W(\overline{T(\lambda)})}$ and $\overline{W(\mathbf{t}(\lambda))}=\overline{W(\overline{\mathbf{t}}(\lambda))}$ for $\lambda \in \Omega$, see [15, Prob. V.3.7, Thm. VI.1.18].
(ii) The equality follows from Proposition 2.3 and the identity $\overline{W(\mathbf{t}(\lambda))}=$ $\overline{W(T(\lambda))}$ for $\lambda \in \Omega$, see [15, Cor. VI.2.3].
(iii) The claim is a consequence of (i) and (ii).

The alternative characterisation (2.2) might suggest that there is a relation between the pseudo numerical range $W_{\Psi}(T)$ and the closure $\overline{W(T)} \cap \Omega$ of the numerical range $W(T)$ in $\Omega$. However, in general, there is no inclusion either way between them, see e.g. Example 3.2 where $W_{\Psi}(T) \nsubseteq \overline{W(T)} \cap \Omega$ and Example 2.9 where $\overline{W(T)} \cap \Omega \nsubseteq W_{\Psi}(T)$.

In fact, it was already noted in [29, Prop. 2.9], for continuous functions of bounded operators and for the more general case of block numerical ranges, that, for $\lambda \in \Omega$,

$$
\lambda \in \overline{W(T)} \Longrightarrow 0 \in \overline{W(T(\lambda))}
$$

the converse holds only under additional assumptions. More precisely, for families of bounded linear operators however, the following is known.

Theorem 2.5. [29, Prop. 2.9, Prop. 2.12, Thm. 2.14]
(i) If $T$ is a (norm-)continuous family of bounded linear operators, then

$$
\overline{W(T)} \cap \Omega \subseteq W_{\Psi}(T)
$$

(ii) If $T$ is a holomorphic family of bounded linear operators and there exist $k \in \mathbb{N}_{0}$ and $\mu \in \Omega$ with

$$
\begin{equation*}
0 \notin \overline{W\left(T^{(k)}(\mu)\right)} \tag{2.3}
\end{equation*}
$$

then

$$
\sigma(T) \subseteq \overline{W(T)} \cap \Omega=W_{\Psi}(T)
$$

The following simple example from [29, Ex. 2.11], which is easily adapted to the unbounded case, shows that condition (2.3) is essential both for the equality $\overline{W(T)} \cap \Omega=W_{\Psi}(T)$ and for the spectral inclusion $\sigma(T) \subseteq \overline{W(T)} \cap \Omega$.

Example 2.6. Let $f: \Omega \rightarrow \mathbb{C}$ be holomorphic, $f \not \equiv 0, A$ a bounded or unbounded linear operator in $\mathcal{H}$ with $0 \in \sigma(A), 0 \in \overline{W(A)} \backslash W(A)$ and consider

$$
T(\lambda):=f(\lambda) A, \quad \operatorname{dom} T(\lambda):=\operatorname{dom} A, \quad \lambda \in \Omega
$$

Then (2.3) is violated because, for any $k \in \mathbb{N}_{0}$ and $\mu \in \Omega$, we have $T^{(k)}(\mu)=$ $f^{(k)}(\mu) A$ with $\operatorname{dom} T^{(k)}(\lambda)=\operatorname{dom} A, \lambda \in \Omega$, and so $0 \in \overline{W\left(T^{(k)}(\mu)\right)}$ since $0 \in \overline{W(A)}$. Further, it is easy to see that

$$
\sigma(T)=\Omega, \quad W(T)=\overline{W(T)} \cap \Omega=\{z \in \Omega: f(z)=0\} \neq \Omega, \quad W_{\Psi}(T)=\Omega
$$

Thus neither $\overline{W(T)} \cap \Omega=W_{\Psi}(T)$ nor the spectral inclusion $\sigma(T) \subseteq \overline{W(T)} \cap \Omega$ hold, while $\sigma(T)=W_{\Psi}(T)$.

In the sequel we generalise Theorem 2.5 (i) and (ii) to families of unbounded operators and/or forms, including operator polynomials and sectorial families with constant form domain. In the remaining part of this section, we study the relation between $W_{\Psi}(T)$ and $\overline{W(T)} \cap \Omega$; results containing spectral enclosures may be found in Section 3.

Proposition 2.7. Let $T$ be an operator polynomial in $\mathcal{H}$ of degree $n \in \mathbb{N}$ with (possibly unbounded) coefficients $A_{k}: \mathcal{H} \supseteq \operatorname{dom} A_{k} \rightarrow \mathcal{H}$, i.e.

$$
T(\lambda):=\sum_{k=0}^{n} \lambda^{k} A_{k}, \quad \operatorname{dom} T(\lambda):=\bigcap_{k=0}^{n} \operatorname{dom} A_{k}, \quad \lambda \in \mathbb{C} .
$$

If $0 \notin \overline{W\left(A_{n}\right)}$, then

$$
W_{\Psi}(T) \subseteq \overline{W(T)} \cap \Omega
$$

and analogously for form polynomials.
Proof. Let $\lambda_{0} \in W_{\Psi}(T)$. By Proposition 2.3, there is a sequence $\left\{f_{m}\right\}_{m} \subseteq$ $\operatorname{dom} T\left(\lambda_{0}\right)$ with $\left\|f_{m}\right\|=1, m \in \mathbb{N}$, and $\left(T\left(\lambda_{0}\right) f_{m}, f_{m}\right) \rightarrow 0$ for $m \rightarrow \infty$. Since $0 \notin W\left(A_{n}\right)$ by assumption, the complex polynomial

$$
p_{m}(\lambda):=\left(T(\lambda) f_{m}, f_{m}\right)=\sum_{k=0}^{n}\left(A_{k} f_{m}, f_{m}\right) \lambda^{k}, \quad \lambda \in \mathbb{C}
$$

has degree $n$ for each $m \in \mathbb{N}$. Let $\lambda_{1}^{m}, \ldots, \lambda_{n}^{m} \in \mathbb{C}$ denote its zeros. Then $\lambda_{j}^{m} \in W(T), j=1, \ldots, n$, and $p_{m}$ admits the factorisation

$$
p_{m}(\lambda)=\left(A_{n} f_{m}, f_{m}\right) \prod_{j=1}^{n}\left(\lambda-\lambda_{j}^{m}\right), \quad \lambda \in \mathbb{C}, \quad m \in \mathbb{N}
$$

Since $p_{m}\left(\lambda_{0}\right) \rightarrow 0$ for $m \rightarrow \infty$ and $0 \notin \overline{W\left(A_{n}\right)}$, there exists $j_{0} \in\{1, \ldots, n\}$ with $\lambda_{j_{0}}^{m} \rightarrow \lambda_{0}, m \rightarrow \infty$, thus $\lambda_{0} \in \overline{W(T)}$ and $\lambda_{0} \in W_{\Psi}(T) \subseteq \Omega$.

Next we generalise Theorem 2.5 (i) to families of sectorial forms with constant domain which satisfy a natural continuity assumption, see [15, Thm. VI.3.6]. This assumption is met, in particular, by holomorphic form families of type (a) and associated operator families of type (B).

Recall that a family $\mathbf{t}$ of densely defined closed sectorial sesquilinear forms in $\mathcal{H}$ is called holomorphic of type (a) if its domain is constant and the mapping $\lambda \mapsto \mathbf{t}(\lambda)[f]$ is holomorphic for every $f \in \mathcal{D}_{\mathbf{t}}:=\operatorname{dom} \mathbf{t}(\lambda)$. The associated family $T$ of m-sectorial operators is called holomorphic of type (B), see [15, Sect. VII.4.2] and also [28]. Sufficient conditions on form families to be holomorphic of type (a) can be found in [15, §VII.4].

Theorem 2.8. Let $\mathbf{t}$ be a family of sectorial sesquilinear forms in $\mathcal{H}$ with constant domain $\mathcal{D}_{\mathbf{t}}:=\operatorname{dom} \mathbf{t}(\lambda), \lambda \in \Omega$. Assume that for each $\lambda_{0} \in \Omega$, there exist $r, C>0$ and $w: B_{r}\left(\lambda_{0}\right) \rightarrow[0, \infty), \lim _{\lambda \rightarrow \lambda_{0}} w(\lambda)=0$, such that

$$
\begin{equation*}
\left|\mathbf{t}\left(\lambda_{0}\right)[f]-\mathbf{t}(\lambda)[f]\right| \leq w(\lambda)\left(\left|\operatorname{Re} \mathbf{t}\left(\lambda_{0}\right)[f]\right|+C\|f\|^{2}\right) \tag{2.4}
\end{equation*}
$$

for all $\lambda \in B_{r}\left(\lambda_{0}\right)$ and $f \in \mathcal{D}_{\mathbf{t}}$. Then

$$
\overline{W(\mathbf{t})} \cap \Omega \subseteq W_{\Psi}(\mathbf{t})
$$

In particular, if $\mathbf{t}$ is a holomorphic form family of type (a) with associated holomorphic operator family $T$ of type (B) in $\mathcal{H}$, then

$$
\begin{equation*}
\overline{W(T)} \cap \Omega \subseteq W_{\Psi}(T), \quad \overline{W(\mathbf{t})} \cap \Omega \subseteq W_{\Psi}(\mathbf{t}) \tag{2.5}
\end{equation*}
$$

Proof. Let $\lambda_{0} \in \overline{W(\mathbf{t})}$. Then there exist $\left\{\lambda_{n}\right\}_{n} \subseteq \Omega$ and $\left\{f_{n}\right\}_{n} \subseteq \mathcal{D}_{\mathbf{t}}$ with $\left\|f_{n}\right\|=1, \mathbf{t}\left(\lambda_{n}\right)\left[f_{n}\right]=0, n \in \mathbb{N}$, and $\lambda_{n} \rightarrow \lambda_{0}, n \rightarrow \infty$. We show that $\mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right] \rightarrow 0$ for $n \rightarrow \infty$ which, in view of (2.2), implies $\lambda_{0} \in W_{\Psi}(\mathbf{t})$. By (2.4),

$$
\left|\mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right]\right|=\left|\mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right]-\mathbf{t}\left(\lambda_{n}\right)\left[f_{n}\right]\right| \leq w\left(\lambda_{n}\right)\left(\left|\operatorname{Re} \mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right]\right|+C\right), \quad n \in \mathbb{N}
$$

Since $\left|\operatorname{Re} \mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right]\right| \leq\left|\mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right]\right|$ and $w\left(\lambda_{n}\right) \rightarrow 0, n \rightarrow \infty$, we obtain that, for $n \in \mathbb{N}$ sufficiently large,

$$
\left|\mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right]\right| \leq C \frac{w\left(\lambda_{n}\right)}{1-w\left(\lambda_{n}\right)} \longrightarrow 0, \quad n \rightarrow \infty
$$

Now suppose that $\mathbf{t}$ and $T$ are holomorphic families of type (a) and (B), respectively. We only need to show the second inclusion, the first one then follows from $W(T) \subseteq W(\mathbf{t})$ and Corollary 2.4 (ii). The second inclusion follows from what we already proved since for holomorphic form families of type (a), after a possible shift $\mathbf{t}+c$ where $c>0$ is sufficiently large to ensure $\operatorname{Re} \mathbf{t}\left(\lambda_{0}\right) \geq 1,[15$, Eqn. VII.(4.7)] shows that assumption (2.4) is satisfied.

Theorem 2.5 (i) does not extend to analytic families of sectorial linear operators with non-constant form domains, as the following example inspired by [15, Ex. VII.1.4] illustrates.

Example 2.9. Let $\mathcal{H}=L^{2}(0,1)$. The family $T(\lambda), \lambda \in \mathbb{C}$, given by

$$
\begin{aligned}
T(\lambda) f & :=-f^{\prime \prime}-\lambda f \\
\operatorname{dom} T(\lambda) & :=\left\{f \in H^{2}(0,1): f(0)=0, \lambda f^{\prime}(1)=f(1)\right\}
\end{aligned}
$$

is a holomorphic family of m-sectorial operators, but not holomorphic of type (B). Below we will show that

$$
0 \in \overline{W(T)} \subseteq \overline{W_{\Psi}(T)}, \quad 0 \notin W_{\Psi}(T)
$$

note that, since $\Omega=\mathbb{C}$, this implies that Theorem 2.5 (i) does not hold and that $W_{\Psi}(T)$ is not closed in $\mathbb{C}$.

Indeed, it is not difficult to check that the forms associated to $T(\lambda), \lambda \in \mathbb{C}$,

$$
\mathbf{t}(0)[f]=\left\|f^{\prime}\right\|^{2}, \quad \mathbf{t}(\lambda)[f]=\left\|f^{\prime}\right\|^{2}-\lambda\|f\|^{2}-\frac{1}{\lambda}|f(1)|^{2}, \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

are densely defined, closed and sectorial, but have $\lambda$-depending domain $\operatorname{dom} \mathbf{t}(0)=H_{0}^{1}(0,1)$ and $\operatorname{dom} \mathbf{t}(\lambda)=\left\{f \in H^{1}(0,1): f(0)=0\right\}$ for $\lambda \in \mathbb{C} \backslash\{0\}$. The holomorphy of the family follows from the holomorphy of the integral kernel, i.e. the Green's function, of $(T(\lambda)-\mu)^{-1}$, which, for $\lambda \in \mathbb{C}$ and $\mu \in \rho(T(\lambda)) \neq \emptyset$, is given by
$G(x, y ; \mu, \lambda)=\frac{\sin (\sqrt{\mu+\lambda} x)(\sin (\sqrt{\mu+\lambda}(1-y))-\lambda \sqrt{\mu+\lambda} \cos (\sqrt{\mu+\lambda}(1-y)))}{\sqrt{\mu+\lambda}(\sin \sqrt{\mu+\lambda}-\lambda \sqrt{\mu+\lambda} \cos \sqrt{\mu+\lambda})}$
for $0 \leq x \leq y \leq 1$ and $G(x, y ; \mu, \lambda)=G(y, x ; \mu, \lambda)$ for $0 \leq y \leq x \leq 1$, cf. [15, Ex. V.4.14, VII.1.5, VII.1.11] where the family $T(\lambda)+\lambda, \lambda \in \mathbb{C}$, was studied.

For fixed $\lambda \in \mathbb{C}$, the spectrum of $T(\lambda)$ is given by the singularities of the integral kernel $G(\cdot, \cdot ; \mu, \lambda)$,

$$
\sigma(T(\lambda))=\sigma_{\mathrm{p}}(T(\lambda))=\{\mu \in \mathbb{C}: \lambda \sqrt{\mu+\lambda}=\tan \sqrt{\mu+\lambda}\}, \quad \lambda \in \mathbb{C}
$$

For $\lambda \in(0, \infty)$ the operator $T(\lambda)$ is self-adjoint and unbounded from above, and for $\lambda \in(0,1)$ it has an eigenvalue $\mu_{\lambda} \in \sigma_{\mathrm{p}}(T(\lambda)) \subseteq W(T(\lambda))$ of the form
$\mu_{\lambda}=-\lambda-\kappa_{\lambda}^{2}<0$ where $\kappa_{\lambda}$ is the unique positive solution of $\tanh \kappa=\lambda \kappa$. Thus $0 \in W(T(\lambda))$ for $\lambda \in(0,1)$ due to the convexity of $W(T(\lambda))$, which proves $(0,1) \subseteq W(T) \subseteq W_{\Psi}(T)$ and thus $0 \in \overline{W(T)}$. On the other hand, $0 \notin \overline{W(T(0))}=\left[\pi^{2}, \infty\right)$ and so Proposition 2.3 implies $0 \notin W_{\Psi}(T)$.

## 3. Spectral Enclosure via pseudo numerical Range

In this section we derive spectral enclosures for families of unbounded linear operators $T(\lambda), \lambda \in \Omega$, using the pseudo numerical range $W_{\Psi}(T)$. The latter is tailored to enclose the approximate point spectrum.

The spectrum and resolvent set of an operator family $T(\lambda), \lambda \in \Omega$, respectively, are defined as

$$
\sigma(T):=\{\lambda \in \Omega: 0 \in \sigma(T(\lambda))\} \subseteq \Omega, \quad \rho(T):=\Omega \backslash \sigma(T)
$$

and analogously for the various subsets of the spectrum. In addition to the approximate point spectrum

$$
\sigma_{\mathrm{ap}}(T):=\left\{\lambda \in \Omega: \exists\left\{f_{n}\right\}_{n} \subseteq \operatorname{dom} T(\lambda),\left\|f_{n}\right\|=1, T(\lambda) f_{n} \rightarrow 0, n \rightarrow \infty\right\}
$$

we introduce the $\varepsilon$-approximate point spectrum, see [20] for the operator case,

$$
\begin{equation*}
\sigma_{\mathrm{ap}, \varepsilon}(T):=\{\lambda \in \Omega: \exists f \in \operatorname{dom} T(\lambda),\|f\|=1,\|T(\lambda) f\|<\varepsilon\} \tag{3.1}
\end{equation*}
$$

The latter is a subset of the $\varepsilon$-pseudo spectrum

$$
\sigma_{\varepsilon}(T):=\sigma_{\mathrm{ap}, \varepsilon}(T) \cup \sigma(T)
$$

which was defined for operator functions with unbounded closed values in [7, Sect. 9.2, (9.9)], comp. also [6].

Clearly, for monic linear polynomials $T(\lambda)=A-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, these notions coincide with the spectrum, resolvent set, approximate point spectrum, $\varepsilon$ approximate point spectrum and $\varepsilon$-pseudo spectrum of the linear operator $A$.

Proposition 3.1. For any operator family $T(\lambda), \lambda \in \Omega$, and every $\varepsilon>0$,

$$
\sigma_{\mathrm{ap}, \varepsilon}(T) \subseteq W_{\varepsilon}(T), \quad\left\|T(\lambda)^{-1}\right\| \leq \frac{1}{\varepsilon}, \quad \lambda \in \rho(T) \backslash W_{\varepsilon}(T)
$$

and hence

$$
\sigma_{\mathrm{ap}}(T) \subseteq W_{\Psi}(T)
$$

If $\sigma(T(\lambda)) \subseteq \overline{W(T(\lambda))}$ for all $\lambda \in \Omega$, then

$$
\sigma(T) \subseteq W_{\Psi}(T)
$$

Proof. The claims follow easily from (3.1) and Definition 2.1 together with Cauchy-Schwarz' inequality and (2.1) in Proposition 2.3.

The following simple examples illustrate some properties of $W_{\Psi}(T)$ versus $\overline{W(T)} \cap \Omega$, in particular, in view of spectral enclosures.

Example 3.2. (i) Let $A>0$ be self-adjoint in $\mathcal{H}$ with $0 \in \sigma(A)$. Then, for the non-holomorphic family $T(\lambda)=A+|\sin \lambda|, \lambda \in \mathbb{C}$, it is easy to see that

$$
W_{\Psi}(T)=\sigma(T)=\{k \pi: k \in \mathbb{Z}\} \nsubseteq \overline{W(T)} \cap \Omega=\emptyset ;
$$

notice that this implies $W_{\Psi}(T) \cap \Omega \neq W(T) \cap \Omega$, i.e. the closures of $W_{\Psi}(T)$ and $W(T)$ in $\Omega$ do not coincide.
(ii) Let $A$ be bounded in $\mathcal{H}$ with $\operatorname{Re} W(A)>0,0 \in \sigma(A)$ and $0 \notin W(A)$. Consider the holomorphic family of bounded operators in $\mathcal{H} \oplus \mathcal{H}$

$$
T(\lambda)=\left(\begin{array}{cc}
\lambda A & 0 \\
0 & \lambda \log (\lambda+1) I_{\mathcal{H}}
\end{array}\right), \quad \lambda \in \Omega:=\mathbb{C} \backslash(-\infty,-1] ;
$$

here Log : $\mathbb{C} \backslash(-\infty, 0] \rightarrow\{z \in \mathbb{C}: \operatorname{Im} z \in(-\pi, \pi]\}$ denotes the principal value of the complex logarithm.

This family does not satisfy condition (2.3) in Theorem 2.5 since $0 \in \overline{W(A)}$ by assumption. It is not difficult to show that

$$
W_{\Psi}(T)=\sigma(T)=\mathbb{C} \backslash(-\infty,-1] \nsubseteq \overline{W(T)} \cap \Omega \subseteq \overline{B_{1}(-1)} \backslash[-2,-1] .
$$

In fact, the claims for $W_{\Psi}(T)$ are obvious. If $\lambda \in W(T)$, then $\lambda \in$ $\mathbb{C} \backslash(-\infty,-1]$ and there exists $x=(f, g)^{\mathrm{t}} \in \mathcal{H} \oplus \mathcal{H},(f, g)^{\mathrm{t}} \neq(0,0)^{\mathrm{t}}$, with

$$
(T(\lambda) x, x)=\lambda((A f, f)+(\ln |\lambda+1|+\mathrm{i} \arg (\lambda+1))(g, g))=0
$$

or, equivalently, noting that $\lambda \neq 0$ implies $g \neq 0$ as $0 \notin W(A)$,

$$
\lambda=0 \vee\left(|\lambda+1|=\exp \left(-\frac{\operatorname{Re}(A f, f)}{(g, g)}\right) \wedge \arg (\lambda+1)=-\frac{\operatorname{Im}(A f, f)}{(g, g)}\right) .
$$

Hence, since $\operatorname{Re} W(A)>0$,
$W(T) \backslash\{0\} \subseteq\{z \in \mathbb{C} \backslash(-\infty,-1]:|z+1| \in(0,1)\} \subseteq B_{1}(-1) \backslash(-2,-1]$.
Moreover, choosing $g=f$, we see that

$$
\left(T\left(\exp \left(-\frac{(A f, f)}{(f, f)}\right)-1\right)\binom{f}{f},\binom{f}{f}\right)=0 .
$$

This shows that $\{\exp (-z)-1: z \in W(A)\} \subseteq W(T)$ and since $\exp$ is entire and non-constant, $W(A)^{\circ} \neq \emptyset$ implies that $W(T)^{\circ} \neq \emptyset$ by the open mapping theorem for holomorphic functions. So in this case $W_{\Psi}(T)^{\circ} \neq W(T)^{\circ}$ and both are non-empty.

$$
W_{\Psi}(T)^{\circ}=\mathbb{C} \backslash(-\infty,-1], \quad \emptyset \neq W(T)^{\circ} \subseteq B_{1}(-1) \backslash(-2,-1] .
$$

In the following, we generalise the spectral enclosure for bounded holomorphic families in Theorem 2.5 (ii) to holomorphic form families $\mathbf{t}$ of type (a) and associated operator families of type (B), i.e. $\mathbf{t}(\lambda)$ is sectorial with vertex $\gamma(\lambda) \in \mathbb{R}$, semi-angle $\vartheta(\lambda) \in\left[0, \frac{\pi}{2}\right)$ and $\lambda$-independent domain $\operatorname{dom} \mathbf{t}(\lambda)=\mathcal{D}_{\mathbf{t}}$. Here, for $k \in \mathbb{N}_{0}$, we denote the $k$-th derivative of $\mathbf{t}$ by

$$
\mathbf{t}^{(k)}(\lambda)[f]:=(\mathbf{t}(\cdot)[f])^{(k)}(\lambda), \quad f \in \operatorname{dom} \mathbf{t}^{(k)}(\lambda):=\mathcal{D}_{\mathbf{t}}=\operatorname{dom} \mathbf{t}(\lambda), \quad \lambda \in \Omega ;
$$

note that $\mathbf{t}^{(k)}(\lambda)$ need not be closable or sectorial if $k>0$.

Theorem 3.3. Let $\mathbf{t}$ be a holomorphic form family of type (a) with associated holomorphic operator family $T$ of type (B) in $\mathcal{H}$. If there exist $k \in \mathbb{N}_{0}, \mu \in \Omega$ and a core $\mathcal{D}$ of $\mathbf{t}(\mu)$ with

$$
\begin{equation*}
0 \notin \overline{W\left(\left.\mathbf{t}^{(k)}(\mu)\right|_{\mathcal{D}}\right)} \tag{3.2}
\end{equation*}
$$

then

$$
\sigma(T) \subseteq W_{\Psi}(\mathbf{t})=\overline{W(\mathbf{t})} \cap \Omega
$$

If, in addition, the operator family $T$ has constant domain, then

$$
\sigma(T) \subseteq W_{\Psi}(T)=\overline{W(T)} \cap \Omega
$$

Remark 3.4. (i) Since $\mathbf{t}(\lambda)$ is densely defined, closed and sectorial for all $\lambda \in \Omega$, condition (3.2) for $k=0$ has the two equivalent forms

$$
0 \notin \overline{W\left(\left.\mathbf{t}(\mu)\right|_{\mathcal{D}}\right)} \Longleftrightarrow 0 \notin \overline{W(T(\mu))} ;
$$

hence, by Proposition 2.3 a sufficient condition for (3.2) is

$$
W_{\Psi}(T) \neq \Omega .
$$

(ii) For operator polynomials $T$, which are holomorphic and have constant domain by definition, see Proposition 2.7, no sectoriality assumption is needed for the enclosure

$$
\sigma_{\mathrm{ap}}(T) \subseteq W_{\Psi}(T) \subseteq \overline{W(T)} \cap \Omega
$$

By Propositions 2.7 and 3.1, the above holds under the mere assumption that $0 \notin \overline{W\left(A_{n}\right)}$ where $A_{n}$ is the leading coefficient of $T$; note that then (3.2) holds with $k=n$ and arbitrary $\mu \in \mathbb{C}$. This generalises the classical result [18, Thm. 26.7] for bounded operator polynomials; see also [29, Prop. 3.3] for the block numerical range.
(iii) In general, neither the assumption on holomorphy nor condition (3.2) in Theorem 3.3 can be omitted, see Examples 2.6 and 3.2.

Proof of Theorem 3.3. First we show that if condition (3.2) holds for some core $\mathcal{D}$ of $\mathbf{t}(\mu)$, it also holds for $\mathcal{D}$ replaced by $\mathcal{D}_{\mathbf{t}}=\operatorname{dom} \mathbf{t}(\lambda), \lambda \in \Omega$. Without loss of generality, we may assume that $\operatorname{Ret}(\mu) \geq 1$. From the proof of [15, Eqn. VII.(4.7)], it is easy to see that the second inequality therein holds for $\mathbf{t}^{(k)}$, i.e. there exists a constant $C_{\mu}>0$ such that

$$
\begin{equation*}
\left|\mathbf{t}^{(k)}(\mu)[f, g]\right| \leq C_{\mu}|\mathbf{t}(\mu)[f]|^{\frac{1}{2}}|\mathbf{t}(\mu)[g]|^{\frac{1}{2}}, \quad f, g \in \mathcal{D}_{\mathbf{t}} \tag{3.3}
\end{equation*}
$$

To prove the claim stated at the beginning assume, to the contrary, that $0 \in \overline{W\left(\mathbf{t}^{(k)}(\mu)\right)}$, i.e. that there exists a sequence $\left\{f_{n}\right\}_{n} \subseteq \mathcal{D}_{\mathbf{t}},\left\|f_{n}\right\|=1$, $n \in \mathbb{N}$, such that $\mathbf{t}(\mu)\left[f_{n}\right] \rightarrow 0$ as $n \rightarrow \infty$. By the core property of $\mathcal{D}$ for $\mathbf{t}[\mu]$ and by [15, Thm. VI.1.12], for fixed $n \in \mathbb{N}$, there exists $\left\{f_{n, m}\right\}_{m} \subseteq \mathcal{D}$ with

$$
\begin{equation*}
f_{n, m} \rightarrow f_{n}, \quad \mathbf{t}(\mu)\left[f_{n, m}-f_{n}\right] \rightarrow 0, \quad \mathbf{t}(\mu)\left[f_{n, m}\right] \rightarrow \mathbf{t}(\mu)\left[f_{n}\right], \quad m \rightarrow \infty . \tag{3.4}
\end{equation*}
$$

Applying (3.3), we can estimate

$$
\begin{aligned}
\left|\mathbf{t}^{(k)}(\mu)\left[f_{n, m}\right]-\mathbf{t}^{(k)}(\mu)\left[f_{n}\right]\right| & \leq\left|\mathbf{t}^{(k)}(\mu)\left[f_{n, m}, f_{n, m}-f_{n}\right]\right|+\left|\mathbf{t}^{(k)}(\mu)\left[f_{n}-f_{n, m}, f_{n}\right]\right| \\
& \leq C_{\mu}\left|\mathbf{t}(\mu)\left[f_{n, m}-f_{n}\right]\right|^{\frac{1}{2}}\left(\left|\mathbf{t}(\mu)\left[f_{n, m}\right]\right|^{\frac{1}{2}}+\left|\mathbf{t}(\mu)\left[f_{n}\right]\right|^{\frac{1}{2}}\right) .
\end{aligned}
$$

Since $\left\|f_{n}\right\|=1, n \in \mathbb{N}$, it follows from (3.4) and the above inequality that there exists $m_{n} \geq n$ such that

$$
\left\|f_{n, m_{n}}\right\| \geq \frac{1}{2}, \quad\left|\mathbf{t}^{(k)}(\mu)\left[f_{n, m_{n}}\right]\right|<\left|\mathbf{t}^{(k)}(\mu)\left[f_{n}\right]\right|+\frac{1}{n}
$$

In view of $\mathbf{t}^{(k)}(\mu)\left[f_{n}\right] \rightarrow 0, n \rightarrow \infty$, this implies the required claim

$$
0 \in \overline{W\left(\left.\mathbf{t}^{(k)}(\mu)\right|_{\mathcal{D}}\right)}
$$

This completes the proof that (3.2) holds with $\mathcal{D}_{\mathrm{t}}$ instead of $\mathcal{D}$.
By Corollary 2.4 (ii), we have $W_{\Psi}(\mathbf{t})=W_{\Psi}(T) \subseteq \Omega$. Thus, due to (2.5), for the claimed equalities between pseudo numerical and numerical ranges it is sufficient to show $W_{\Psi}(\mathbf{t}) \subseteq \overline{W(\mathbf{t})}$ and $W_{\Psi}(\mathbf{t}) \subseteq \overline{W(T)}$, respectively.

Let $\lambda_{0} \in W_{\Psi}(\mathbf{t})=W_{\Psi}(T)$. Then $0 \in \overline{W\left(T\left(\lambda_{0}\right)\right)}$ by Proposition 2.3 and hence there exists $\left\{f_{n}\right\}_{n} \subseteq \operatorname{dom} T\left(\lambda_{0}\right) \subseteq \mathcal{D}_{\mathbf{t}}$ with $\left\|f_{n}\right\|=1, n \in \mathbb{N}$, such that

$$
\begin{equation*}
\left(T\left(\lambda_{0}\right) f_{n}, f_{n}\right)=\mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right] \rightarrow 0, \quad n \rightarrow \infty \tag{3.5}
\end{equation*}
$$

Define a sequence of holomorphic functions

$$
\varphi_{n}(\lambda):=\mathbf{t}(\lambda)\left[f_{n}\right], \quad \lambda \in \Omega, \quad n \in \mathbb{N} .
$$

Let $K \subseteq \Omega$ be an arbitrary compact subset and let $\gamma>0$ be such that $\operatorname{Re}(\mathbf{t}+\gamma)\left(\lambda_{0}\right) \geq 1$. By [15, Eqn. VII.(4.7)], there exists $b_{K}>0$ with

$$
|(\mathbf{t}+\gamma)(\lambda)[f]| \leq b_{K}\left|(\mathbf{t}+\gamma)\left(\lambda_{0}\right)[f]\right|, \quad \lambda \in K, f \in \mathcal{D}_{\mathbf{t}}
$$

Using this, $\left\|f_{n}\right\|=1$ and (3.5), we find that, for all $\lambda \in K$,

$$
\left|\varphi_{n}(\lambda)\right| \leq b_{K}\left|(\mathbf{t}+\gamma)\left(\lambda_{0}\right)\left[f_{n}\right]\right|+\gamma \leq b_{K} \sup _{n \in \mathbb{N}}\left|\mathbf{t}\left(\lambda_{0}\right)\left[f_{n}\right]\right|+\left(b_{K}+1\right) \gamma<\infty .
$$

Consequently, $\left\{\varphi_{n}\right\}_{n}$ is uniformly bounded on compact subsets of $\Omega$. By Montel's Theorem, see e.g. [4, §VII.2], there exists a subsequence $\left\{\varphi_{n_{j}}\right\}_{j} \subseteq$ $\left\{\varphi_{n}\right\}_{n}$ that converges locally uniformly to a holomorphic function $\varphi$. Now assumption (3.2) with $\mathcal{D}_{\mathbf{t}}$, which we proved to hold in the first step, implies

$$
\varphi^{(k)}(\mu)=\left.\frac{\mathrm{d}^{k}}{\mathrm{~d} \lambda^{k}} \lim _{j \rightarrow \infty} \varphi_{n_{j}}(\lambda)\right|_{\lambda=\mu}=\lim _{j \rightarrow \infty} \varphi_{n_{j}}^{(k)}(\mu)=\lim _{j \rightarrow \infty} \mathbf{t}^{(k)}(\mu)\left[f_{n_{j}}\right] \neq 0
$$

and thus $\varphi \not \equiv 0$. By (3.5), we further conclude that $\varphi\left(\lambda_{0}\right)=0$. Then, by Hurwitz' Theorem, see e.g. [4, §VII.2], there exists a sequence $\left\{\lambda_{j}\right\}_{j} \subseteq \Omega$ with $\lambda_{j} \rightarrow \lambda_{0}$ for $j \rightarrow \infty$ and

$$
0=\varphi_{n_{j}}\left(\lambda_{j}\right)=\mathbf{t}\left(\lambda_{j}\right)\left[f_{n_{j}}\right], \quad j \in \mathbb{N} .
$$

Hence, $\lambda_{j} \in W(\mathbf{t})$ for all $j \in \mathbb{N}$ and so $\lambda_{0} \in W(\mathbf{t}) \cap \Omega$, as required.
Now assume that the operator family $T$ has constant domain. Then, in the above construction, we have $f_{n_{j}} \in \operatorname{dom} T\left(\lambda_{0}\right)=\operatorname{dom} T\left(\lambda_{j}\right)$ for every $j \in \mathbb{N}$. It follows that $\lambda_{j} \in W(T), j \in \mathbb{N}$, and thus $\lambda_{0} \in \overline{W(T)} \cap \Omega$.

The enclosures of the spectrum follow from Proposition 3.1 and from the fact that $\sigma(T(\lambda)) \subseteq \overline{W(T(\lambda))}$ since $T(\lambda)$ is m-sectorial for all $\lambda \in \Omega$.

As forms are the natural objects regarding numerical ranges, it is not surprising that the inclusion $W_{\Psi}(T) \subseteq \overline{W(T)} \cap \Omega$ in Theorem 3.3 might cease to hold for more general analytic operator families where the connection to a family of forms is lost. Nevertheless, using an analogous idea as in the
proof of Theorem 3.3, one can prove the corresponding inclusion for the approximate spectrum.

Recall that an operator family $T$ in $\mathcal{H}$ is called holomorphic of type (A) if it consists of closed operators with constant domain and for each $f \in \mathcal{D}_{T}:=$ $\operatorname{dom} T(\lambda)$, the mapping $\lambda \mapsto T(\lambda) f$ is holomorphic on $\Omega$. Here, for $k \in \mathbb{N}_{0}$, the $k$-th derivative of $T$ is defined as

$$
T^{(k)}(\lambda) f:=(T(\cdot) f)^{(k)}(\lambda), \quad f \in \operatorname{dom} T^{(k)}(\lambda):=\mathcal{D}_{T}, \quad \lambda \in \Omega .
$$

Theorem 3.5. Let $T$ be a holomorphic family of type (A) in $\mathcal{H}$. If there exist $k \in \mathbb{N}_{0}, \mu \in \Omega$ and a core $\mathcal{D}$ of $T(\mu)$ with

$$
\begin{equation*}
0 \notin \overline{W\left(\left.T^{(k)}(\mu)\right|_{\mathcal{D}}\right)}, \tag{3.6}
\end{equation*}
$$

then

$$
\sigma_{\mathrm{ap}}(T) \subseteq \overline{W(T)} \cap \Omega
$$

Proof. In the same way as in the proof of Theorem 3.3, using the analogue of [15, Eqn. VII.(2.3)] for the $k$-th derivative of $T$ and Cauchy-Schwarz' inequality, one shows that (3.6) holds with $\mathcal{D}_{T}=\operatorname{dom} T(\lambda), \lambda \in \Omega$, instead of $\mathcal{D}$.

We proceed similarly as in the proof of Theorem 3.3. Let $\lambda_{0} \in \sigma_{\mathrm{ap}}(T)$. There exists a sequence $\left\{f_{n}\right\}_{n} \subseteq \mathcal{D}_{T}$ with $\left\|f_{n}\right\|=1, n \in \mathbb{N}$, and $T\left(\lambda_{0}\right) f_{n} \rightarrow 0$ as $n \rightarrow \infty$. Define a sequence of holomorphic functions

$$
\varphi_{n}(\lambda):=\left(T(\lambda) f_{n}, f_{n}\right), \quad \lambda \in \Omega, \quad n \in \mathbb{N}
$$

Analogously to the proof of Theorem 3.3, one uses Cauchy-Schwarz' inequality, equation [15, Eqn. VII.(2.2)], $\lim _{n \rightarrow \infty} T\left(\lambda_{0}\right) f_{n}=0$ and (3.6) with $\mathcal{D}_{T}$ in order to show uniform boundedness of $\left\{\varphi_{n}\right\}_{n}$ on compacta, extract a locally uniformly converging subsequence with limit $\varphi \not \equiv 0$ and infer $\varphi\left(\lambda_{0}\right)=0$. One then obtains $\lambda_{0} \in \overline{W(T)} \cap \Omega$ in the same way as in Theorem 3.3.

Remark 3.6. Theorems 3.3 and 3.5 generalise the classical result [18, Thm.III. 26.6] for bounded holomorphic families (which follows from Theorem 2.5 (ii)).

Like for the numerical range of unbounded operators, cf. [15, Sct. V.3.2], additional conditions are needed for enclosing not only the approximate point spectrum, but the entire spectrum $\sigma(T)$ in $W_{\Psi}(T)$.

Remark 3.7. Let $T$ be a family of closed operators in $\mathcal{H}$ and let $T$ be continuous in the generalised sense. If $\sigma_{\mathrm{ap}}(T) \subseteq \Theta \subseteq \Omega$ and all connected components of $\Omega \backslash \Theta$ contain a point in the resolvent set of $T$, then $\sigma(T) \subseteq \Theta$. In particular, if all connected components of $\Omega \backslash W_{\Psi}(T)$ have non-empty intersection with $\rho(T)$, then

$$
\sigma(T) \subseteq W_{\Psi}(T) .
$$

This follows from the fact that the index of $T(\lambda)$ is locally constant on the set of regular points, see [15, Thm. IV.5.17].

## 4. Pseudo block numerical Ranges of operator matrix FUNCTIONS AND SPECTRAL ENCLOSURES

In this section we introduce the pseudo block numerical range of $n \times n$ operator matrix functions for which the entries may have unbounded operator values. While we study its basic properties for $n \geq 2$, we study the most important case $n=2$ in greater detail.

We suppose that with respect to a fixed decomposition $\mathcal{H}=\mathcal{H}_{1} \oplus \cdots \oplus \mathcal{H}_{n}$ with $n \in \mathbb{N}$, a family $\mathcal{L}=\{\mathcal{L}(\lambda): \lambda \in \Omega\}$ of densely defined linear operators in $\mathcal{H}$ admits a matrix representation

$$
\mathcal{L}(\lambda)=\left(L_{i j}(\lambda)\right)_{i, j=1}^{n}: \mathcal{H} \supseteq \operatorname{dom} \mathcal{L}(\lambda) \rightarrow \mathcal{H} ;
$$

here $L_{i j}$ are families of densely defined and closable linear operators from $\mathcal{H}_{j}$ to $\mathcal{H}_{i}, i, j=1, \ldots, n$, and $\operatorname{dom} \mathcal{L}(\lambda)=\mathcal{D}_{1}(\lambda) \oplus \cdots \oplus \mathcal{D}_{n}(\lambda)$,

$$
\mathcal{D}_{j}(\lambda):=\bigcap_{i=1}^{n} \operatorname{dom} L_{i j}(\lambda), \quad j=1, \ldots, n .
$$

The following definition generalises, and unites, several earlier concepts: the block numerical range of $n \times n$ operator matrix families whose entries have bounded linear operator values, see [21], the block numerical range of unbounded $n \times n$ operator matrices, see [22], and in the special case $n=2$, the quadratic numerical range for bounded analytic operator matrix families and unbounded operator matrices, see [26] and [17], [25], respectively. Further, we introduce the new concept of pseudo block numerical range.

Definition 4.1. (i) We define the block numerical range of $\mathcal{L}$ (with respect to the decomposition $\left.\mathcal{H}=\mathcal{H}_{1} \oplus \cdots \oplus \mathcal{H}_{n}\right)$ as

$$
W^{n}(\mathcal{L}):=\bigcup_{f \in \operatorname{dom} \mathcal{L}(\lambda) \cap \mathcal{S}^{n}} \sigma\left(\mathcal{L}(\lambda)_{f}\right)
$$

where $\mathcal{S}^{n}:=\left\{f=\left(f_{i}\right)_{i=1}^{n} \in \mathcal{H}:\left\|f_{i}\right\|=1, i=1, \ldots, n\right\}$ and, for $f=$ $\left(f_{i}\right)_{i=1}^{n} \in \operatorname{dom} \mathcal{L}(\lambda) \cap \mathcal{S}^{n}$ with $\lambda \in \Omega$,

$$
\mathcal{L}(\lambda)_{f}:=\left(\mathcal{L}_{i j}(\lambda) f_{j}, f_{i}\right) \in \mathbb{C}^{n \times n} .
$$

(ii) We introduce the pseudo block numerical range of $\mathcal{L}$ as

$$
W_{\Psi}^{n}(\mathcal{L}):=\bigcap_{\varepsilon>0} W_{\varepsilon}^{n}(\mathcal{L}), \quad W_{\varepsilon}^{n}(\mathcal{L}):=\bigcup_{\mathcal{B} \in L(\mathcal{H}),\|\mathcal{B}\|<\varepsilon} W^{n}(\mathcal{L}+\mathcal{B}), \quad \varepsilon>0 .
$$

Note that, indeed, if $\mathcal{L}(\lambda)=\mathcal{A}-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, with an (unbounded) operator matrix $\mathcal{A}$ in $\mathcal{H}$, then $W^{n}(\mathcal{L})$ coincides with the block numerical range $W^{n}(\mathcal{A})$ first introduced in [22] and, for $n=2$, in [25]. While the pseudo numerical range also satisfies $W_{\Psi}(\mathcal{L})=\overline{W(\mathcal{L})}=\overline{W(\mathcal{A})}$ this is no longer true for the pseudo block numerical range when $n>1$; in fact, Example 4.5 below shows that $W_{\Psi}^{2}(\mathcal{L}) \neq \overline{W^{2}(\mathcal{L})}=\overline{W^{2}(\mathcal{A})}$ is possible.
Remark 4.2. It is not difficult to see that, for the block numerical range and the pseudo block numerical range of general operator matrix families,

$$
\begin{equation*}
\lambda \in W^{n}(\mathcal{L}) \Longleftrightarrow 0 \in W^{n}(\mathcal{L}(\lambda)) \tag{4.1}
\end{equation*}
$$

and $W^{n}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L})$.
There are several other ways to define the pseudo block numerical range. In the following we show that, in general, they inevitably fail to contain the approximate point spectrum of an operator matrix family.

Definition 4.3. Define

$$
W_{\Psi, 0}^{n}(\mathcal{L}):=\left\{\lambda \in \Omega: 0 \in \overline{W^{n}(\mathcal{L}(\lambda))}\right\}, \quad W_{\Psi, i}^{n}(\mathcal{L}):=\bigcap_{\varepsilon>0} W_{\varepsilon, i}^{n}(\mathcal{L}), i=1,2,
$$

where, for $\varepsilon>0$,

$$
\begin{aligned}
& W_{\varepsilon, 1}^{n}(\mathcal{L}):=\left\{\lambda \in \Omega: \exists f \in \operatorname{dom} \mathcal{L}(\lambda) \cap \mathcal{S}^{n},\left|\operatorname{det}\left(\mathcal{L}(\lambda)_{f}\right)\right|<\varepsilon\right\}, \\
& W_{\varepsilon, 2}^{n}(\mathcal{L}):=\bigcup_{B_{i} \in L\left(\mathcal{H}(),\left\|B_{i}\right\|<\varepsilon\right.} W^{n}\left(\mathcal{L}+\operatorname{diag}\left(B_{1}, \ldots, B_{n}\right)\right) .
\end{aligned}
$$

While for the pseudo numerical range, analogous concepts as in Definition 4.3 coincide by Proposition 2.3, this is not true for the pseudo block numerical range. Here, in general, we only have the following inclusions.
Proposition 4.4. The pseudo block numerical range $W_{\Psi}^{n}(\mathcal{L})$ satisfies

$$
\begin{equation*}
W^{n}(\mathcal{L}) \subseteq W_{\Psi, 1}^{n}(\mathcal{L}) \subseteq W_{\Psi, 0}^{n}(\mathcal{L}) \subseteq W_{\Psi, 2}^{n}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L}) \tag{4.2}
\end{equation*}
$$

Proof. We consider the case $n=2$; the proofs for $n>2$ are analogous. The leftmost and rightmost inclusions are trivial by definition. For the remaining inclusions, it is sufficient to show that, for every $\varepsilon>0$,

$$
\begin{equation*}
W_{\varepsilon, 1}^{2}(\mathcal{L}) \subseteq\left\{\lambda \in \Omega: 0 \in \mathrm{~B}_{\sqrt{\varepsilon}}\left(W^{2}(\mathcal{L}(\lambda))\right)\right\} \subseteq W_{\sqrt{\varepsilon}, 2}^{2}(\mathcal{L}) . \tag{4.3}
\end{equation*}
$$

Then the respective claims follow by taking the intersection over all $\varepsilon>0$.
Let $\varepsilon>0$ and $\lambda \in W_{\varepsilon, 1}^{2}(\mathcal{L})$. Then there exists $f \in \operatorname{dom} \mathcal{L}(\lambda) \cap \mathcal{S}^{2}$ with

$$
\sigma\left(\mathcal{L}(\lambda)_{f}\right)=\left\{\lambda_{1}, \lambda_{2}\right\} \subseteq W^{2}(\mathcal{L}(\lambda)), \quad\left|\lambda_{1}\right|\left|\lambda_{2}\right|=\left|\operatorname{det} \mathcal{L}(\lambda)_{f}\right|<\varepsilon .
$$

Now the first inclusion in (4.3) follows from

$$
\operatorname{dist}\left(0, W^{2}(\mathcal{L}(\lambda))\right) \leq \min \left\{\left|\lambda_{1}\right|,\left|\lambda_{2}\right|\right\}<\sqrt{\varepsilon} .
$$

For the second inclusion, let $\lambda \in \Omega$ with $\operatorname{dist}\left(0, W^{2}(\mathcal{L}(\lambda))\right)<\sqrt{\varepsilon}$, i.e. there exists $\mu \in \mathbb{C},|\mu|<\sqrt{\varepsilon}$ with $\mu \in W^{2}(\mathcal{L}(\lambda))$. By (4.1), the latter is equivalent to $0 \in W^{2}\left(\mathcal{L}(\lambda)-\mu \mathcal{I}_{\mathcal{H}}\right)$ and hence

$$
\lambda \in W^{2}\left(\mathcal{L}-\mu \mathcal{I}_{\mathcal{H}}\right) \subseteq W_{\sqrt{\varepsilon}, 2}^{2}(\mathcal{L}) .
$$

Clearly, in the simplest case $\mathcal{L}(\lambda)=\mathcal{A}-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, with an $n \times n$ operator matrix $\mathcal{A}$ in $\mathcal{H}$ we have

$$
\begin{equation*}
W_{\Psi, 0}^{n}(\mathcal{L})=\overline{W^{n}(\mathcal{L})}=\overline{W^{n}(\mathcal{A})} ; \tag{4.4}
\end{equation*}
$$

this shows that $W_{\Psi, 0}^{n}(\mathcal{L})$ fails to enclose the spectrum whenever $\overline{W^{n}(\mathcal{A})}$ does.
The following example shows that, already in this simple case, in fact none of the subsets $W_{\Psi, 1}^{n}(\mathcal{L}) \subseteq W_{\Psi, 0}^{n}(\mathcal{L}) \subseteq W_{\Psi, 2}^{n}(\mathcal{L})$ of the pseudo block numerical
range $W_{\Psi}^{n}(\mathcal{L})$, see (4.2), is large enough to contain the approximate point spectrum $\sigma_{\text {ap }}(\mathcal{L})$.
Example 4.5. Let $\mathcal{H}=\ell^{2}(\mathbb{N}) \oplus \ell^{2}(\mathbb{N})$ and $\mathcal{L}(\lambda)=\mathcal{A}-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, with
$\mathcal{A}:=\left(\begin{array}{cc}0 & \operatorname{diag}\left(m^{2}-1: m \in \mathbb{N}\right) \\ 0 & 0\end{array}\right), \operatorname{dom} \mathcal{A}:=\ell^{2}(\mathbb{N}) \oplus \operatorname{dom} \operatorname{diag}\left(m^{2}-1: m \in \mathbb{N}\right)$,
where $\operatorname{diag}\left(m^{2}-1: m \in \mathbb{N}\right)$ is the unbounded maximal multiplication operator in $\ell^{2}(\mathbb{N})$ with domain

$$
\operatorname{dom} \operatorname{diag}\left(m^{2}-1: m \in \mathbb{N}\right):=\left\{\left\{x_{m}\right\}_{m} \in \ell^{2}(\mathbb{N}):\left\{\left(m^{2}-1\right) x_{m}\right\}_{m} \in \ell^{2}(\mathbb{N})\right\}
$$

We will now show that

$$
\{0\}=W_{\Psi, 1}^{2}(\mathcal{L})=W_{\Psi, 0}^{2}(\mathcal{L})=W_{\Psi, 2}^{2}(\mathcal{L}) \neq W_{\Psi}^{2}(\mathcal{L})=\sigma_{\text {ap }}(\mathcal{L})=\mathbb{C} .
$$

By (4.4) and since $\mathcal{A}$ is triangular, we have $W_{\Psi, 0}^{2}(\mathcal{L})=\overline{W^{2}(\mathcal{L})}=\overline{W^{2}(\mathcal{A})}=$ $W^{2}(\mathcal{A})=\{0\}$. Since $W_{\Psi, 1}^{2}(\mathcal{L}) \subseteq W_{\Psi, 0}^{2}(\mathcal{L})$ by (4.2), the first and second equality from the left follow. The third equality from the left follows from the definition of $W_{\Psi, 0}^{2}(\mathcal{L})$ and $W_{\Psi, 2}^{2}(\mathcal{L})$ since $\mathcal{A}$ is triangular. To prove the two equalities on the right, and hence the claimed inequality, let $\lambda \in \mathbb{C}$ be arbitrary. If $\lambda=0$, then $\lambda \in W_{\Psi}^{2}(\mathcal{L})$ by (4.3). If $\lambda \neq 0$, we define the bounded operator matrices

$$
\mathcal{B}_{k}:=\left(\begin{array}{cc}
-\operatorname{diag}\left(\frac{\lambda}{m} \delta_{m k}: m \in \mathbb{N}\right) & 0 \\
-\operatorname{diag}\left(\frac{\lambda^{2}}{m^{2}} \delta_{m k}: m \in \mathbb{N}\right) & \operatorname{diag}\left(\frac{\lambda}{m} \delta_{m k}: m \in \mathbb{N}\right)
\end{array}\right), \quad k \in \mathbb{N},
$$

where $\delta_{m k}$ denotes the Kronecker delta. Then $\left\|\mathcal{B}_{k}\right\| \rightarrow 0$ as $k \rightarrow \infty$ and a straightforward calculation shows that

$$
\left(\mathcal{A}-\lambda I_{\mathcal{H}}\right) f_{k}=\mathcal{B}_{k} f_{k}, \quad f_{k}:=\frac{\widetilde{f}_{k}}{\left\|\widetilde{f}_{k}\right\|} \in \operatorname{dom} \mathcal{A}, \quad \widetilde{f}_{k}=\binom{\frac{k(k+1)}{\lambda} e_{k}}{e_{k}}, \quad k \in \mathbb{N} .
$$

On the one hand, for arbitrary $\varepsilon>0$, this implies that there exists $N \in \mathbb{N}$ such that $\left\|\mathcal{B}_{N}\right\|<\varepsilon$ and $0 \in \sigma\left(\mathcal{A}-\lambda-\mathcal{B}_{N}\right)=\sigma_{\mathrm{p}}\left(\mathcal{L}(\lambda)-\mathcal{B}_{N}\right)$, whence

$$
\lambda \in \sigma_{\mathrm{p}}\left(\mathcal{L}-\mathcal{B}_{N}\right) \subseteq W^{2}\left(\mathcal{L}-\mathcal{B}_{N}\right) \subseteq W_{\varepsilon}^{2}(\mathcal{L})
$$

and thus $\lambda \in W_{\Psi}^{2}(\mathcal{L})$ by intersection over all $\varepsilon>0$. On the other hand, $\lambda \in \sigma_{\mathrm{ap}}(\mathcal{L})$ since the normalised sequence $\left\{f_{k}\right\}_{k} \subseteq \operatorname{dom} \mathcal{L}(\lambda)$ satisfies

$$
\left\|(\mathcal{A}-\lambda) f_{k}\right\|=\left\|\mathcal{B}_{k} f_{k}\right\| \leq\left\|\mathcal{B}_{k}\right\| \rightarrow 0, \quad k \rightarrow \infty .
$$

With one exception, we now focus on the most important case $n=2$ for which the notation

$$
\begin{align*}
& \mathcal{L}(\lambda):=\left(\begin{array}{ll}
A(\lambda) & B(\lambda) \\
C(\lambda) & D(\lambda)
\end{array}\right) \text { in } \mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2},  \tag{4.5}\\
& \operatorname{dom} \mathcal{L}(\lambda):=(\operatorname{dom} A(\lambda) \cap \operatorname{dom} C(\lambda)) \oplus(\operatorname{dom} B(\lambda) \cap \operatorname{dom} D(\lambda)),
\end{align*}
$$

is more customary. We establish various inclusions between the (pseudo) quadratic numerical range $W_{(\Psi)}^{2}(\mathcal{L})$ and the (pseudo) numerical ranges of
the diagonal operator functions $A, D$, as well as between $W_{(\Psi)}^{2}(\mathcal{L})$ and the (pseudo) numerical ranges of the Schur complements of $\mathcal{L}$.

Proposition 4.6. (i) The quadratic numerical range and the pseudo quadratic numerical range satisfy

$$
W^{2}(\mathcal{L}) \subseteq W(\mathcal{L}), \quad W_{\Psi}^{2}(\mathcal{L}) \subseteq W_{\Psi}(\mathcal{L})
$$

(ii) Let $\Omega_{1}:=\left\{\lambda \in \Omega: \mathcal{D}_{1}(\lambda)=\operatorname{dom} A(\lambda)\right\}$ and suppose $\operatorname{dim} \mathcal{H}_{2}>1$. Then

$$
W(A) \cap \Omega_{1} \subseteq W^{2}(\mathcal{L}), \quad W_{\Psi}(A) \cap \Omega_{1} \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L})
$$

if $\mathcal{D}_{1}(\lambda)=\operatorname{dom} A(\lambda)$ for all $\lambda \in W(A)$ or $\lambda \in W_{\Psi}(A)$, respectively, then

$$
W(A) \subseteq W^{2}(\mathcal{L}), \quad W_{\Psi}(A) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L})
$$

(iii) Let $\Omega_{2}:=\left\{\lambda \in \Omega: \mathcal{D}_{2}(\lambda)=\operatorname{dom} D(\lambda)\right\}$ and suppose $\operatorname{dim} \mathcal{H}_{1}>1$. Then

$$
W(D) \cap \Omega_{2} \subseteq W^{2}(\mathcal{L}), \quad W_{\Psi}(D) \cap \Omega_{2} \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L}) ;
$$

if $\mathcal{D}_{2}(\lambda)=\operatorname{dom} D(\lambda)$ for all $\lambda \in W(D)$ or $\lambda \in W_{\Psi}(D)$, respectively, then

$$
W(D) \subseteq W^{2}(\mathcal{L}), \quad W_{\Psi}(D) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L})
$$

Proof. The claims for the quadratic numerical range are consequences of (4.1) and of the corresponding statements [25, Prop. 3.2, 3.3 (i),(ii)] for operator matrices. So it remains to prove the claims (i) and (ii) for the pseudo quadratic numerical range; the proof of claim (iii) is completely analogous.
(i) The inclusion for the quadratic numerical range in (i) applied to $\mathcal{L}+\mathcal{B}$ with $\|\mathcal{B}\|<\varepsilon$ yields $W_{\varepsilon}^{2}(\mathcal{L}) \subseteq W_{\varepsilon}(\mathcal{L})$ for any $\varepsilon>0$. The claim for the pseudo quadratic numerical range follows if we take the intersection over all $\varepsilon>0$.
(ii) Let $\lambda \in W_{\varepsilon}(A) \cap \Omega_{1}$ with $\varepsilon>0$ arbitrary. Then there exists a bounded operator $B_{\varepsilon}$ in $\mathcal{H}_{1}$ with $\left\|B_{\varepsilon}\right\|<\varepsilon$ and $\lambda \in W\left(A+B_{\varepsilon}\right)$. Since $\operatorname{dom}\left(A(\lambda)+B_{\varepsilon}\right)$ $=\operatorname{dom} A(\lambda) \subseteq \operatorname{dom} C(\lambda)$, the inclusion for the quadratic numerical range in (ii) applied to $\mathcal{L}+\operatorname{diag}\left(B_{\varepsilon}, 0_{\mathcal{H}_{2}}\right)$ shows that

$$
\lambda \in W^{2}\left(\mathcal{L}+\operatorname{diag}\left(B_{\varepsilon}, 0_{\mathcal{H}_{2}}\right)\right) \subseteq W_{\varepsilon, 2}^{2}(\mathcal{L}) \subseteq W_{\varepsilon}^{2}(\mathcal{L}) .
$$

By intersecting over all $\varepsilon>0$, we obtain $\lambda \in W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L})$. The second claim is obvious from the first one since then $\Omega_{1} \subseteq W_{\Psi}(A)$.

Both qualitative and quantitative behaviour of operator matrices are closely linked to the properties of their so-called Schur complements, see e.g. [25]; the same is true for operator matrix functions, see e.g. [26] for the case of bounded operator values.
Definition 4.7. The Schur complements of the $2 \times 2$ operator matrix family $\mathcal{L}=\{\mathcal{L}(\lambda): \lambda \in \Omega\}$ in $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ as in (4.5) are the families

$$
\begin{array}{ll}
S_{1}(\lambda):=A(\lambda)-B(\lambda) D(\lambda)^{-1} C(\lambda), & \lambda \in \rho(D), \\
S_{2}(\lambda):=D(\lambda)-C(\lambda) A(\lambda)^{-1} B(\lambda), & \lambda \in \rho(A),
\end{array}
$$

of linear operators in $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively, with domains

$$
\begin{array}{ll}
\operatorname{dom} S_{1}(\lambda):=\left\{f \in \mathcal{D}_{1}(\lambda): D(\lambda)^{-1} C(\lambda) f \in \operatorname{dom} B(\lambda)\right\}, & \lambda \in \rho(D), \\
\operatorname{dom} S_{2}(\lambda):=\left\{f \in \mathcal{D}_{2}(\lambda): A(\lambda)^{-1} B(\lambda) f \in \operatorname{dom} C(\lambda)\right\}, & \lambda \in \rho(A) .
\end{array}
$$

The following inclusions between the numerical ranges and pseudo numerical ranges of the Schur complements $S_{1}, S_{2}$ and the quadratic numerical range and pseudo quadratic numerical range, respectively, of $\mathcal{L}$ hold.

Proposition 4.8. The numerical ranges and pseudo numerical ranges of the Schur complements satisfy

$$
W\left(S_{1}\right) \cup W\left(S_{2}\right) \subseteq W^{2}(\mathcal{L}), \quad W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}\left(S_{2}\right) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L})
$$

Proof. The first claim follows from (4.1) and the corresponding statement [24, Thm. 2.5.8] for unbounded operator matrices.

Using the first claim, the second claim can be proven in a similar way as the claim for the pseudo numerical range in Proposition 4.6 (ii).

The following spectral enclosure properties of the block numerical range and pseudo block numerical range hold for operator matrix functions. They generalise results for the case of bounded operator values from [29], see also [26] for $n=2$, as well as the results for the operator function case, i.e. $n=1$, in Proposition 3.1.
Proposition 4.9. Let $\mathcal{L}$ be a family of operator matrices. Then

$$
\sigma_{\mathrm{p}}(\mathcal{L}) \subseteq W^{n}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L})
$$

Proof. The proof of the first inclusion is analogous to the bounded case, see [29, Thm. 2.14] or [26, Thm. 3.1] for $n=2$; the second inclusion is obvious by definition.
Theorem 4.10. Let $\mathcal{L}$ be a family of operator matrices in $\mathcal{H}=\mathcal{H}_{1} \oplus \cdots \oplus \mathcal{H}_{n}$. For every $\varepsilon>0$,

$$
\begin{equation*}
\sigma_{\mathrm{ap}, \varepsilon}(\mathcal{L}) \subseteq W_{\varepsilon}^{n}(\mathcal{L}), \quad\left\|\mathcal{L}(\lambda)^{-1}\right\| \leq \frac{1}{\varepsilon}, \quad \lambda \in \rho(\mathcal{L}) \backslash W_{\varepsilon}^{n}(\mathcal{L}) \tag{4.6}
\end{equation*}
$$

and hence

$$
\begin{aligned}
& \text { if, for all } \lambda \in \Omega, \sigma(\mathcal{L}(\lambda)) \subseteq \frac{\sigma_{\mathrm{ap}}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L})}{W^{n}(\mathcal{L}(\lambda))} \text {, then } \\
& \sigma(\mathcal{L}) \subseteq W_{\Psi, 0}^{n}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L}) .
\end{aligned}
$$

Proof. First let $\lambda \in \sigma_{\mathrm{ap}, \varepsilon}(\mathcal{L})$. Then there exists $f_{\varepsilon} \in \operatorname{dom} \mathcal{L}(\lambda),\left\|f_{\varepsilon}\right\|=1$, with $\left\|\mathcal{L}(\lambda) f_{\varepsilon}\right\|<\varepsilon$. The linear operator in $\mathcal{H}$ given by

$$
\mathcal{B} f:=\left\{\begin{array}{cl}
\mathcal{L}(\lambda) \mu f_{\varepsilon} & \text { if } f=\mu f_{\varepsilon} \in \operatorname{span} f_{\varepsilon}, \\
0 & \text { if } f \perp f_{\varepsilon},
\end{array}\right.
$$

is bounded with $\|\mathcal{B}\|=\left\|\mathcal{L}(\lambda) f_{\varepsilon}\right\|<\varepsilon$ and $(\mathcal{L}(\lambda)-\mathcal{B}) f_{\varepsilon}=0$, i.e. $\lambda \in \sigma_{\mathrm{p}}(\mathcal{L}-\mathcal{B})$. By Proposition 4.9 and since $\|\mathcal{B}\|<\varepsilon$, we conclude that $\lambda \in W^{n}(\mathcal{L}-\mathcal{B}) \subseteq W_{\varepsilon}^{n}(\mathcal{L})$, which proves the first claim.

The resolvent estimate in (4.6) follows from the first claim and from the definition of $\sigma_{\mathrm{ap}, \varepsilon}(\mathcal{L})$, cf. the proof of Proposition 3.1.

Taking the intersection over all $\varepsilon>0$ in the first claim, we obtain that $\sigma_{\mathrm{ap}}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L})$.

Finally, the assumption that $\sigma(\mathcal{L}(\lambda)) \subseteq \overline{W^{n}(\mathcal{L}(\lambda))}$ for all $\lambda \in \Omega$ implies that $\sigma(\mathcal{L}) \subseteq W_{\Psi, 0}^{n}(\mathcal{L})$, see Definition 4.3. Now the second inequality in the last claim follows from the inclusion $W_{\Psi, 0}^{n}(\mathcal{L}) \subseteq W_{\Psi}^{n}(\mathcal{L})$ by Proposition 4.4.

## 5. Spectral enclosures by pseudo numerical ranges of Schur complements

In this section we establish a new enclosure of the approximate point spectrum of an operator matrix family $\mathcal{L}$ by means of the pseudo numerical ranges of the associated Schur complements and hence, by Proposition 4.8, in $W_{\Psi, 2}^{2}(\mathcal{L})$ and in the pseudo quadratic numerical range $W_{\Psi}^{2}(\mathcal{L})$. Compared to earlier work, we no longer need restrictive dominance assumptions.

Theorem 5.1. Let $\mathcal{L}$ be a family of operator matrices as in (4.5). If $\lambda \in$ $\sigma_{\text {ap }}(\mathcal{L}) \backslash(\sigma(A) \cup \sigma(D))$ is such that one of the conditions
(i) $C(\lambda)$ is $A(\lambda)$-bounded and $B(\lambda)$ is $D(\lambda)$-bounded;
(ii) $A(\lambda)$ is $C(\lambda)$-bounded, $D(\lambda)$ is $B(\lambda)$-bounded and both $C(\lambda)$ and $B(\lambda)$ are boundedly invertible;
is satisfied, then $\lambda \in \sigma_{\mathrm{ap}}\left(S_{1}\right) \cup \sigma_{\mathrm{ap}}\left(S_{2}\right)$. If for all $\lambda \in \rho(A) \cap \rho(D)$ one of the conditions (i) or (ii) is satisfied, then

$$
\begin{align*}
\sigma_{\mathrm{ap}}(\mathcal{L}) \backslash(\sigma(A) \cup \sigma(D)) & \subseteq \sigma_{\mathrm{ap}}\left(S_{1}\right) \cup \sigma_{\mathrm{ap}}\left(S_{2}\right) \\
& \subseteq W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}\left(S_{2}\right) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L}) . \tag{5.1}
\end{align*}
$$

Proof. Let $\lambda \in \sigma_{\text {ap }}(\mathcal{L})$. Then there exists a sequence $\left\{\left(u_{n}, v_{n}\right)\right\}_{n} \subseteq \operatorname{dom} \mathcal{L}(\lambda)$ with $\left\|u_{n}\right\|^{2}+\left\|v_{n}\right\|^{2}=1, n \in \mathbb{N}$, and

$$
\begin{array}{ll}
A(\lambda) u_{n}+B(\lambda) v_{n}=: h_{n} \rightarrow 0, & n \rightarrow \infty, \\
C(\lambda) u_{n}+D(\lambda) v_{n}=: k_{n} \rightarrow 0, & n \rightarrow \infty . \tag{5.3}
\end{array}
$$

The normalisation implies that $\liminf _{n \rightarrow \infty}\left\|u_{n}\right\|>0$ or $\liminf _{n \rightarrow \infty}\left\|v_{n}\right\|>0$. Let $\lim \inf _{n \rightarrow \infty}\left\|u_{n}\right\|>0$, without loss of generality $\inf _{n \in \mathbb{N}}\left\|u_{n}\right\|>0$. We show that, if $\lambda \in \rho(D)$, then $\lambda \in \sigma_{\text {ap }}\left(S_{1}\right)$; if $\liminf _{n \rightarrow \infty}\left\|v_{n}\right\|>0$, an analogous proof yields that, if $\lambda \in \rho(A)$, then $\lambda \in \sigma_{\text {ap }}\left(S_{2}\right)$.

First we assume that $\lambda$ satisfies (i). Since $\lambda \in \rho(D)$, (5.3) implies that

$$
v_{n}=D(\lambda)^{-1} k_{n}-D(\lambda)^{-1} C(\lambda) u_{n}, \quad n \in \mathbb{N} .
$$

Inserting this into (5.2) and using $\operatorname{dom} D(\lambda) \subseteq \operatorname{dom} B(\lambda)$, we conclude that

$$
\begin{equation*}
S_{1}(\lambda) u_{n}+B(\lambda) D(\lambda)^{-1} k_{n}=h_{n} \rightarrow 0, \quad n \rightarrow \infty \tag{5.4}
\end{equation*}
$$

Due to (i) $B(\lambda) D(\lambda)^{-1}$ is bounded and hence $B(\lambda) D(\lambda)^{-1} k_{n} \rightarrow 0, n \rightarrow \infty$. Then (5.4) yields that $S_{1}(\lambda) u_{n} \rightarrow 0, n \rightarrow \infty$. Because $\inf _{n \in \mathbb{N}}\left\|u_{n}\right\|>0$, we can set

$$
f_{n}:=\frac{u_{n}}{\left\|u_{n}\right\|} \in \mathcal{D}_{1}(\lambda)=\operatorname{dom} S_{1}(\lambda), \quad n \in \mathbb{N},
$$

and obtain that $S_{1}(\lambda) f_{n} \rightarrow 0$ for $n \rightarrow \infty$, which proves $\lambda \in \sigma_{\text {ap }}\left(S_{1}\right)$.

Now assume that $\lambda$ satisfies (ii). Since $C(\lambda)$ is invertible, (5.3) shows that

$$
\begin{equation*}
u_{n}=C(\lambda)^{-1} k_{n}-C(\lambda)^{-1} D(\lambda) v_{n}=: C(\lambda)^{-1} k_{n}-w_{n}, \quad n \in \mathbb{N}, \tag{5.5}
\end{equation*}
$$

where $w_{n}:=C(\lambda)^{-1} D(\lambda) v_{n} \in \operatorname{dom} S_{1}(\lambda)$ for $n \in \mathbb{N}$ since

$$
w_{n} \in \mathcal{D}_{1}(\lambda)=\operatorname{dom} C(\lambda), \quad D(\lambda)^{-1} C(\lambda) w_{n}=v_{n} \in \mathcal{D}_{2}(\lambda)=\operatorname{dom} B(\lambda)
$$

Inserting (5.5) into (5.2) and using $\operatorname{dom} C(\lambda) \subseteq \operatorname{dom} A(\lambda)$, we obtain that

$$
\begin{equation*}
A(\lambda) C(\lambda)^{-1} k_{n}-S_{1}(\lambda) w_{n}=h_{n} \rightarrow 0, \quad n \rightarrow \infty \tag{5.6}
\end{equation*}
$$

Since $C(\lambda)^{-1}$ is bounded, it follows that $C(\lambda)^{-1} k_{n} \rightarrow 0, n \rightarrow \infty$. Thus $\inf _{n \in \mathbb{N}}\left\|u_{n}\right\|>0$ and (5.5) show that we can assume without loss of generality that $\inf _{n \in \mathbb{N}}\left\|w_{n}\right\|>0$. Let us set

$$
g_{n}:=\frac{w_{n}}{\left\|w_{n}\right\|} \in \operatorname{dom} S_{1}(\lambda), \quad n \in \mathbb{N} .
$$

By (ii) $A(\lambda) C(\lambda)^{-1}$ is bounded and hence $A(\lambda) C(\lambda)^{-1} k_{n} \rightarrow 0, n \rightarrow \infty$. Now (5.6) shows that $S_{1}(\lambda) w_{n} \rightarrow 0$ and thus $S_{1}(\lambda) g_{n} \rightarrow 0, n \rightarrow \infty$, which proves $\lambda \in \sigma_{\text {ap }}\left(S_{1}\right)$.

Finally, the first inclusion in (5.1) is obvious from what was already shown; the second inclusion in (5.1) follows from Proposition 3.1 and the last two inclusions from Proposition 4.8.
Remark 5.2. If under the assumptions of Theorem 5.1, the Schur complements $S_{1}$ and $S_{2}$ satisfy the assumptions of Theorem 3.3 or 3.5 on every connected component of $\rho(D)$ and $\rho(A)$, respectively, then

$$
\sigma_{\mathrm{ap}}(\mathcal{L}) \backslash(\sigma(A) \cup \sigma(D)) \subseteq \overline{W\left(S_{1}\right)} \cup \overline{W\left(S_{2}\right)} \subseteq \overline{W^{2}(\mathcal{L})},
$$

see Proposition 4.8 for the second inclusion.
For operator matrix families $\mathcal{L}$ with symmetric or anti-symmetric corners, we now establish conditions ensuring that the approximate point spectrum of $\mathcal{L}$ is contained in the union of the approximate point spectrum of one Schur complement and the pseudo numerical range of the corresponding diagonal entry, i.e. $S_{1}$ and $D$ or $S_{2}$ and $A$.
Theorem 5.3. Let $\mathcal{L}$ be an operator matrix family as in (4.5).
(i) If $\lambda \in \sigma_{\text {ap }}(\mathcal{L}) \backslash \sigma(D)$ is such that $C(\lambda) \subseteq \pm B(\lambda)^{*}, A(\lambda)$ is accretive, $\mp D(\lambda)$ sectorial and $B(\lambda)$ is $D(\lambda)$-bounded, then $\lambda \in \sigma_{\text {ap }}\left(S_{1}\right) \cup W_{\Psi}(D)$. If these conditions hold for all $\lambda \in \rho(D)$, then

$$
\begin{equation*}
\sigma_{\mathrm{ap}}(\mathcal{L}) \backslash \sigma(D) \subseteq \sigma_{\mathrm{ap}}\left(S_{1}\right) \cup W_{\Psi}(D) \subseteq W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}(D) ; \tag{5.7}
\end{equation*}
$$

if $\operatorname{dim} \mathcal{H}_{1}>1$, then

$$
\begin{equation*}
\sigma_{\mathrm{ap}}(\mathcal{L}) \backslash \sigma(D) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L}) . \tag{5.8}
\end{equation*}
$$

(ii) If $\lambda \in \sigma_{\mathrm{ap}}(\mathcal{L}) \backslash \sigma(A)$ is such that $C(\lambda) \subseteq \pm B(\lambda)^{*}, A(\lambda)$ is sectorial, $\mp D(\lambda)$ accretive and $C(\lambda)$ is $A(\lambda)$-bounded, then $\lambda \in \sigma_{\mathrm{ap}}\left(S_{2}\right) \cup W_{\Psi}(A)$. If these conditions hold for all $\lambda \in \rho(A)$, then

$$
\sigma_{\mathrm{ap}}(\mathcal{L}) \backslash \sigma(A) \subseteq \sigma_{\mathrm{ap}}\left(S_{2}\right) \cup W_{\Psi}(A) \subseteq W_{\Psi}\left(S_{2}\right) \cup W_{\Psi}(A) ;
$$

if $\operatorname{dim} \mathcal{H}_{2}>1$, then

$$
\sigma_{\mathrm{ap}}(\mathcal{L}) \backslash \sigma(A) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L}) .
$$

The following corollary is immediate from Theorem 5.3 due to Proposition 4.6 and Proposition 4.8.

Corollary 5.4. Under the assumptions of Theorem 5.3, if in (i) additionally $\sigma(D) \subseteq W_{\Psi}(D)$, then

$$
\sigma_{\mathrm{ap}}(\mathcal{L}) \subseteq \sigma_{\mathrm{ap}}\left(S_{1}\right) \cup W_{\Psi}(D) \subseteq W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}(D) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L})
$$

and if in (ii) additionally $\sigma(A) \subseteq W_{\Psi}(A)$, then

$$
\sigma_{\mathrm{ap}}(\mathcal{L}) \subseteq \sigma_{\mathrm{ap}}\left(S_{2}\right) \cup W_{\Psi}(A) \subseteq W_{\Psi}\left(S_{2}\right) \cup W_{\Psi}(A) \subseteq W_{\Psi, 2}^{2}(\mathcal{L}) \subseteq W_{\Psi}^{2}(\mathcal{L}) .
$$

Proof of Theorem 5.3. We only prove (i); the proof of (ii) is analogous. Let $\lambda \in \sigma_{\text {ap }}(\mathcal{L}) \backslash \sigma(D)$. In the same way as at the beginning of the proof of Theorem 5.1 we conclude that if $\liminf _{n \rightarrow \infty}\left\|u_{n}\right\|>0$, then $\lambda \in \sigma_{\text {ap }}\left(S_{1}\right)$. It remains to be shown that in the case $\liminf _{n \rightarrow \infty}\left\|v_{n}\right\|>0$, without loss of generality $\inf _{n \in \mathbb{N}}\left\|v_{n}\right\|>0$, it follows that $\lambda \in W_{\Psi}(D)$.

Taking the scalar product with $u_{n}$ in (5.2) and with $v_{n}$ in (5.3), respectively, we conclude that

$$
\begin{array}{rlrl}
\left(A(\lambda) u_{n}, u_{n}\right)+\left(B(\lambda) v_{n}, u_{n}\right) & =\left(h_{n}, u_{n}\right), & & n \in \mathbb{N}, \\
\pm\left(u_{n}, B(\lambda) v_{n}\right)+\left(D(\lambda) v_{n}, v_{n}\right) & =\left(k_{n}, v_{n}\right), & n \in \mathbb{N} . \tag{5.10}
\end{array}
$$

By subtracting from (5.9), or adding to (5.9), the complex conjugate of (5.10), we deduce that

$$
\left(A(\lambda) u_{n}, u_{n}\right) \mp \overline{\left(D(\lambda) v_{n}, v_{n}\right)}=\left(h_{n}, u_{n}\right) \mp \overline{\left(k_{n}, v_{n}\right)} \rightarrow 0, \quad n \rightarrow \infty .
$$

Taking real parts and using the accretivity of $A(\lambda)$ and $\mp D(\lambda)$, we obtain

$$
0 \leq \operatorname{Re}\left(\mp D(\lambda) v_{n}, v_{n}\right) \leq \operatorname{Re}\left(A(\lambda) u_{n}, u_{n}\right) \mp \operatorname{Re}\left(D(\lambda) v_{n}, v_{n}\right) \rightarrow 0, \quad n \rightarrow \infty .
$$

Since $\mp D(\lambda)$ is sectorial by assumption, this implies $\left(\mp D(\lambda) v_{n}, v_{n}\right) \rightarrow 0$ and hence $\left(D(\lambda) v_{n}, v_{n}\right) \rightarrow 0, n \rightarrow \infty$, which proves that $\lambda \in W_{\Psi}(D)$ by Proposition 2.3.

Finally, the first inclusion in (5.7) is obvious from what was already proved; the second inclusion in (5.7) follows from Proposition 3.1. The last claim in (5.8) is then a consequence of Propositions 4.6 (iii) and 4.8.

Remark 5.5. (i) Sufficient conditions for the inclusions $\sigma(A) \subseteq W_{\Psi}(A)$ or $\sigma(D) \subseteq W_{\Psi}(D)$, respectively, may be found e.g. in Theorem 3.3 or Proposition 3.1.
(ii) An analogue of Remark 5.2 also holds for Theorem 5.3; the details of all possible combinations of assumptions and corresponding inclusions are left to the reader.

## 6. Application to structured operator matrices

In this section, we apply the results of the previous section to prove new spectral enclosures and resolvent estimates for non-selfadjoint operator matrix functions exhibiting a certain dichotomy.

More precisely, we consider a linear monic family $\mathcal{L}(\lambda)=\mathcal{A}-\lambda I_{\mathcal{H}}, \lambda \in \mathbb{C}$, with a densely defined operator matrix

$$
\mathcal{A}=\left(\begin{array}{ll}
A & B  \tag{6.1}\\
C & D
\end{array}\right), \quad \operatorname{dom} \mathcal{A}=(\operatorname{dom} A \cap \operatorname{dom} C) \oplus(\operatorname{dom} B \cap \operatorname{dom} D)
$$

with $C \subseteq B^{*}$ in $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$. We assume that the entries of $\mathcal{A}$ are densely defined closable linear operators acting between the respective spaces $\mathcal{H}_{1}$ and/or $\mathcal{H}_{2}$.

In the following, we denote the closed sector with semi-axis $\mathbb{R}_{+}$and semiangle $\omega \in[0, \pi / 2]$ by

$$
\Sigma_{\omega}:=\{z \in \mathbb{C}:|\arg z| \leq \omega\}, \quad \omega \in[0, \pi / 2]
$$

here $\arg : \mathbb{C} \rightarrow(-\pi, \pi]$ is the argument of a complex number with $\arg 0=0$.
The next theorem no longer requires bounds on the dominance orders among the entries in the columns of $\mathcal{A}$, in contrast to earlier results in $[25$, Thm. 5.2] where the relative bounds had to be 0 .

Theorem 6.1. Let $\mathcal{A}$ be an operator matrix as in (6.1) with $C \subseteq B^{*}$. Assume that $A$ and $-D$ are uniformly accretive, i.e. there exist $\alpha, \delta \in \mathbb{R}$ and semi-angles $\varphi, \psi \in[0, \pi / 2]$ with

$$
\begin{equation*}
\operatorname{Re} W(D) \leq \delta<0<\alpha \leq \operatorname{Re} W(A), \quad W(A) \subseteq \Sigma_{\varphi}, \quad W(D) \subseteq-\Sigma_{\psi} \tag{6.2}
\end{equation*}
$$

Suppose further that one of the following holds:
(i) $A,-D$ are m-accretive, $C$ is $A$-bounded, $B$ is $D$-bounded,
(ii) $A,-D$ are $m$-accretive, $A$ is $C$-bounded, $D$ is $B$-bounded and $B, C$ are boundedly invertible,
(iii) $-D$ is $m$-sectorial, i.e. $\psi<\pi / 2$, and $B$ is $D$-bounded,
(iv) $A$ is $m$-sectorial, i.e. $\varphi<\pi / 2$, and $C$ is $A$-bounded.

Then, with $\tau:=\max \{\varphi, \psi\}$,

$$
\begin{equation*}
\sigma_{\mathrm{ap}}(\mathcal{A}) \subseteq\left(-\Sigma_{\tau} \cup \Sigma_{\tau}\right) \cap\{z \in \mathbb{C}: \operatorname{Re} z \notin(\delta, \alpha)\}=: \Sigma \tag{6.3}
\end{equation*}
$$

if, in addition, $\rho(\mathcal{A}) \cap \Sigma^{c} \neq \emptyset$, then $\sigma(\mathcal{A}) \subseteq \Sigma$.
The proof of Theorem 6.1 relies on Theorems 5.1 and 5.3 , and on the following enclosures for the pseudo numerical ranges of the Schur complements.

Lemma 6.2. Let $\mathcal{A}$ be as in (6.1) with $C \subseteq B^{*}$ and let $\lambda \in \mathbb{C}$.
(i) Suppose $A,-D$ are uniformly accretive,

$$
\begin{equation*}
\operatorname{Re} W(D) \leq \delta<0<\alpha \leq \operatorname{Re} W(A) \tag{6.4}
\end{equation*}
$$



Figure 6.1. The set $\Sigma$ (green) enclosing $\sigma_{\text {ap }}(\mathcal{A})$, see (6.3); inside the sets $\Sigma_{A}:=\Sigma_{\varphi} \backslash S$ (bounded by red line) enclosing $W(A)$ (red, dashed) and $\Sigma_{D}:=-\Sigma_{\psi} \backslash S$ (bounded by blue line) enclosing $W(D)$ (blue, dashed), separated by $S:=\{z \in \mathbb{C}: \operatorname{Re} z \in(\delta, \alpha)\}$, see (6.2).

If $\operatorname{Re} \lambda \in(\delta, \alpha)$, then

$$
\begin{aligned}
& \lambda \in \rho(D) \Longrightarrow \operatorname{Re} \overline{W\left(S_{1}(\lambda)\right)} \geq \alpha-\operatorname{Re} \lambda>0, \\
& \lambda \in \rho(A) \Longrightarrow \operatorname{Re} \overline{W\left(S_{2}(\lambda)\right)} \leq \delta-\operatorname{Re} \lambda<0 .
\end{aligned}
$$

(ii) Suppose $A,-D$ are sectorial,

$$
W(A) \subseteq \Sigma_{\varphi}, \quad W(D) \subseteq-\Sigma_{\psi}
$$

with $\varphi, \psi \in[0, \pi / 2)$ and let $\tau:=\max \{\varphi, \psi\}$. If $\arg \lambda \in(\tau, \pi-\tau)$, then

$$
\begin{aligned}
& \lambda \in \rho(D) \Longrightarrow \arg \left(\overline{W\left(S_{1}(\lambda)\right)}+\lambda\right) \in[-\arg \lambda, \tau] \\
& \lambda \in \rho(A) \Longrightarrow \arg \left(\overline{W\left(S_{2}(\lambda)\right)}+\lambda\right) \in(-\pi,-\arg \lambda] \cup[\pi-\tau, \pi] ;
\end{aligned}
$$

if $\arg \lambda \in(-\pi+\tau,-\tau)$, then

$$
\begin{aligned}
& \lambda \in \rho(D) \Longrightarrow \arg \left(\overline{W\left(S_{1}(\lambda)\right)}+\lambda\right) \in[-\tau,-\arg \lambda], \\
& \lambda \in \rho(A) \Longrightarrow \arg \left(\overline{W\left(S_{2}(\lambda)\right)}+\lambda\right) \in(-\pi,-\pi+\tau] \cup[-\arg \lambda, \pi] .
\end{aligned}
$$

Proof. We show the claims for $S_{1}$, the proofs for $S_{2}$ are analogous. It is easy to see that it suffices to prove the claimed non-strict inequalities for $W\left(S_{1}(\lambda)\right)$. Let $\lambda \in \rho(D), f \in \operatorname{dom} S_{1}(\lambda) \subseteq \operatorname{dom} A \cap \operatorname{dom} B^{*}$ with $\|f\|=1$, and set $g:=(D-\lambda)^{-1} B^{*} f$. Then

$$
\begin{equation*}
\left(S_{1}(\lambda) f, f\right)=(A f, f)-\lambda-\overline{(D g, g)}+\bar{\lambda}\|g\|^{2} \tag{6.5}
\end{equation*}
$$

(i) If $\operatorname{Re} \lambda \in(\delta, \alpha)$, then (6.5) and (6.4) show that

$$
\operatorname{Re}\left(S_{1}(\lambda) f, f\right) \geq \alpha-\operatorname{Re} \lambda+(-\delta+\operatorname{Re} \lambda)\|g\|^{2} \geq \alpha-\operatorname{Re} \lambda>0
$$

(ii) We consider $\arg \lambda \in(\tau, \pi-\tau)$, the case $\arg \lambda \in(-\pi+\tau,-\tau)$ can be shown analogously. By assumption, $|\arg (A f, f)| \leq \varphi \leq \tau,|\arg \overline{(-D g, g)}| \leq \psi \leq \tau$. Together with $\arg \left(\bar{\lambda}\|g\|^{2}\right)=-\arg \lambda \in(-\pi+\tau,-\tau)$, it follows from (6.5) that

$$
\arg \left(\left(S_{1}(\lambda) f, f\right)+\lambda\right)=\arg \left((A f, f)+\overline{(-D g, g)}+\bar{\lambda}\|g\|^{2}\right) \in[-\arg \lambda, \tau]
$$

Proof of Theorem 6.1. First we use Lemma 6.2 to show that if $A$ or $-D$ are m-accretive, respectively, then

$$
\begin{equation*}
W_{\Psi}\left(S_{2}\right) \subseteq \Sigma \quad \text { or } \quad \mathrm{W}_{\Psi}\left(\mathrm{S}_{1}\right) \subseteq \Sigma \tag{6.6}
\end{equation*}
$$

We prove the claim for $S_{1}$ by taking complements; the proof for $S_{2}$ is analogous. To this end, let $\lambda \in \Sigma^{c} \subseteq \rho(D)$. Then $\operatorname{Re} \lambda \in(\delta, \alpha)$ or $|\arg \lambda| \in$ $(\tau, \pi-\tau)$; note that the latter case only occurs if both $A$ and $-D$ are sectorial, i.e. if $\tau<\pi / 2$. If $\operatorname{Re} \lambda \in(\delta, \alpha)$, Lemma 6.2 (i) implies $0 \notin \overline{W\left(S_{1}(\lambda)\right)}$, i.e. $\lambda \notin W_{\Psi}\left(S_{1}\right)$ by (2.2). In the same way, if $|\arg \lambda| \in(\tau, \pi-\tau)$, then $\lambda \notin W_{\Psi}\left(S_{1}\right)$ follows from Lemma 6.2 (ii); indeed, otherwise we would have $0 \in \overline{W\left(S_{1}(\lambda)\right)}$ and hence, e.g. if $\arg \lambda \in(\tau, \pi-\tau)$,

$$
\arg (0+\lambda)=\arg \lambda \in[-\arg \lambda, \tau] \cap(\tau, \pi-\tau)=\emptyset
$$

and analogously for $\arg \lambda \in(-\pi+\tau,-\tau)$. This completes the proof of (6.6).
We show that assumptions (i) or (iii) imply (6.3); the proof when assumptions (ii) or (iv) hold is analogous.

Assume first that (i) holds and let $\lambda \in \sigma_{\text {ap }}(\mathcal{A})$. If $\lambda \in \sigma(A) \cup \sigma(D) \subseteq \Sigma$, there is nothing to show. If $\lambda \notin \sigma(A) \cup \sigma(D)$, then Theorem 5.1 (i) shows that $\lambda \in W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}\left(S_{2}\right)$ and we conclude $\lambda \in \Sigma$ from (6.6).

Now assume that (iii) is satisfied. Then $-D$ is m-sectorial and $\sigma(D) \subseteq$ $\overline{W(D)} \subseteq \Sigma$. In order to prove (6.3), we show $\sigma_{\text {ap }}(\mathcal{A}) \cap \Sigma^{\mathrm{c}}=\emptyset$. To this end, it suffices to prove that

$$
\begin{equation*}
\sigma_{\mathrm{ap}}(\mathcal{A}) \cap \Sigma^{\mathrm{c}} \subseteq W_{\Psi}\left(S_{1}\right) \cup W_{\Psi}\left(D-\cdot I_{\mathcal{H}_{2}}\right) ; \tag{6.7}
\end{equation*}
$$

here, in the sequel, we write $D-I_{\mathcal{H}_{2}}$ for the operator family $D-\lambda I_{\mathcal{H}_{2}}$, $\lambda \in \mathbb{C}$. Indeed, if (6.7) holds, then $W_{\Psi}\left(D-\cdot I_{\mathcal{H}_{2}}\right)=\overline{W(D)} \subseteq \Sigma$ and (6.6) yield that $\sigma_{\text {ap }}(\mathcal{A}) \cap \Sigma^{\mathrm{c}} \subseteq \Sigma$ and hence the claim.

For the proof of (6.7), we will use Theorem 5.3 (i). To this end, for $\lambda \in \Sigma^{\mathrm{c}}$, we define a rotation angle

$$
\omega(\lambda):= \begin{cases}0, & \operatorname{Re} \lambda \in(\delta, \alpha) \\ \operatorname{sgn}(\arg \lambda)\left|\frac{\pi}{2}-|\arg \lambda|\right|, & \operatorname{Re} \lambda \notin(\delta, \alpha) \wedge|\arg \lambda| \in(\tau, \pi-\tau)\end{cases}
$$

note that the second case only occurs if $A$ is sectorial, i.e. if $\tau<\pi / 2$, and that then $\lambda \neq 0$ and $|\omega(\underset{\mathcal{L}}{\lambda})| \in(0, \pi / 2-\tau)$. It is easy to see that the rotated operator matrix family $\widetilde{\mathcal{L}}$ defined by

$$
\widetilde{\mathcal{L}}(\lambda):=\operatorname{diag}\left(\mathrm{e}^{\mathrm{i} \omega(\lambda)}, \mathrm{e}^{-\mathrm{i} \omega(\lambda)}\right)\left(\mathcal{A}-\lambda \mathcal{I}_{\mathcal{H}}\right), \quad \operatorname{dom} \widetilde{\mathcal{L}}(\lambda):=\operatorname{dom} \mathcal{A}, \quad \lambda \in \Sigma^{\mathrm{c}},
$$

satisfies $\sigma_{\mathrm{ap}}(\widetilde{\mathcal{L}})=\sigma_{\mathrm{ap}}(\mathcal{A}) \cap \Sigma^{\mathrm{c}}$. It is not difficult to show that the angle $\omega(\lambda)$ is chosen such that $\mathrm{e}^{\mathrm{i} \omega(\lambda)}\left(A-\lambda I_{\mathcal{H}_{1}}\right)$ is accretive, $-\mathrm{e}^{-\mathrm{i} \omega(\lambda)}\left(D-\lambda I_{\mathcal{H}_{2}}\right)$ is sectorial and $\mathrm{e}^{-\mathrm{i} \omega(\lambda)} C \subseteq \mathrm{e}^{\mathrm{i} \omega(\lambda)} B^{*}$ for every $\lambda \in \Sigma^{\mathrm{c}}$. In fact, if $\operatorname{Re} \lambda \in(\delta, \alpha)$, the claim is obvious. If $\operatorname{Re} \lambda \notin(\delta, \alpha)$ and $|\arg \lambda| \in(\tau, \pi-\tau)$, elementary geometric considerations show that the sectoriality of $A, \operatorname{Re} W(A) \geq \alpha>0$ and the choice of $\omega(\lambda)$ imply that $\mathrm{e}^{\mathrm{i} \omega(\lambda)} A$ is sectorial and, since $\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} \omega(\lambda)} \lambda\right) \leq 0$, so is $\mathrm{e}^{\mathrm{i} \omega(\lambda)}\left(A-\lambda I_{\mathcal{H}_{1}}\right)$. Because $-D$ is sectorial, $\operatorname{Re} W(-D) \geq \delta>0$ and $\operatorname{Re}\left(\mathrm{e}^{-\mathrm{i} \omega(\lambda)} \lambda\right) \geq 0$, the proof for $-\mathrm{e}^{-\mathrm{i} \omega(\lambda)}\left(D-\lambda I_{\mathcal{H}_{2}}\right)$ is analogous.

Therefore $\widetilde{\mathcal{L}}$ satisfies the assumptions of Theorem 5.3 (i) and, because $\sigma\left(\mathrm{e}^{\mathrm{-i} \omega}\left(D-\mathcal{I}_{\mathcal{H}_{2}}\right)\right)=\sigma(D) \cap \Sigma^{\mathrm{c}}=\emptyset$, (5.7) therein yields that

$$
\sigma_{\mathrm{ap}}(\mathcal{A}) \cap \Sigma^{\mathrm{c}}=\sigma_{\mathrm{ap}}(\widetilde{\mathcal{L}}) \subseteq W_{\Psi}\left(\widetilde{S}_{1}\right) \cup W_{\Psi}\left(\mathrm{e}^{-\mathrm{i} \omega}\left(D-\cdot I_{\mathcal{H}_{2}}\right)\right),
$$

where $\widetilde{S}_{1}$ is the first Schur complement of $\widetilde{\mathcal{L}}$. Now the claim (6.7) follows from the above inclusion and from the fact that, since $\mathrm{e}^{\mathrm{i} \omega(\lambda)} \neq 0$, $0 \in \overline{W\left(\widetilde{S}_{1}(\lambda)\right)} \Longleftrightarrow 0 \in \overline{W\left(\mathrm{e}^{\mathrm{i} \omega(\lambda)} S_{1}(\lambda)\right)}=\mathrm{e}^{\mathrm{i} \omega(\lambda)} \overline{W\left(S_{1}(\lambda)\right)} \Longleftrightarrow 0 \in \overline{W\left(S_{1}(\lambda)\right)}$
for $\lambda \in \Sigma^{\mathrm{c}}$, and analogously for the family $\mathrm{e}^{-\mathrm{i} \omega}\left(D-\cdot I_{\mathcal{H}_{2}}\right)$. This completes the proof that (i) and (iii) imply (6.3).

Finally, if $\rho(\mathcal{A}) \cap \Sigma^{c} \neq \emptyset$, then $\mathcal{A}$ is closed and $\sigma(\mathcal{A}) \subseteq \Sigma$ follows from $\sigma_{\text {ap }}(\mathcal{A}) \subseteq \Sigma$, see (6.3), and from the stability of Fredholm index, see [15, Thm. IV.5.17].

In Proposition 6.5 below, we derive sufficient conditions for $\rho(\mathcal{A}) \cap \Sigma^{c} \neq \emptyset$ in Theorem 6.1 for diagonally dominant and off-diagonally dominant operator matrices. For the latter, we use a result of [5], while for the former we employ the following lemma, inspired by an estimate in [15, Prob. V.3.31] for accretive operators.

Lemma 6.3. Let $T$ be an m-sectorial or m-accretive linear operator in $\mathcal{H}$, i.e. assume there exists $\omega \in[0, \pi / 2]$ with $\sigma(T) \subseteq \overline{W(T)} \subseteq \Sigma_{\omega}$. Then

$$
\left\|T(T-\lambda)^{-1}\right\| \leq \frac{1}{m_{T}(\arg \lambda)}:=\left\{\begin{array}{cl}
\frac{1}{\sin (|\arg \lambda|-\omega)}, & |\arg \lambda| \in\left(\omega, \omega+\frac{\pi}{2}\right), \\
1, & |\arg \lambda| \in\left[\omega+\frac{\pi}{2}, \pi\right],
\end{array}, \quad .\right.
$$

Proof. Let $\lambda \notin \Sigma_{\omega}$ and $\varepsilon \in(0,|\lambda|)$ be arbitrary. Then $\lambda \in \rho(T),-\varepsilon \in \rho(T)$, $\lambda \neq-\varepsilon$ and we can write

$$
\begin{align*}
T(T-\lambda)^{-1} & =(T+\varepsilon)(T+\varepsilon-(\lambda+\varepsilon))^{-1}-\varepsilon(T-\lambda)^{-1}, \\
& =-(\lambda+\varepsilon)^{-1}\left((T+\varepsilon)^{-1}-(\lambda+\varepsilon)^{-1}\right)^{-1}-\varepsilon(T-\lambda)^{-1} . \tag{6.8}
\end{align*}
$$

Since $\varepsilon>0$, it is easy to see that $T+\varepsilon$ is m-accretive or m-sectorial with semiangle $\omega$ and hence so is $(T+\varepsilon)^{-1}$, cf. [15, Prob. V.3.31] for the m-accretive case. Thus, by [15, Thm. V.3.2] and (6.8), we can estimate

$$
\left\|T(T-\lambda)^{-1}\right\| \leq \frac{|\lambda+\varepsilon|^{-1}}{\operatorname{dist}\left((\lambda+\varepsilon)^{-1}, \Sigma_{\omega}\right)}+\frac{\varepsilon}{\operatorname{dist}\left(\lambda, \Sigma_{\omega}\right)} .
$$

The claim now follows by taking the limit $\varepsilon \rightarrow 0$ and using the estimate

$$
\operatorname{dist}\left(\lambda^{-1}, \Sigma_{\omega}\right) \geq\left\{\begin{array}{cl}
\frac{\sin (|\arg \lambda|-\omega)}{|\lambda|}, & |\arg \lambda| \in\left(\omega, \omega+\frac{\pi}{2}\right)  \tag{6.9}\\
\frac{1}{|\lambda|}, & |\arg \lambda| \in\left[\omega+\frac{\pi}{2}, \pi\right]
\end{array}\right.
$$

cf. [14, Thm. 2.2].

Remark 6.4. The inequality in Lemma 6.3 is optimal, equality is achieved e.g. for normal operators with spectrum on the boundary of $\Sigma_{\omega}$.

Proposition 6.5. Suppose that, under the assumptions of Theorem 6.1, we strengthen assumptions (i) and (ii) to
(i') $A,-D$ are m-sectorial, $C$ is $A$-bounded with relative bound $\delta_{A}$ and $B$ is $D$-bounded with relative bound $\delta_{D}$ such that

$$
\delta_{A} \delta_{D}<\sin \left(\theta_{0}-\varphi\right) \sin \left(\theta_{0}+\psi\right)=: M_{\theta_{0}} \in(0,1]
$$

where

$$
\theta_{0}:= \begin{cases}\max \left\{\frac{\pi}{2}+\frac{\varphi-\psi}{2}, \tau\right\}, & \varphi \leq \psi, \\ \min \left\{\frac{\pi}{2}+\frac{\varphi-\psi}{2}, \pi-\tau\right\}, & \psi<\varphi ;\end{cases}
$$

(ii') $A,-D$ are $m$-accretive, $C=B^{*}, A$ is $C$-bounded with relative bound $\delta_{C}$, $D$ is $B$-bounded with relative bound $\delta_{B}$ with

$$
\delta_{B} \delta_{C}<1,
$$

$B, C$ are boundedly invertible, and the relative boundedness constants $a_{C}, a_{B} \geq 0, b_{C}, b_{B} \geq 0$ in

$$
\begin{aligned}
& \|A x\|^{2} \leq a_{C}^{2}\|x\|^{2}+b_{C}^{2}\|C x\|^{2}, \quad x \in \operatorname{dom} C, \\
& \|D y\|^{2} \leq a_{B}^{2}\|y\|^{2}+b_{B}^{2}\|B y\|^{2}, \quad y \in \operatorname{dom} B,
\end{aligned}
$$

satisfy

$$
\sqrt{a_{C}^{2}\left\|B^{-1}\right\|^{2}+b_{C}^{2}} \sqrt{a_{B}^{2}\left\|B^{-1}\right\|^{2}+b_{B}^{2}}<1
$$

Then $\rho(\mathcal{A}) \cap \Sigma^{\mathrm{c}} \neq \emptyset$ and hence

$$
\sigma(\mathcal{A}) \subseteq\left(-\Sigma_{\tau} \cup \Sigma_{\tau}\right) \cap\{z \in \mathbb{C}: \operatorname{Re} z \notin(\delta, \alpha)\}=\Sigma
$$

Proof. By Theorem 6.1, it suffices to show $\rho(\mathcal{A}) \cap \Sigma^{c} \neq \emptyset$.
Suppose that (i') holds and let $\lambda=r \mathrm{e}^{\mathrm{i} \theta}$ with $r>0$ and $\theta \in(\tau, \pi-\tau)$ to be chosen later. Then $\lambda \in \rho(A) \cap \rho(D)$. Since $\frac{1}{M_{\theta_{0}}} \delta_{A} \delta_{D}<1$, there exists $\varepsilon>0$ so that

$$
\begin{equation*}
\frac{1}{M_{\theta_{0}}-\varepsilon}\left(\delta_{A}+\varepsilon\right)\left(\delta_{D}+\varepsilon\right)<1 . \tag{6.10}
\end{equation*}
$$

Due to the relative boundedness assumption on $C$, there exist $a_{A}, b_{A}>0$, $b_{A} \in\left[\delta_{A}, \delta_{A}+\varepsilon\right)$ such that

$$
\begin{equation*}
\left\|C(A-\lambda)^{-1}\right\| \leq a_{A}\left\|(A-\lambda)^{-1}\right\|+b_{A}\left\|A(A-\lambda)^{-1}\right\| . \tag{6.11}
\end{equation*}
$$

Since $A$ is m -sectorial with semi-angle $\varphi$, we have the estimate

$$
\begin{equation*}
\left\|(A-\lambda)^{-1}\right\| \leq \frac{1}{\operatorname{dist}(\lambda, W(A))} \leq \frac{1}{r m_{A}(\theta)}, \tag{6.12}
\end{equation*}
$$

with $m_{A}(\theta)$ defined as in Lemma 6.3 , see [15, Thm. V.3.2] or (6.9). Consequently, by (6.11), (6.12) and Lemma 6.3 , we obtain

$$
\left\|C(A-\lambda)^{-1}\right\| \leq \frac{a_{A}}{r m_{A}(\theta)}+\frac{b_{A}}{m_{A}(\theta)} .
$$

Similarly, since $-D$ is $m$-sectorial with semi-angle $\psi$ and using Lemma 6.3 as well as (6.9) and $|\arg (-\lambda)|=\pi-\theta$, we conclude that there exist $a_{D}$, $b_{D}>0, b_{D} \in\left[\delta_{D}, \delta_{D}+\varepsilon\right)$ with

$$
\left\|B(D-\lambda)^{-1}\right\| \leq \frac{a_{D}}{r m_{-D}(\pi-\theta)}+\frac{b_{D}}{m_{-D}(\pi-\theta)}
$$

with $m_{-D}(\pi-\theta)$ defined as in Lemma 6.3 and hence

$$
\begin{equation*}
\left\|C(A-\lambda)^{-1} B(D-\lambda)^{-1}\right\| \leq \frac{b_{A} b_{D}}{M_{\theta}}\left(\frac{a_{A}}{r b_{A}}+1\right)\left(\frac{a_{D}}{r b_{D}}+1\right) . \tag{6.13}
\end{equation*}
$$

Here the function

$$
[\varphi, \pi-\psi] \rightarrow[0,1], \quad \theta \mapsto M_{\theta}:=m_{A}(\theta) m_{-D}(\pi-\theta),
$$

is continuous, monotonically increasing for $\theta \leq \widetilde{\theta}_{0}:=\frac{\pi}{2}+\frac{\varphi-\psi}{2} \in[\varphi, \pi-\psi]$ and decreasing for $\theta \geq \widetilde{\theta}_{0}$. Hence, the restriction of $\theta \mapsto M_{\theta}$ to $[\tau, \pi-\tau]$ attains its maximum at $\theta_{0}$ and we can choose $\delta>0$ such that $M_{\theta_{0}}-\varepsilon<M_{\theta}$ for $\theta \in\left(\theta_{0}-\delta, \theta_{0}+\delta\right) \cap(\tau, \pi-\tau)$. Now we fix such a $\theta$. Using (6.13) and (6.10), we conclude that there exists $r>0$ so large that

$$
\left\|C(A-\lambda)^{-1} B(D-\lambda)^{-1}\right\| \leq \frac{\left(\delta_{A}+\varepsilon\right)\left(\delta_{D}+\varepsilon\right)}{M_{\theta_{0}}-\varepsilon}\left(\frac{a_{A}}{r b_{A}}+1\right)\left(\frac{a_{D}}{r b_{D}}+1\right)<1 .
$$

This implies $1 \in \rho\left(C(A-\lambda)^{-1} B(D-\lambda)^{-1}\right)$ and hence $\lambda \in \rho(\mathcal{A})$ by [24, Cor. 2.3.5].

Suppose that (ii') is satisfied. By the assumptions on $B, C$, the operator $\mathcal{S}:=\mathcal{S}_{1}$ is selfadjoint and has a spectral gap $\left(-\left\|B^{-1}\right\|^{-1},\left\|B^{-1}\right\|^{-1}\right)$ around 0. Then [5, Thm. 4.7] with $\beta_{T}=1 /\left\|B^{-1}\right\|$ therein implies that $i \mathbb{R} \subseteq \rho(\mathcal{A})$.

## 7. Application to Damped wave equations in $\mathbb{R}^{d}$ WITH unbounded DAMPING

In this section we use the results obtained in Section 3 to derive new spectral enclosures for linearly damped wave equations with non-negative possibly singular and/or unbounded damping $a$ and potential $q$.

Our result covers a new class of unbounded dampings which are $p$-subordinate to $-\Delta+q$, a notion going back to [16, §I.7.1], [18, §5.1], cf. [27, Sect. 3].

Theorem 7.1. Let $\mathbf{t}$ be a quadratic pencil of sesquilinear forms given by

$$
\mathbf{t}(\lambda):=\mathbf{t}_{0}+2 \lambda \mathbf{a}+\lambda^{2}, \quad \operatorname{dom} \mathbf{t}(\lambda):=\operatorname{dom} \mathbf{t}_{0}, \quad \lambda \in \mathbb{C},
$$

where $\mathbf{t}_{0}$ and $\mathbf{a}$ are densely defined sesquilinear forms in $\mathcal{H}$ such that $\mathbf{t}_{0}$ is closed, $\mathbf{t}_{0} \geq \kappa_{0} \geq 0, \mathbf{a} \geq \alpha_{0} \geq 0$ and dom $\mathbf{t}_{0} \subseteq$ doma. Suppose that there exist $\kappa \leq \kappa_{0}$ and $p \in[0,1)$ such that $\mathbf{a}$ is $p$-form-subordinate with respect to $\mathbf{t}_{0}-\kappa \geq 0$, i.e. there is $C_{p}>0$ with

$$
\begin{equation*}
\mathbf{a}[f] \leq C_{p}\left(\left(\mathbf{t}_{0}-\kappa\right)[f]\right)^{p}\left(\|f\|^{2}\right)^{1-p}, \quad f \in \operatorname{dom} \mathbf{t}_{0} . \tag{7.1}
\end{equation*}
$$

Then the family $\mathbf{t}$ is holomorphic of type (a). If $T$ denotes the associated holomorphic family of type (B), then

$$
\sigma(T) \subseteq W_{\Psi}(T) \subseteq\{z \in \mathbb{C}: \operatorname{Re} z \leq 0\}
$$

and the following more precise spectral enclosures hold:
(i) The non-real spectrum of $T$ is contained in

$$
\begin{aligned}
\sigma(T) \backslash \mathbb{R} \subseteq W_{\Psi}(T) \backslash \mathbb{R} \subseteq\{ & z \in \mathbb{C}: \operatorname{Re} z \leq-\alpha_{0},|z| \geq \sqrt{\kappa_{0}}, \\
& \left.|\operatorname{Im} z| \geq \sqrt{\max \left\{0, C_{p}^{-\frac{1}{p}}|\operatorname{Re} z|^{\frac{1}{p}}-|\operatorname{Re} z|^{2}+\kappa\right\}}\right\} ;
\end{aligned}
$$

(ii) if $p<\frac{1}{2}$ or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}<1$ or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}=1$ and $\kappa>0$, the real spectrum of $T$ satisfies either

$$
\sigma(T) \cap \mathbb{R}=\emptyset \quad \text { or } \quad \sigma(T) \cap \mathbb{R} \subseteq\left[s^{-}, s^{+}\right]
$$

if $p>\frac{1}{2}$ or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}>1$ or if $p=\frac{1}{2}$ and $C_{\frac{1}{2}}=1$ and $\kappa \leq 0$, the real spectrum of $T$ satisfies either

$$
\sigma(T) \cap \mathbb{R} \subseteq\left(-\infty, r^{+}\right] \cup\left[s^{-}, s^{+}\right] \quad \text { or } \quad \sigma(T) \cap \mathbb{R} \subseteq\left(-\infty, s^{+}\right],
$$

where $\infty<r^{+}<s^{-} \leq s^{+} \leq 0$ depend on $p, C_{p}, \kappa_{0}$ and $\kappa$.
(iii) if $\kappa=0$ and $p<\frac{1}{2}$, then

$$
\begin{aligned}
& \sigma(T) \cap \mathbb{R}=\emptyset \quad \text { if }\left(C_{p}^{2}\right)^{\frac{1}{1-2 p}}<\kappa_{0}, \\
& \left.\sigma(T) \cap \mathbb{R} \subseteq\left[-C_{p} t_{0}^{p}-\sqrt{C_{p}^{p} t_{0}^{2 p}-t_{0}},-C_{p} \kappa_{0}^{p}+\sqrt{C_{p}^{2} \kappa_{0}^{2 p}-\kappa_{0}}\right)\right] \\
& \quad \text { if }\left(C_{p}^{2}\right)^{\frac{1}{1-2 p}} \geq \kappa_{0},
\end{aligned}
$$

where $t_{0}:=\max \left\{\left(4 C_{p}^{2} p(1-p)\right)^{-\frac{1}{2 p-1},} \kappa_{0}\right\}$;
(iv) if $\kappa=0$ and $p=\frac{1}{2}$, then

$$
\begin{array}{ll}
\sigma(T) \cap \mathbb{R}=\emptyset & \text { if } C_{\frac{1}{2}}<1 \text { and } \kappa_{0}>0, \\
\sigma(T) \cap \mathbb{R} \subseteq\{0\} & \text { if } C_{\frac{1}{2}}<1 \text { and } \kappa_{0}=0, \\
\sigma(T) \cap \mathbb{R} \subseteq\left(-\infty,-\left(C_{\frac{1}{2}}-\sqrt{C_{\frac{1}{2}}^{2}-1}\right) \kappa_{0}^{\frac{1}{2}}\right] & \text { if } C_{\frac{1}{2}} \geq 1 ;
\end{array}
$$

(v) if $\kappa=0$ and $p>\frac{1}{2}$, then

$$
\begin{array}{ll}
\sigma(T) \cap \mathbb{R} \subseteq\left(-\infty,-C_{p} t_{0}^{p}+\sqrt{C_{p}^{2} t_{0}^{2 p}-t_{0}}\right] & \text { if } \kappa_{0}>0, \\
\sigma(T) \cap \mathbb{R} \subseteq\left(-\infty,-C_{p} t_{0}^{p}+\sqrt{C_{p}^{2} t_{0}^{2 p}-t_{0}}\right] \cup\{0\} & \text { if } \kappa_{0}=0,
\end{array}
$$

where $t_{0}:=\max \left\{\left(4 C_{p}^{2} p(1-p)\right)^{-\frac{1}{2 p-1}}, \kappa_{0}\right\}$.


Figure 7.2. Enclosures for $\sigma(T) \backslash \mathbb{R}$ in Theorem 7.1 (i) (blue) and for $\sigma(T) \cap \mathbb{R}$ in Theorem 7.1 (ii)-(v) (red in (a), (c), empty in (b)).

Proof of Theorem 7.1. Clearly, $\mathbf{t}$ is holomorphic. For arbitrary $\varepsilon>0$, applying Young's inequality to (7.1), we obtain

$$
\begin{aligned}
\mathbf{a}[f] & \leq\left(\frac{\varepsilon}{p}\right)^{p}\left(\left(\mathbf{t}_{0}-\kappa\right)[f]\right)^{p}\left(\frac{p}{\varepsilon}\right)^{p} C_{p}\left(\|f\|^{2}\right)^{1-p} \\
& \leq \varepsilon\left(\left(\mathbf{t}_{0}-\kappa\right)[f]\right)+(1-p)\left(\frac{p}{\varepsilon}\right)^{\frac{p}{1-p}} C_{p}^{\frac{1}{1-p}}\|f\|^{2}
\end{aligned}
$$

for all $f \in \operatorname{dom} \mathbf{t}_{0}$, i.e. $\mathbf{a}$ is $\mathbf{t}_{0}$-bounded with relative bound 0 . Hence, for each $\lambda \in \mathbb{C}$, the form $\mathbf{t}(\lambda)$ is densely defined, sectorial and closed, see e.g. [15, Thm. VI.1.33]. This shows that $\mathbf{t}$ is a holomorphic family of type (a). Since all enclosing sets in Theorem 7.1 are closed and

$$
\sigma(T) \subseteq W_{\Psi}(T)=W_{\Psi}(\mathbf{t})=\overline{W(\mathbf{t})}
$$

by Theorem 3.3 with $k=2$ and $\mu \in \mathbb{C}$ arbitrary, it suffices to show that $W(\mathbf{t}) \backslash \mathbb{R}$ and $W(\mathbf{t}) \cap \mathbb{R}$ satisfy the claimed enclosures.

Let $\lambda_{0} \in W(\mathbf{t})$, i.e. there exists $f \in \operatorname{dom} \mathbf{t}_{0},\|f\|=1$, with $\mathbf{t}\left(\lambda_{0}\right)[f]=0$. Taking real and imaginary part in this equation, we conclude that

$$
\begin{array}{r}
\mathbf{t}_{0}[f]+2 \operatorname{Re} \lambda_{0} \mathbf{a}[f]+\left(\operatorname{Re} \lambda_{0}\right)^{2}-\left(\operatorname{Im} \lambda_{0}\right)^{2}=0, \\
2 \operatorname{Im} \lambda_{0} \mathbf{a}[f]+2 \operatorname{Re} \lambda_{0} \operatorname{Im} \lambda_{0}=0 . \tag{7.3}
\end{array}
$$

First assume that $\lambda_{0} \in W(\mathbf{t}) \backslash \mathbb{R}$. Then $\mathbf{a}[f]^{2}-\mathbf{t}_{0}[f]<0$. Dividing (7.3) by $2 \operatorname{Im} \lambda_{0}(\neq 0)$ and inserting this into (7.2), we find

$$
\begin{aligned}
& \operatorname{Re} \lambda_{0}=-\mathbf{a}[f] \leq-\alpha_{0} \leq 0 \\
& \left|\lambda_{0}\right|^{2}=\left(\operatorname{Im} \lambda_{0}\right)^{2}+\left(\operatorname{Re} \lambda_{0}\right)^{2}=\mathbf{t}_{0}[f] \geq \kappa_{0}
\end{aligned}
$$

Using these relations and assumption (7.1), we can further estimate

$$
\left(\operatorname{Im} \lambda_{0}\right)^{2}=\mathbf{t}_{0}[f]-\left|\operatorname{Re} \lambda_{0}\right|^{2} \geq \max \left\{0, C_{p}^{-\frac{1}{p}}\left|\operatorname{Re} \lambda_{0}\right|^{\frac{1}{p}}-\left|\operatorname{Re} \lambda_{0}\right|^{2}+\kappa\right\},
$$

and hence $\lambda_{0} \in W(\mathbf{t}) \backslash \mathbb{R}$ satisfies all three claimed inequalities in (i).

Now assume that $\lambda_{0} \in W(\mathbf{t}) \cap \mathbb{R}$. Then $\mathbf{a}[f]^{2}-\mathbf{t}_{0}[f] \geq 0$ and thus, in particular, $\mathbf{a}[f] \geq \max \left\{\alpha_{0}, \sqrt{\kappa_{0}}\right\}$. Moreover, since $\operatorname{Im} \lambda_{0}=0$, equality (7.3) trivially holds and (7.2) implies $\lambda_{0}=-\mathbf{a}[f] \pm \sqrt{\mathbf{a}[f]^{2}-\mathbf{t}_{0}[f]} \leq 0$ because $\mathbf{t}_{0} \geq 0$. This, together with $\mathbf{a} \geq \alpha_{0}$ and assumption (7.1), yields that

$$
\begin{equation*}
\max \left\{\alpha_{0}^{2}, \kappa_{0}\right\} \leq \max \left\{\alpha_{0}^{2}, \mathbf{t}_{0}[f]\right\} \leq \mathbf{a}[f]^{2} \leq C_{p}^{2}\left(\left(\mathbf{t}_{0}-\kappa\right)[f]\right)^{2 p} . \tag{7.4}
\end{equation*}
$$

If we define

$$
d(x):=C_{p}^{-\frac{1}{p}} x^{\frac{1}{2 p}}-x+\kappa, \quad x \in[0, \infty), \quad D_{\leq 0}:=\left\{x \in\left[\kappa_{0}, \infty\right): d(x) \leq 0\right\},
$$

then it is easy to see that

$$
\begin{equation*}
\mathbf{t}_{0}[f] \in D_{\leq 0}, \quad \lambda_{0}=-\mathbf{a}[f] \pm \sqrt{\mathbf{a}[f]^{2}-\mathbf{t}_{0}[f]} ; \tag{7.5}
\end{equation*}
$$

in particular, $D_{\leq 0}=\emptyset$ implies $W(\mathbf{t}) \cap \mathbb{R}=\emptyset$. An elementary analysis shows that $d$ has either no zero, one simple zero or two (possibly coinciding) zeros on $[0, \infty)$, which we denote by $x_{+}$and $x_{-} \leq x_{+}$, respectively, if they exist. Then

$$
\begin{align*}
& p<\frac{1}{2} \text { or } p=\frac{1}{2}, C_{\frac{1}{2}}<1 \text { or } p=\frac{1}{2}, C_{\frac{1}{2}}=1, \kappa>0  \tag{7.6}\\
& \quad \Longrightarrow D_{\leq 0}=\emptyset \text { or } D_{\leq 0} \text { is bounded, } D_{\leq 0}=\left[\kappa_{0}, x_{+}\right] \text {or } D_{\leq 0}=\left[x_{-}, x_{+}\right], \\
& p>\frac{1}{2} \text { or } p=\frac{1}{2}, C_{\frac{1}{2}}>1 \text { or } p=\frac{1}{2}, C_{\frac{1}{2}}=1, \kappa \leq 0  \tag{7.7}\\
& \Longrightarrow D_{\leq 0} \neq \emptyset \text { is unbounded, } D_{\leq 0}=\left[\kappa_{0}, \infty\right) \text { or } D_{\leq 0}=\left[x_{+}, \infty\right) \\
& \text { or } D_{\leq 0}=\left[\kappa_{0}, x_{-}\right] \cup\left[x_{+}, \infty\right) .
\end{align*}
$$

Which case prevails for fixed $p \in[0,1)$ can be characterised by means of inequalities involving the constants $\kappa_{0}, \kappa$ and $C_{p}$. For estimating $\lambda_{0}$ in (7.5) while respecting the restrictions in (7.4), we consider the functions

$$
f_{ \pm}(s, t):=-s \pm \sqrt{s^{2}-t}, \quad s \in\left[\alpha_{0}, \infty\right), t \in\left[\kappa_{0}, \infty\right), t \leq s^{2} \leq C_{p}^{2}(t-\kappa)^{2 p}
$$

It is easy to check that $f_{+}$is monotonically increasing in $s$ and monotonically decreasing in $t$, while $f_{-}$is monotonically decreasing in $s$ and monotonically increasing in $t$ and hence, since $s \leq C_{p}(t-\kappa)^{p}$,

$$
\begin{align*}
& f_{+}(s, t) \leq f_{+}\left(C_{p}(t-\kappa)^{p}, t\right)=: g_{+}(t), \\
& f_{-}(s, t) \geq f_{-}\left(C_{p}(t-\kappa)^{p}, t\right)=: g_{-}(t) . \tag{7.8}
\end{align*}
$$

We distinguish the two qualitatively different cases (7.6) and (7.7) and use (7.4), (7.5) and (7.8) to obtain enclosures for $W(\mathbf{t}) \cap \mathbb{R}$.
If (7.6) holds, then there are the following two possibilities:
(1) If $d$ has no zeros on $[0, \infty)$ or if $d$ has at least one zero and $x_{+}<\kappa_{0}$, then $D_{\leq 0}=\emptyset$ and thus

$$
W(\mathbf{t}) \cap \mathbb{R}=\emptyset
$$

(2) If $d$ has at least one zero $x_{+}$and $x_{+} \geq \kappa_{0}$, then $D_{\leq 0}$ is one bounded interval and

$$
W(\mathbf{t}) \cap \mathbb{R} \subseteq\left[s^{-}, s^{+}\right], \quad s^{-}:=\min _{t \in D_{\leq 0}} g_{-}(t), \quad s^{+}:=\max _{t \in D_{\leq 0}} g_{+}(t)
$$

here if $d$ has only one zero $x_{+}$or if $d$ has two zeros $x_{ \pm}$and $x_{-}<\kappa_{0}$, then $D_{\leq 0}=\left[\kappa_{0}, x_{+}\right]$and if $d$ has two zeros and $x_{-} \geq \kappa_{0}$, then $D_{\leq 0}=\left[x_{-}, x_{+}\right]$.
If (7.7) holds, there are the following two possibilities:
(3) If $d$ has two zeros $x_{ \pm}$on $[0, \infty)$ and $x_{-} \geq \kappa_{0}$, then $D_{\leq 0}=\left[\kappa_{0}, x_{-}\right] \cup\left[x_{+}, \infty\right)$ and we obtain

$$
\begin{gathered}
W(\mathbf{t}) \cap \mathbb{R} \subseteq\left(-\infty, r^{+}\right] \cup\left[s^{-}, s^{+}\right], \\
r^{+}:=\max _{t \in\left[x_{+}, \infty\right)} g_{+}(t), s^{+}:=\max _{t \in\left[\kappa_{0}, x_{-}\right]} g_{+}(t), \\
\\
s^{-}:=\min _{t \in\left[\kappa_{0}, x_{-}\right]} g_{-}(t) ;
\end{gathered}
$$

here $g_{+}$attains a maximum on $\left[x_{+}, \infty\right)$ since $g_{+}(t)$ tends to $-\infty$ as $t \rightarrow \infty$, and analogously in the next case.
(4) If $d$ has either at most one zero $x_{+}$or two zeros $x_{ \pm}$on $[0, \infty)$ and $x_{-}<\kappa_{0}$, then $D_{\leq 0}=\left[\max \left\{\kappa_{0}, x_{+}\right\}, \infty\right)$ and we conclude that

$$
W(\mathbf{t}) \cap \mathbb{R} \subseteq\left(-\infty, s^{+}\right], \quad s^{+}:=\max _{t \in\left[\max \left\{\kappa_{0}, x_{+}\right\}, \infty\right)} g_{+}(t)
$$

This proves claim (ii).
Claim (iv) for $\kappa=0$ and $p=\frac{1}{2}$ follows from cases (1), (2) and (4) above if we note that then $d(x)=\left(C_{1}^{-2}-1\right) x, x \in[0, \infty)$, is either identically zero or has the only zero $x_{+}=0$ and $^{2}$, for case (4), $g_{+}(t)=-t^{\frac{1}{2}}\left(C_{\frac{1}{2}}+\sqrt{C_{\frac{1}{2}}^{2}-1}\right)$ is montonically decreasing so that $s^{+}=g_{+}\left(\kappa_{0}\right)$.

Finally, if $\kappa=0$ and $p \neq \frac{1}{2}$, the function $d$ has the two zeros $x_{-}=0$ and $x_{+}=\left(C_{p}^{2}\right)^{\frac{1}{1-2 p}}$ on $[0, \infty)$, and the respective bounds $r^{+}, s^{ \pm}$above can be determined explicitly to deduce claims (iii) and (v). More precisely, claim (iii) follows from cases (1) and (2) if we note that, in (2), $D_{\leq 0}=\left[\kappa_{0}, x_{+}\right], g_{+}$ is monotonically decreasing on $\left[0, x_{+}\right]$and $g_{-}$attains its minimum on $\left[0, x_{+}\right]$ at $t=\left(4 C_{p}^{2} p(1-p)\right)^{-\frac{1}{2 p-1}}$. Claim (v) follows from cases (4) if $\kappa_{0}>0$ and (3) if $\kappa_{0}=0$; note that, for $\kappa=0$, case (3) where $p>1 / 2$ can only occur if $\kappa_{0}=0$. In both cases, we use that $g_{+}$attains its maximum on $\left[x_{+}, \infty\right)$ at $t=\left(4 C_{p}^{2} p(1-p)\right)^{-\frac{1}{2 p-1}}$.

Remark 7.2. If (7.1) holds with $\kappa \leq \kappa_{0}$ and $p \in[0,1)$, then it holds for every $q \in(p, 1)$ with $\kappa_{1} \leq \kappa$ such that $\kappa_{1}<\kappa_{0}$.

Indeed, then $\mathbf{t}_{0}-\kappa \leq \mathbf{t}_{0}-\kappa_{1}$ and $\mathbf{t}_{0}-\kappa_{1} \geq \kappa_{0}-\kappa_{1}>0$ which implies that $\left(\|f\|^{2}\right)^{q-p} \leq\left(\kappa_{0}-\kappa_{1}\right)^{p-q}\left(\left(\mathbf{t}_{0}-\kappa_{1}\right)[f]\right)^{q-p}, f \in \operatorname{dom} \mathbf{t}_{0}$. Hence (7.1) holds with $q, \kappa_{1}$ and $C_{q}=C_{p}\left(\kappa_{0}-\kappa_{1}\right)^{p-q}$.

Remark 7.3. As a special case of Theorem 7.1 we obtain the enclosure for the non-real spectrum proved in [13, Thm. 3.2, Part 5] (where the damping was only assumed to be accretive) and we considerably improve the enclosure for
the real spectrum therein since we obtain that the latter is, in fact, empty. The assumption in [13, Thm. 3.2, Part 5] is that

$$
\begin{equation*}
\nu:=\sup _{f \in \operatorname{dom} \mathbf{t}_{0} \backslash\{0\}} \frac{2 \mathbf{a}[f]}{\mathbf{t}_{0}[f]^{1 / 2}\|f\|} \in(0,2) . \tag{7.9}
\end{equation*}
$$

The parameters $a_{0}, \beta$ and $\nu$ in [13, (5) and p. 83] correspond to the following special choices in Theorem 7.1 and assumption (7.1):

$$
p=\frac{1}{2}, \quad C_{\frac{1}{2}}=\frac{\nu}{2}, \quad \kappa=0, \quad \kappa_{0}=a_{0}^{2}>0, \quad \alpha_{0}=\frac{\beta}{2} .
$$

Under the assumption (7.9) made in [13, Thm. 3.2, Part 5], Theorem 7.1 (i) yields the spectral enclosure

$$
\sigma(T) \backslash \mathbb{R} \subseteq\left\{z \in \mathbb{C}: \operatorname{Re} z \leq-\frac{\beta}{2},|z| \geq a_{0},|\operatorname{Im} z| \geq \sqrt{\frac{4}{\nu^{2}}-1}|\operatorname{Re} z|\right\}
$$

This enclosure is the same as in [13, Thm. 3.2, Part 5]. However, since $\nu<2$ is equivalent to $C_{\frac{1}{2}}<1$, the enclosure $\sigma(T) \cap \mathbb{R} \subseteq\left(-\infty,-\frac{a_{0}}{\nu}-\frac{4 a_{0}}{\nu^{3}}\right]$ in $[13$, Thm. 3.2, Part 5] is considerably improved by Theorem 7.1 (iv) to

$$
\sigma(T) \cap \mathbb{R}=\emptyset
$$

Remark 7.4. In the second case in Theorem 7.1 (ii), i.e. if $p>\frac{1}{2}$ or $p=\frac{1}{2}$, $C_{\frac{1}{2}}>1$ or $p=\frac{1}{2}, C_{\frac{1}{2}}=1, \kappa \leq 0$, the set $W(\mathbf{t}) \cap(-\infty, 0]$ used to enclose the spectrum can, indeed, be unbounded if so is $\mathbf{t}_{0}$.

In fact, if $W\left(\mathbf{t}_{0}\right)=\left[\kappa_{0}, \infty\right)$, we can choose $\mathbf{a}=C_{p}\left(\mathbf{t}_{0}-\kappa\right)^{p}$. Then there exist $f_{n} \in \operatorname{dom} \mathbf{t}_{0},\left\|f_{n}\right\|=1$, with $\mathbf{t}_{0}\left[f_{n}\right] \geq n$ for $n \in \mathbb{N}$. The conditions on $p, C_{p}$ and $\kappa$ ensure, comp. (7.7), that $C_{p}^{2}\left(\mathbf{t}_{0}\left[f_{n}\right]-\kappa\right)^{2 p}-\mathbf{t}_{0}\left[f_{n}\right] \geq 0$ for sufficiently large $n \in \mathbb{N}$ and thus
$W(\mathbf{t}) \cap(-\infty, 0] \ni \lambda_{0}=-\mathbf{t}_{0}\left[f_{n}\right]^{p}-\sqrt{\mathbf{t}_{0}\left[f_{n}\right]^{2 p}-\mathbf{t}_{0}\left[f_{n}\right]} \leq-\mathbf{t}_{0}\left[f_{n}\right]^{p} \leq-n^{p} \rightarrow-\infty$,
and hence $\inf (W(\mathbf{t}) \cap(-\infty, 0])=-\infty$.
In the next example we apply Theorem 7.1 to linearly damped wave equations with possibly unbounded and/or singular damping.
Example 7.5. Let $\mathcal{H}=L^{2}\left(\mathbb{R}^{d}\right)$ with $d \geq 3$ and $a, q \in L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right), a \neq 0$ and $a, q \geq 0$ almost everywhere. If dom $a^{\frac{1}{2}}$ and dom $q^{\frac{1}{2}}$ denote the maximal domains of the multiplication operators $a^{\frac{1}{2}}$ and $q^{\frac{1}{2}}$ in $L^{2}\left(\mathbb{R}^{d}\right)$, respectively, we define the quadratic forms a and $\mathbf{t}_{0}$ in $L^{2}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{array}{rlrl}
\mathbf{a}[f] & :=\int_{\mathbb{R}^{d}} a|f|^{2} \mathrm{~d} x, & \operatorname{dom} \mathbf{a}:=\operatorname{dom} a^{\frac{1}{2}}, \\
\mathbf{t}_{0}[f]:=\int_{\mathbb{R}^{d}}|\nabla f|^{2} \mathrm{~d} x+\int_{\mathbb{R}^{d}} q|f|^{2} \mathrm{~d} x, & \operatorname{dom} \mathbf{t}_{0}:=H^{1}\left(\mathbb{R}^{d}\right) \cap \operatorname{dom} q^{\frac{1}{2}} .
\end{array}
$$

Suppose that, for almost all $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
a(x) \leq \sum_{j=1}^{n}\left|x-x_{j}\right|^{-t}+u(x)+v(x), \quad v(x) \leq c_{1} q(x)^{r}+c_{2}, \tag{7.10}
\end{equation*}
$$

where $u \in L^{s}\left(\mathbb{R}^{d}\right)$ with $s>d / 2, v \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right), t \in[0,2), n \in \mathbb{N}_{0}, x_{j} \in \mathbb{R}^{d}$ for $j=1, \ldots, n, c_{1}, c_{2} \geq 0$ and $r \in[0,1)$. Then $\mathbf{a}, \mathbf{t}_{0}$ are closed, $\mathbf{a}, \mathbf{t}_{0} \geq 0$ and, without further assumptions, we only know that $\alpha_{0} \geq 0, \kappa_{0} \geq 0$ in Theorem 7.1. In order to verify (7.1), let $f \in \operatorname{dom} \mathbf{t}_{0}$ with $\|f\|=1$. By Hölder's and Hardy's inequality, for $1 \leq j \leq n$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|x-x_{j}\right|^{-t}|f|^{2} \mathrm{~d} x \leq\left(\int_{\mathbb{R}^{d}}\left|x-x_{j}\right|^{-2}|f|^{2} \mathrm{~d} x\right)^{\frac{t}{2}} \leq \frac{2^{t}}{(d-2)^{t}}\|\nabla f\|^{t} \tag{7.11}
\end{equation*}
$$

Moreover, by Gagliardo-Nirenberg-Sobolev's inequality, there exists a constant $G_{d}>0$ depending only on the dimension $d$ such that

$$
\|f\|_{L^{2^{*}}\left(\mathbb{R}^{d}\right)} \leq G_{d}\|\nabla f\|, \quad f \in H^{1}\left(\mathbb{R}^{d}\right), \quad 2^{*}:=\frac{2 d}{d-2},
$$

where $2^{*}>2$ is the critical Sobolev exponent for the embedding $H^{1}\left(\mathbb{R}^{d}\right) \hookrightarrow$ $L^{2^{*}}\left(\mathbb{R}^{d}\right)$. Since $d / s \in(0,2)$, we can use Hölder's inequality with three terms to estimate

$$
\int_{\mathbb{R}^{d}} u|f|^{2} \mathrm{~d} x \leq\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)}\left(\int_{\mathbb{R}^{d}}|f|^{\frac{d}{s} \frac{2 s}{d-2}} \mathrm{~d} x\right)^{\frac{d-2}{2 s}}\left(\int_{\mathbb{R}^{d}}|f|^{\left(2-\frac{d}{s}\right) \frac{2 s}{2 s-d}} \mathrm{~d} x\right)^{\frac{2 s-d}{2 s}}
$$

This inequality, together with the relations

$$
\frac{d}{s} \frac{2 s}{d-2}=2^{*}, \quad \frac{d-2}{2 s}=\frac{d}{2^{*} s}, \quad\left(2-\frac{d}{s}\right) \frac{2 s}{2 s-d}=2
$$

and $\|f\|=1$, yields that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} u|f|^{2} \mathrm{~d} x \leq\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)}\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{\frac{d}{s}} \leq\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)} G_{d}^{\frac{d}{s}}\|\nabla f\|^{\frac{d}{s}} \tag{7.12}
\end{equation*}
$$

Next the bound on $v$ in (7.10) with $r \in[0,1)$, Hölder's inequality with $1 / r \in(1, \infty], 1 /(1-r) \in[1, \infty)$ and $\|f\|=1$ give

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} v|f|^{2} \mathrm{~d} x \leq c_{1} \int_{\mathbb{R}^{d}} q^{r}|f|^{2} \mathrm{~d} x+c_{2} \leq c_{1}\left(\int_{\mathbb{R}^{d}} q|f|^{2} \mathrm{~d} x\right)^{r}+c_{2} \tag{7.13}
\end{equation*}
$$

Combining the inequalities (7.11), (7.12) and (7.13), we arrive at

$$
\begin{align*}
\mathbf{a}[f] & \leq \frac{n 2^{t}}{(d-2)^{t}}\|\nabla f\|^{t}+\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)} G_{d}^{\frac{d}{s}}\|\nabla f\|^{\frac{d}{s}}+c_{1}\left(\int_{\mathbb{R}^{d}} q|f|^{2} \mathrm{~d} x\right)^{r}+c_{2} \\
& =\alpha_{1}\left(\|\nabla f\|^{2}\right)^{\frac{t}{2}}+\alpha_{2}\left(\|\nabla f\|^{2}\right)^{\frac{d}{2 s}}+\alpha_{3}\left(\int_{\mathbb{R}^{d}} q|f|^{2} \mathrm{~d} x\right)^{r}+\alpha_{4} . \tag{7.14}
\end{align*}
$$

In order to further bound (7.14), we estimate $\alpha_{1} x_{1}^{p_{1}}+\alpha_{2} x_{2}^{p_{2}}+\alpha_{3} x_{3}^{p_{3}}+\alpha_{4}$ with $x_{i} \geq 0, p_{i} \in[0,1), i=1,2,3$, and $\alpha_{i} \geq 0, i=1,2,3,4 ;$ note that $x_{1}=x_{2}=$ $\|\nabla f\|^{2}$ in (7.14). If we set $p:=\max \left\{p_{1}, p_{2}, p_{3}\right\}$ and maximise $\delta(x):=x^{p_{i}}-x^{p}$, $x \in[0,1], i=1,2,3$, we find that

$$
x_{i}^{p_{i}} \leq x_{i}^{p}+\delta_{i}, \quad \delta_{i}:=\left\{\begin{array}{cl}
0 & \text { if } p_{i}=p,  \tag{7.15}\\
\frac{p-p_{i}}{p}\left(\frac{p_{i}}{p}\right)^{\frac{p_{i}}{p-p_{i}}} & \text { if } p_{i}<p,
\end{array} \quad i=1,2,3 .\right.
$$

If $\max \left\{\alpha_{1}, \alpha_{2}, \alpha_{3}\right\} \neq 0$, then

$$
\begin{equation*}
\gamma_{p}:=\alpha_{1}\left(1+\delta_{1}\right)+\alpha_{2}\left(1+\delta_{2}\right)+\alpha_{3}\left(1+\delta_{3}\right)+\alpha_{4} \neq 0 . \tag{7.16}
\end{equation*}
$$

If we use (7.15), the concavity of $x \mapsto x^{p}$ on $[0, \infty)$ and $x_{1}=x_{2}$, we obtain

$$
\begin{aligned}
& \alpha_{1} x_{1}^{p_{1}}+\alpha_{2} x_{2}^{p_{2}}+\alpha_{3} x_{3}^{p_{3}}+\alpha_{4} \leq \alpha_{1}\left(x_{1}^{p}+\delta_{1}\right)+\alpha_{2}\left(x_{2}^{p}+\delta_{2}\right)+\alpha_{3}\left(x_{3}^{p}+\delta_{3}\right)+\alpha_{4} \\
& =\gamma_{p}\left(\frac{\alpha_{1}}{\gamma_{p}} x_{1}^{p}+\frac{\alpha_{2}}{\gamma_{p}} x_{2}^{p}+\frac{\alpha_{3}}{\gamma_{p}} x_{3}^{p}+\frac{\alpha_{1} \delta_{1}+\alpha_{2} \delta_{2}+\alpha_{3} \delta_{3}+\alpha_{4}}{\gamma_{p}}\right) \\
& \leq \gamma_{p}\left(\frac{\alpha_{1}}{\gamma_{p}} x_{1}+\frac{\alpha_{2}}{\gamma_{p}} x_{2}+\frac{\alpha_{3}}{\gamma_{p}} x_{3}+\frac{\alpha_{1} \delta_{1}+\alpha_{2} \delta_{2}+\alpha_{3} \delta_{3}+\alpha_{4}}{\gamma_{p}}\right)^{p} \\
& \left.=\gamma_{p}^{1-p}\left(\alpha_{1}+\alpha_{2}\right) x_{1}+\alpha_{3} x_{3}+\alpha_{1} \delta_{1}+\alpha_{2} \delta_{2}+\alpha_{3} \delta_{3}+\alpha_{4}\right)^{p} \\
& \leq \gamma_{p}^{1-p} \max \left\{\alpha_{1}+\alpha_{2}, \alpha_{3}\right\}^{p}\left(x_{1}+x_{3}+\frac{\alpha_{1} \delta_{1}+\alpha_{2} \delta_{2}+\alpha_{3} \delta_{3}+\alpha_{4}}{\max \left\{\alpha_{1}+\alpha_{2}, \alpha_{3}\right\}}\right)^{p} .
\end{aligned}
$$

If $\max \left\{n,\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)}, c_{1}\right\} \neq 0$, we can apply this estimate to (7.14) with $p_{1}=$ $t / 2, p_{2}=d /(2 s), p_{3}=r, \delta_{i}, i=1,2,3$, as in (7.15) to obtain that dom $\mathbf{t}_{0} \subseteq$ dom a and assumption (7.1) holds with the parameters

$$
\begin{align*}
& p=\max \left\{\frac{t}{2}, \frac{d}{2 s}, r\right\}, \quad C_{p}=\gamma_{p}^{1-p} \max \left\{\frac{n 2^{t}}{(d-2)^{t}}+\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)} G_{d}^{\frac{d}{s}}, c_{1}\right\}^{p}, \\
& \kappa=-\frac{n 2^{t} \delta_{1}+(d-2)^{t}\left(\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)} C_{*}^{\frac{d}{s}} \delta_{2}+c_{1} \delta_{3}+c_{2}\right)}{\max \left\{n 2^{t}+(d-2)^{t}\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)} G_{d}^{\frac{d}{s}}(d-2)^{t}, c_{1}\right\}} \tag{7.17}
\end{align*}
$$

where, according to (7.16),

$$
\gamma_{p}=\frac{n 2^{t}}{(d-2)^{t}}\left(1+\delta_{1}\right)+\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)} G_{d}^{\frac{d}{s}}\left(1+\delta_{2}\right)+c_{1}\left(1+\delta_{3}\right)+c_{2} .
$$

If $\max \left\{n,\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)}, c_{1}\right\}=0$, i.e. $n=0, u \equiv 0$ and $c_{1}=0$, then the damping $a=v$ is bounded, our assumption $a \neq 0$ implies $c_{2}>0$ and (7.1) trivially holds with $p=0, C_{0}=c_{2}=\|a\|_{\infty}$ and $\kappa \leq d=\kappa_{0}$ arbitrary.

The constants in (7.17) in the general case max $\left\{n,\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)}, c_{1}\right\} \neq 0$ simplify substantially if either $n=0, u \equiv 0$ or $v \equiv 0$. If e.g. two of $n, u$ or $v$ vanish, the constants $p, C_{p}$ and $\kappa$, which may be read off from (7.11), (7.12) or (7.13), are also obtained as special cases of (7.17). For instance,

$$
\begin{array}{lll}
p=\frac{t}{2}, \quad C_{\frac{t}{2}}=\frac{n 2^{t}}{(d-2)^{t}}, & \kappa=0 & \text { if } n \neq 0, u \equiv 0 \text { and } v \equiv 0, \\
p=\frac{d}{2 s}, \quad C_{\frac{d}{2 s}}=\|u\|_{L^{s}\left(\mathbb{R}^{d}\right)} G_{d}^{\frac{d}{s}}, \kappa=0 & \text { if } n=0, u \not \equiv 0 \text { and } v \equiv 0, \\
p=r, \quad C_{r}=\left(c_{1}+c_{2}\right)^{1-r} c_{1}^{r}, \quad \kappa=-\frac{c_{2}}{c_{1}} & \text { if } n=0, u \equiv 0 \text { and } v \not \equiv 0, c_{1}>0
\end{array}
$$

in (7.17) these are the 3 cases $\delta_{1}=0$ with $c_{1}=c_{2}=r=0$ and $s$ sufficiently large such that $d /(2 s)<r, \delta_{2}=0$ with $t=c_{1}=c_{2}=r=0$, and $\delta_{3}=0$ with $t=0$ and $s$ sufficiently large, respectively. The cases where only one of $n, u$ or $v$ vanishes are similar and are left to the reader.

As a special case, we consider

$$
a(x)=|x|^{k} \text { with } k \in[0,2), \quad q(x)=|x|^{2}, \quad x \in \mathbb{R}^{d}
$$

Here $\alpha_{0}=0$ and we can choose $\kappa_{0}>0$ as the ground energy of the harmonic oscillator, cf. [23, Sec. XIII.12], i.e.

$$
\kappa_{0}=\inf _{f \in \operatorname{dom} \mathbf{t}_{0}} \frac{\mathbf{t}_{0}[f]}{\|f\|^{2}}=\frac{\mathbf{t}_{0}\left[f_{0}\right]}{\left\|f_{0}\right\|^{2}}=d
$$

where $f_{0}(x)=\exp \left(-|x|^{2} / 2\right), x \in \mathbb{R}^{d}$, is the (non-normalised) ground state of the harmonic oscillator. Moreover, in this special case $a$ satisfies (7.10) with

$$
n=0, \quad t=0, \quad u \equiv 0, \quad v \equiv a, \quad r=\frac{k}{2}, \quad c_{1}=1, \quad c_{2}=0
$$

and by what was shown above, condition (7.1) holds with

$$
p=\frac{k}{2}, \quad C_{p}=1, \quad \kappa=0
$$

Hence the results in Theorem 7.1 (iii), (iv) and (v) yield that

$$
\sigma(T) \backslash \mathbb{R} \subseteq\left\{z \in \mathbb{C}: \operatorname{Re} z \leq 0,|z| \geq \sqrt{d},|\operatorname{Im} z| \geq \sqrt{\max \left\{0,|\operatorname{Re} z|^{\frac{2}{k}}-|\operatorname{Re} z|^{2}\right\}}\right\}
$$

and

$$
\sigma(T) \cap \mathbb{R} \begin{cases}=\emptyset & \text { if } k \in[0,1) \\ \subseteq(-\infty,-\sqrt{d}] & \text { if } k=1 \\ \subseteq\left(-\infty,-{\sqrt{t_{0}}}^{k}+\sqrt{t_{0}^{k}-t_{0}}\right] & \text { if } k \in(1,2)\end{cases}
$$

where in the latter case $t_{0}=\max \left\{(k(2-k))^{-\frac{1}{k-1}}, d\right\}$.
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# SCHRÖDINGER OPERATORS WITH ACCRETIVE POTENTIALS IN WEIGHTED SPACES 

BORBALA GERHAT AND PETR SIEGL


#### Abstract

We analyse Schrödinger operators with accretive potentials in weighted spaces. We find conditions on potentials and weights for which the Dirichlet realisation, introduced by generalised form methods, has non-empty resolvent set. We establish a domain and graph norm separation property, as well as sufficient conditions for the compactness and Schatten class of the resolvent. Moreover, we investigate the relation between discrete spectra and eigenfunctions of operators in standard and weighted spaces. As applications we extend results on the completeness of eigensystems of operators with accretive potentials from standard to weighted spaces and analyse operator matrices exhibiting a Schur dominance property, in particular, related to a wave equation with strong accretive damping.


## 1. Introduction

Both in classical and more recent works, the spectral properties of Schrödinger operators

$$
T=-\Delta+V
$$

in the space $L^{2}(\Omega)$ with (possibly unbounded) complex potentials $V$ on an open set $\Omega \subset \mathbb{R}^{d}$ have been studied extensively, see e.g. [29, 20, 16, 26, 44, 12, 21]. These operators arise in several applications, ranging from superconductivity [40, 2, 6], Bloch-Torrey equations [25, 3], hydrodynamics [23, 7, 5], optics with gains and losses [48, 18] to damped wave equations $[22,8,28]$ and many more.

In particular for accretive potentials, i.e. for $V: \Omega \rightarrow \mathbb{C}$ with $\operatorname{Re} V \geq 0$, which satisfy $V \in W_{\text {loc }}^{1, \infty}(\bar{\Omega})$ and

$$
\begin{equation*}
\exists \varepsilon_{\nabla} \in[0,2-\sqrt{2}), \quad \exists M_{\nabla} \geq 0, \quad|\nabla V| \leq \varepsilon_{\nabla}|V|^{\frac{3}{2}}+M_{\nabla} \quad \text { a.e. in } \Omega, \tag{1.1}
\end{equation*}
$$

it is known that the Dirichlet realisation of $-\Delta+V$ in $L^{2}(\Omega)$ is m-accretive. Moreover, the operator domain has the separation property, i.e.

$$
\operatorname{Dom}(T)=\operatorname{Dom}\left(-\Delta_{\mathrm{D}}\right) \cap \operatorname{Dom}(V),
$$

where $\operatorname{Dom}\left(-\Delta_{\mathrm{D}}\right)$ is the domain of the self-adjoint Dirichlet Laplacian in $L^{2}(\Omega)$, see (2.1), and the corresponding separation of the graph norm holds

$$
\begin{equation*}
\|T f\|^{2}+\|f\|^{2} \geq a_{\nabla}\left(\|\Delta f\|^{2}+\|V f\|^{2}+\|f\|^{2}\right), \quad f \in \operatorname{Dom}(T) \tag{1.2}
\end{equation*}
$$

with $a_{\nabla}=a_{\nabla}\left(\varepsilon_{\nabla}, M_{\nabla}\right)>0$; for details see [4, 11, 30, 27, 41] where also further extensions, e.g. for an additional magnetic field, can be found.

The separation (1.2) allows for reducing questions on the compactness and Schatten class of the resolvent of $T$ to the properties of the self-adjoint operator $-\Delta+|V|$, which can be further employed to investigate the completeness of the eigensystem

[^1]of $T$, see $[42,4,45]$. Moreover, (1.2) is also a key step in the analysis of the spectral convergence of domain truncations, see [11, 41].

In this paper we analyse $T_{w}=-\Delta+V$ with an accretive potential $V$ in the weighted space $L_{w^{2}}^{2}(\Omega)$. The considered weights $w: \Omega \rightarrow(0, \infty)$ are assumed to satisfy an admissibility condition relating the weight and potential, see Assumption 3.1 for details, which allows for (super)-exponential weights if the potential is unbounded at infinity. It is crucial to observe that, due to the possible unboundedness of $w$ and/or $w^{-1}$, the connection between the operators $T_{w}$ in $L_{w^{2}}^{2}(\Omega)$ and $T$ in $L^{2}(\Omega)$ can in general be quite loose. Equivalently, this applies to the relation between $T$ and $S=w T_{w} w^{-1}$ in $L^{2}(\Omega)$, i.e. the unitary transformation of the operator $T_{w}$ to $L^{2}(\Omega)$. On the level of differential expressions, however, the conjugation by $w$ can be viewed as "unbounded" similarity transform (which can be also interpreted as adding a complex magnetic field, see e.g. [32]) and might suggest a closer relation between $T$ and $T_{w}$.

In order to illustrate the possibly occurring non-trivial effects in the relation between $T$ and $T_{w}$, consider first the one-dimensional operator

$$
T=-\partial_{x}^{2}+|x|^{\beta}, \quad \beta \geq 2
$$

which is self-adjoint in $L^{2}(\mathbb{R})$, and the corresponding weighted operator $T_{w}$ in $L_{w^{2}}^{2}(\mathbb{R})$ with weight $w(x)=\exp (x), x \in \mathbb{R}$; see [34] for a detailed study of the unitary transform $S=w T_{w} w^{-1}$ in $L^{2}(\mathbb{R})$ of the latter. The spectra of $T$ and $T_{w}$ coincide, consist of discrete simple real eigenvalues and the corresponding eigenfunctions are complete both in $L^{2}(\mathbb{R})$ and $L_{w^{2}}^{2}(\mathbb{R})$. Nevertheless, the eigenfunctions do not form a basis of $L_{w^{2}}^{2}(\mathbb{R})$ and the norms of the corresponding spectral projections $P_{k}$ diverge at the rate

$$
\lim _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{k^{\frac{2}{2+\beta}}}=C_{\beta}>0
$$

more details, e.g. the explicit constant $C_{\beta}$ and analogous results for various potentials and weights (even of very slow growth), can be found in [34].

As a second ill-behaved example related to the advection-diffusion operator, see $[38,15,31]$, consider the one-dimensional operator $T=-\partial_{x}^{2}+V$ in $L^{2}(\mathbb{R})$ with compactly supported real-valued potential $V \in L^{\infty}(\mathbb{R} ; \mathbb{R})$ and the weights

$$
w_{\beta}(x)=\exp (\beta x), \quad \beta \in \mathbb{R}, \quad x \in \mathbb{R} .
$$

It can be readily seen that the essential spectra of $T$ and the corresponding weighted operator $T_{w_{\beta}}$ differ. Even more importantly, however, the point spectra of $T$ and $T_{w_{\beta}}$ might not coincide either, see Example 3.8 below for details.

The study of transformed operator problems as described above dates back to Whittaker [47] and Sommerfeld [43]. Among many others, it appears in the spectral analysis of the bi-stable potential in quantum mechanics [37], the hypoelliptic Laplacian studied by Bismut and Lebeau [10, Chap. 16], see also [35], the Hill operator with a two-term potential [17], the Ornstein-Uhlenbeck operator [33] or the Black-Scholes operator [9].

Our analysis is focused on fundamental properties of weighted Schrödinger operators $T_{w}$ with accretive potentials $V$ (and $-\Delta$ possibly generalised to $-\nabla \cdot(P \nabla)$ with a sectorial coefficient matrix $P$ ). We identify conditions on the coefficients $V$ and $P$ and on the weight $w$ allowing us to find a Dirichlet realisation of

$$
T_{w}=-\nabla \cdot P \nabla+V
$$

in the weighted space $L_{w^{2}}^{2}(\Omega)$ with non-empty resolvent set, see Theorem 3.2, as well as to establish the graph norm separation, see Theorem 3.12. As the key technical ingredient we employ the notion of generalised coercivity of the associated sesquilinear form introduced in [4], see also Section 2.2. In Theorem 3.4, the
boundedness of compositions of the type

$$
w_{1}(-\nabla \cdot(P \nabla)+V+1)^{-1} w_{2}
$$

is addressed. Furthermore, in Theorem 3.5, we study the compactness and Schatten class of the resolvent of $T_{w}$. The invariance of discrete spectra and eigenfunctions is discussed in Theorems 3.6 and 3.9.

As examples of applications of our results, we first investigate the completeness of eigensystems of Schrödinger operators with imaginary potentials, see Section 5.1, in particular extending the results in [4]. Next, we show how our results enter the analysis of operator matrices with non-symmetric differential entries which exhibit Schur complement dominance, see Sections 5.2 - 5.4. In particular, the last example in Section 5.4 deals with a wave equation in a weighted space subject to strong accretive damping, for which we prove the generation of a $C_{0}$-semigroup (and thereby generalise results in [22, 28, 24]).

The paper is organised as follows. In Section 2, we collect the used notation and preliminaries. The main results are presented in Section 3 and their proofs are given in Section 4. Section 5 contains examples of applications.

## 2. Notation and Preliminaries

### 2.1. Notation.

- For an open set $\Omega \subset \mathbb{R}^{d}$ and a measurable function $m: \Omega \rightarrow \mathbb{C}$, we define the corresponding multiplication operator in $L^{2}(\Omega)$ on the maximal domain

$$
\operatorname{Dom}(m):=\left\{f \in L^{2}(\Omega): m f \in L^{2}(\Omega)\right\}
$$

- The Dirichlet Laplacian $-\Delta_{\mathrm{D}}$ is defined as usual via its quadratic form, i.e.

$$
\begin{equation*}
\operatorname{Dom}\left(\Delta_{\mathrm{D}}\right):=\left\{f \in W_{0}^{1,2}(\Omega): \Delta f \in L^{2}(\Omega)\right\} \tag{2.1}
\end{equation*}
$$

- The norm and inner product in $L^{2}(\Omega)$ and $L^{2}(\Omega)^{d}$ are denoted by $\|\cdot\|,\langle\cdot, \cdot\rangle$.
- For a weight $w \in W_{\text {loc }}^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)$, we introduce

$$
\begin{aligned}
L_{w^{2}}^{2}(\Omega) & :=\left\{f: \Omega \rightarrow \mathbb{C}: f \text { is measurable and }\|f\|_{L_{w^{2}}^{2}}<\infty\right\} \\
\|f\|_{L_{w^{2}}^{2}} & :=\left(\int_{\Omega}|f|^{2} w^{2} \mathrm{~d} x\right)^{\frac{1}{2}}=\|w f\|
\end{aligned}
$$

and the related inner product is denoted by

$$
\langle f, g\rangle_{L_{w^{2}}^{2}}:=\int_{\Omega} f \bar{g} w^{2} \mathrm{~d} x=\langle w f, w g\rangle
$$

- We write

$$
\langle x\rangle:=\left(1+|x|^{2}\right)^{\frac{1}{2}}, \quad x \in \mathbb{R}^{d}
$$

- If not specified otherwise, all inequalities between measurable functions $\Omega \rightarrow \mathbb{R}$ are understood a.e. in $\Omega$.
- The essential spectra of (non-selfadjoint) operators in a Hilbert space $\mathcal{H}$ are defined as in [20, Sec. IX.1]. We shall mainly use the second definition therein

$$
\sigma_{\mathrm{e} 2}:=\left\{\lambda \in \mathbb{C}: T-\lambda \notin \mathcal{F}_{+}(\mathcal{H})\right\}
$$

Here $A \in \mathcal{F}_{+}(\mathcal{H})$ if $A$ is closed, has closed range and $\operatorname{dim} \operatorname{Ker}(A)<\infty$.

- For $\Theta \subset \mathbb{C}$, the spectrum of an operator family $\{T(\lambda): \lambda \in \Theta\}$ is defined as

$$
\sigma(T(\cdot)):=\{\lambda \in \Theta: 0 \in \sigma(T(\lambda))\}
$$

and analogously for the resolvent set and various other parts of the spectrum.

- We write $a \lesssim b$ if there exists a constant $C>0$, independent of any relevant variable or parameter, such that $a \leq C b$; the convention for $a \gtrsim b$ is analogous.
2.2. Generalised coercivity. We first recall the following generalised representation theorems from [4].

Theorem 2.1 ([4, Thm. 2.1]). Let $\mathcal{V}$ be a Hilbert space and let a be a bounded sesquilinear form on $\mathcal{V}$. Assume that there exist $\Phi_{1}, \Phi_{2} \in \mathcal{B}(\mathcal{V})$ and $m>0$ such that for all $f \in \mathcal{V}$ we have

$$
\begin{aligned}
& |\mathbf{a}(f, f)|+\left|\mathbf{a}\left(\Phi_{1} f, f\right)\right| \geq m\|f\|_{\mathcal{V}}^{2} \\
& |\mathbf{a}(f, f)|+\left|\mathbf{a}\left(f, \Phi_{2} f\right)\right| \geq m\|f\|_{\mathcal{V}}^{2}
\end{aligned}
$$

Then the corresponding bounded operator $\widehat{A}$ given by

$$
\begin{equation*}
\widehat{A} \in \mathcal{B}\left(\mathcal{V}, \mathcal{V}^{*}\right), \quad\langle\widehat{A} f, g\rangle_{\mathcal{V}^{*} \times \mathcal{V}}:=\mathbf{a}(f, g), \quad f, g \in \mathcal{V} \tag{2.2}
\end{equation*}
$$

is boundedly invertible, i.e an isomorphism between $\mathcal{V}$ and $\mathcal{V}^{*}$.
If $\mathcal{V} \subset \mathcal{H}$ is continuously embedded and dense in another Hilbert space $\mathcal{H}$, then upon the standard identification of $\mathcal{H}$ and its (anti-)dual $\mathcal{H}^{*}$, one can consider

$$
\mathcal{H} \ni f \equiv\langle f, \cdot\rangle_{\mathcal{H}} \in \mathcal{H}^{*}, \quad \mathcal{V} \subset \mathcal{H} \equiv \mathcal{H}^{*} \subset \mathcal{V}^{*}
$$

In the above Hilbert space triplet, the operator $\widehat{A}$ in (2.2) then naturally defines a maximal restriction in $\mathcal{H}$ which is formally given by

$$
\begin{equation*}
A:=\left(\operatorname{id}_{\mathcal{V}}^{*}\right)^{-1} \widehat{A} \mathrm{id}_{\mathcal{V}} \tag{2.3}
\end{equation*}
$$

Here id $\mathcal{V}$ denotes the continuous embedding $\mathcal{V} \hookrightarrow \mathcal{H}$ and its adjoint $\mathrm{id}_{\mathcal{V}}^{*}$ is the restriction operator $\mathcal{V}^{*} \supset \mathcal{H}^{*} \rightarrow \mathcal{H}^{*}$. Under additional assumptions, $T$ is boundedly invertible in $\mathcal{H}$.

Theorem 2.2 ([4, Thm. 2.2]). In addition to the Assumptions of Theorem 2.1, assume that $\mathcal{V} \subset \mathcal{H}$ is continuously embedded and dense in another Hilbert space $\mathcal{H}$ and that $\Phi_{1}, \Phi_{2}$ extend to bounded operators on $\mathcal{H}$. Then the operator $A$ in $\mathcal{H}$ defined by

$$
\begin{align*}
\operatorname{Dom}(A) & :=\left\{f \in \mathcal{V}: \exists \eta_{f} \in \mathcal{H}, \forall g \in \mathcal{V}, \mathbf{a}(f, g)=\langle\eta, g\rangle_{\mathcal{H}}\right\}  \tag{2.4}\\
A f & :=\eta_{f},
\end{align*}
$$

is boundedly invertible and its domain is dense in $\mathcal{V}$ and $\mathcal{H}$.
To obtain the results for Schrödinger operators with complex potentials $V$ in $L^{2}(\Omega)$ mentioned in the introduction, $\Phi_{1}$ and $\Phi_{2}$ can be selected as the following multiplication operators

$$
\Phi:=\Phi_{1}=\Phi_{2}=\frac{\operatorname{Im} V}{\sqrt{1+|V|^{2}}}
$$

2.3. Schur complement dominant operator matrices. We recall claims from [24] which are relevant for the applications in Sections $5.2-5.4$. They allow us to introduce operator matrices with non-empty resolvent set in the product space $\mathcal{H}:=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ of two complex Hilbert spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$.

Assumption 2.3. (i) Let $\mathcal{D}_{S}, \mathcal{D}_{2}, \mathcal{D}_{-S}$, and $\mathcal{D}_{-2}$ be complex Hilbert spaces such that the inclusions

$$
\mathcal{D}_{S} \subset \mathcal{H}_{1} \subset \mathcal{D}_{-S}, \quad \mathcal{D}_{2} \subset \mathcal{H}_{2} \subset \mathcal{D}_{-2}
$$

hold and the corresponding canonical embeddings are continuous and have dense ranges.
(ii) Suppose that the operators $A, B$ and $C$ are bounded between the spaces

$$
A \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right), \quad B \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-S}\right), \quad C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-2}\right)
$$

(iii) Let $D_{0} \in \mathcal{C}\left(\mathcal{H}_{2}\right)$ such that $\operatorname{Dom}\left(D_{0}\right) \subset \mathcal{D}_{2}$ is dense in $\mathcal{D}_{2}$ and assume that there exist an extension $D_{0} \subset D$ and $\lambda_{0} \in \rho\left(D_{0}\right)$ such that

$$
D \in \mathcal{B}\left(\mathcal{D}_{2}, \mathcal{D}_{-2}\right), \quad\left(D-\lambda_{0}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-2}, \mathcal{D}_{2}\right)
$$

Under Assumption 2.3, we define the operator matrix $\mathcal{A}$ and its first Schur complement $\left\{S(\lambda): \lambda \in \rho\left(D_{0}\right)\right\}$ as

$$
\mathcal{A}:=\left(\begin{array}{cc}
A & B  \tag{2.5}\\
C & D
\end{array}\right) \in \mathcal{B}\left(\mathcal{D}, \mathcal{D}_{-}\right), \quad S(\lambda):=A-B(D-\lambda)^{-1} C \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right)
$$

where $\mathcal{D}:=\mathcal{D}_{S} \oplus \mathcal{D}_{2}$ and $\mathcal{D}_{-}:=\mathcal{D}_{-S} \oplus \mathcal{D}_{-2}$. We point out that Assumption 2.3 (iii) implies that $D-\lambda$ is boundedly invertible for any $\lambda \in \rho\left(D_{0}\right)$, such that the above formula for the Schur complement is indeed well-defined. Finally, we define the corresponding maximal operators $\mathcal{A}_{0}:=\left.\mathcal{A}\right|_{\operatorname{Dom}\left(\mathcal{A}_{0}\right)}$ in $\mathcal{H}$ and $S_{0}(\lambda):=\left.S(\lambda)\right|_{\operatorname{Dom}\left(S_{0}(\lambda)\right)}$ in $\mathcal{H}_{1}$ on their respective domains
$\operatorname{Dom}\left(\mathcal{A}_{0}\right):=\{(f, g) \in \mathcal{D}: \mathcal{A}(f, g) \in \mathcal{H}\}, \quad \operatorname{Dom}\left(S_{0}(\lambda)\right):=\left\{f \in \mathcal{D}_{S}: S(\lambda) f \in \mathcal{H}_{1}\right\}$.
Then the spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ are related by the following theorem.
Theorem 2.4 ([24, Cor. 3.4 (ii), Cor. 3.5, Cor. 3.6, Cor. 3.7]). Let Assumption 2.3 be satisfied. Assume that, for every $\lambda \in \Sigma \subset \rho\left(D_{0}\right)$, there exists $z_{\lambda} \in \mathbb{C}$ such that

$$
\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right)
$$

Then the spectra of $\mathcal{A}_{0}$ and $S_{0}(\cdot)$ are equivalent on $\Sigma$, more precisely,

$$
\begin{aligned}
\sigma\left(\mathcal{A}_{0}\right) \cap \Sigma & =\Sigma \cap \sigma\left(S_{0}(\cdot)\right), \\
\sigma_{\mathrm{p}}\left(\mathcal{A}_{0}\right) \cap \Sigma & =\Sigma \cap \sigma_{\mathrm{p}}\left(S_{0}(\cdot)\right), \\
\sigma_{\mathrm{e} 2}\left(\mathcal{A}_{0}\right) \cap \Sigma & =\Sigma \cap \sigma_{\mathrm{e} 2}\left(S_{0}(\cdot)\right) .
\end{aligned}
$$

Moreover, if $\rho\left(S_{0}(\cdot)\right) \cap \Sigma \neq \emptyset$, then $\operatorname{Dom}\left(\mathcal{A}_{0}\right)$ is dense in both $\mathcal{D}$ and $\mathcal{H}$.

## 3. Main results

We introduce a Dirichlet realisation of the second order partial differential operator

$$
T_{w}=-\nabla \cdot(P \nabla)+V
$$

with accretive potential $V$ in the space $L_{w^{2}}^{2}(\Omega)$ with suitable weight $w: \Omega \rightarrow(0, \infty)$ and show that it has non-empty resolvent set. Employing the constructed weighted operators $T_{w}$, we discuss bounded extensions of certain compositions of the type

$$
w_{1}(T-\lambda)^{-1} w_{2}, \quad \lambda \in \rho(T)
$$

We derive sufficient conditions for the Schatten class of the resolvent, as well as for the invariance of the discrete spectra and generalised eigenfunctions of $T_{w}$ and the Dirichlet realisation $T=T_{1}$ in $L^{2}(\Omega)$. Finally, we give sufficient conditions for the domain and graph norm separation property of $T_{w}$ and thereby generalise the result (1.2) for Schrödinger operators to more general second order operators and, most importantly, to weighted spaces.

Our first main set of assumptions is written below. It lays the ground for the following theorems on the Dirichlet realisation $T_{w}$, the Schatten class of its resolvent, the invariance of spectra and eigenfunctions, as well as the boundedness of mentioned compositions.

Assumption 3.1. Let $\emptyset \neq \Omega \subset \mathbb{R}^{d}$ be open. Let the real and imaginary part of $V$ be decomposed into a regular and singular part, respectively, as follows

$$
\begin{aligned}
& \operatorname{Re} V=U_{r}+U_{s}, \\
& \operatorname{Im} V=V_{r}+V_{s},
\end{aligned} \quad U_{r}, V_{r} \in W_{\mathrm{loc}}^{1, \infty}(\bar{\Omega} ; \mathbb{R}), \quad U_{s}, V_{s} \in L_{\mathrm{loc}}^{1}(\Omega ; \mathbb{R})
$$

Moreover, let $P \in L_{\mathrm{loc}}^{1}(\Omega)^{d \times d}$ and write

$$
P_{1}:=\operatorname{Re} P=\frac{1}{2}\left(P+P^{*}\right), \quad P_{2}:=\operatorname{Im} P=\frac{1}{2 \mathrm{i}}\left(P-P^{*}\right) .
$$

Let $w \in W_{\text {loc }}^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)$and suppose that the following conditions are satisfied.
(i) Sectoriality of $P$ : Assume there exists $C_{P} \geq 0$ and a set $N_{P} \subset \Omega$ with zero measure such that for all $x \in \Omega \backslash N_{P}$ and all $\xi \in \mathbb{C}^{d}$

$$
\begin{equation*}
\left\langle P_{1}(x) \xi, \xi\right\rangle \geq 0, \quad\left|\left\langle P_{2}(x) \xi, \xi\right\rangle\right| \leq C_{P}\left\langle P_{1}(x) \xi, \xi\right\rangle \tag{3.1}
\end{equation*}
$$

(ii) Accretivity of $V$ : Let $U_{r} \geq 0$ and $U_{s} \geq 0$.
(iii) Sectoriality of $V-\mathrm{i} V_{r}$ : Let $C_{s} \geq 0$ be such that $\left|V_{s}\right| \leq C_{s} \operatorname{Re} V$.

Define the multiplier

$$
\begin{equation*}
\Phi:=\frac{V_{r}}{\sqrt{1+V_{r}^{2}+U_{r}^{2}}} \in L^{\infty}(\Omega ; \mathbb{R}) \tag{3.2}
\end{equation*}
$$

and further assume the following growth conditions on the admissible weight and the regular part of the potential.
(iv) Control of $\nabla U_{r}$ and $\nabla V_{r}$ : Suppose that for every $\varepsilon>0$ there exists $C_{\varepsilon} \geq 0$ such that

$$
\begin{gather*}
U_{r}\left|V_{r}\right| \max \left\{\left|P_{1}^{-\frac{1}{2}} P \nabla U_{r}\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla U_{r}\right|\right\} \\
\leq\left(1+V_{r}^{2}+U_{r}^{2}\right)^{\frac{3}{2}}\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right), \\
\left(1+U_{r}^{2}\right) \max \left\{\left|P_{1}^{-\frac{1}{2}} P \nabla V_{r}\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla V_{r}\right|\right\}  \tag{3.3}\\
\leq\left(1+V_{r}^{2}+U_{r}^{2}\right)^{\frac{3}{2}}\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right) .
\end{gather*}
$$

(v) Admissibility of weight $w$ : Assume there exist $\kappa_{w}, \sigma_{w}>0$ and $C_{w} \geq 0$ such that

$$
\begin{equation*}
\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right| \leq w^{2}\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right) \tag{3.4}
\end{equation*}
$$

In Theorem 3.2 below, we introduce the weighted operator $T_{w}$ using the representation theorems in Section 2.2. The latter is done via the form

$$
\begin{equation*}
\mathbf{t}_{w}(f, g):=\left\langle P \nabla f, \nabla\left(g w^{2}\right)\right\rangle+\langle w V f, w g\rangle, \quad \operatorname{Dom}\left(\mathbf{t}_{w}\right):=\mathcal{V}_{w}, \tag{3.5}
\end{equation*}
$$

where the space $\mathcal{V}_{w}$ is the closure of $C_{0}^{\infty}(\Omega)$ with respect to the norm

$$
\begin{equation*}
\|f\|_{\mathcal{V}_{w}}^{2}:=\left\|P_{1}^{\frac{1}{2}} \nabla f\right\|_{L_{w^{2}}^{2}}^{2}+\left\||V|^{\frac{1}{2}} f\right\|_{L_{w^{2}}^{2}}^{2}+\|f\|_{L_{w^{2}}^{2}}^{2} ; \tag{3.6}
\end{equation*}
$$

see Lemma 4.1 for the extension of (3.5) from $C_{0}^{\infty}(\Omega)$ to $\mathcal{V}_{w}$. In the sequel, we refer to $T_{w}$ as the Dirichlet realisation of $-\nabla \cdot(P \nabla)+V$ in $L_{w^{2}}^{2}(\Omega)$ and write $T:=T_{1}$.

Theorem 3.2 (Dirichlet realisation of $T_{w}$ ). Let Assumption 3.1 be satisfied with $\kappa_{w}, \sigma_{w}, C_{P}$ and $C_{s}$ small enough such that there exists $0<\beta<\min \left\{1 / C_{P}, 1 / C_{s}\right\}$ satisfying the inequality

$$
\begin{equation*}
\beta \kappa_{w}^{2}+\left(1-\beta C_{s}\right) \sigma_{w}^{2}<\frac{4 \beta\left(1-\beta C_{P}\right)\left(1-\beta C_{s}\right)}{(1+\beta)^{2}} \tag{3.7}
\end{equation*}
$$

Let the form $\mathbf{t}_{w}$ be as in (3.5), let $\mathcal{V}_{w}$ be as in (3.6) and let $\Phi$ be as in (3.2). Then there exists $\lambda>0$ such that Theorems 2.1 and 2.2 hold for

$$
\mathbf{a}:=\mathbf{t}_{w}+\lambda\|\cdot\|_{L_{w^{2}}^{2}}^{2}, \quad \mathcal{V}:=\mathcal{V}_{w}, \quad \Phi_{1}=\Phi_{2}:=\beta \Phi, \quad \mathcal{H}:=L_{w^{2}}^{2}(\Omega)
$$

The operator $T_{w}:=A-\lambda$ in $L_{w^{2}}^{2}(\Omega)$, where $A$ is obtained from Theorem 2.2, is closed, has non-empty resolvent set and its domain is dense both in $\mathcal{V}_{w}$ and $L_{w^{2}}^{2}(\Omega)$. Moreover, $T_{w}$ is independent of $\lambda$ with

$$
\begin{align*}
\operatorname{Dom}\left(T_{w}\right) & =\left\{f \in \mathcal{V}_{w}: \exists \eta_{f} \in L_{w^{2}}^{2}(\Omega), \forall g \in \mathcal{V}_{w}, \mathbf{t}_{w}(f, g)=\left\langle\eta_{f}, g\right\rangle_{L_{w^{2}}^{2}}\right\},  \tag{3.8}\\
T_{w} f & =\eta_{f}
\end{align*}
$$

Remark 3.3. (i) For the statement of Theorem 3.2, it is sufficient to assume that (3.3) holds with $\varepsilon \in\left(0, \varepsilon_{\text {crit }}\right)$ and $C_{\varepsilon} \geq 0$. Here the critical value $\varepsilon_{\text {crit }}>0$ depends on the remaining parameters $\kappa_{w}, \sigma_{w}, C_{w}, C_{P}$ and $C_{s}$, as well as $\beta$ in (3.7), and can be obtained from a thorough analysis of the inequalities in the proof of Lemma 4.3; see also Lemma 4.12, where the condition $\varepsilon_{V}+\varepsilon_{w}<2-\sqrt{2}$ arises in a similar way.
(ii) For sectorial potentials $V \in L_{\mathrm{loc}}^{1}(\Omega)$, i.e. in the case $U_{r}=V_{r}=0$, Assumption 3.1 (iv) is trivially satisfied.

For regular purely imaginary potentials $V=\mathrm{i} V_{r}$, the condition (iv) in Assumption 3.1 above can be substantially simplified. Indeed, it reduces to assuming that for every $\varepsilon>0$ there is $C_{\varepsilon} \geq 0$ such that

$$
\max \left\{\left|P_{1}^{-\frac{1}{2}} P \nabla V_{r}\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla V_{r}\right|\right\} \leq \varepsilon\left|V_{r}\right|^{\frac{7}{2}}+C_{\varepsilon}
$$

which improves the previously used assumption (1.1) (for $P=I_{\mathbb{C}^{d}}$ and $w=1$ ). The condition (3.7) on the weight also simplifies to

$$
\begin{equation*}
\sigma_{w}<\max _{0<\beta<1 / C_{P}} \frac{4 \beta\left(1-\beta C_{P}\right)}{(1+\beta)^{2}}=\frac{1}{1+C_{P}} \tag{3.9}
\end{equation*}
$$

In other words, in this particular case, assuming that $\sigma_{w}<1 /\left(1+C_{P}\right)$ is sufficient for condition (3.7).
Employing a suitable weighted operator, the following theorem allows us to construct bounded extensions of certain conjugations of the resolvent of the nonweighted Dirichlet realisation $T$.

Theorem 3.4 (Boundedness of compositions). Let $m_{1}, m_{2}, V: \Omega \rightarrow \mathbb{C}$ and $P$ : $\Omega \rightarrow \mathbb{C}^{d \times d}$ be measurable, let $m_{2}$ and $V$ be such that

$$
w:=\frac{(|V|+1)^{\frac{1}{2}}}{\left|m_{2}\right|} \in W_{\mathrm{loc}}^{1, \infty}\left(\bar{\Omega}, \mathbb{R}_{+}\right)
$$

is an admissible weight according to (3.4) and let the assumptions of Theorem 3.2 be satisfied with $P, V$ and $w$. Let $T$ be the Dirichlet realisation of $-\nabla \cdot(P \nabla)+V$ in $L^{2}(\Omega)$ and assume that there exists $C>0$ such that

$$
\begin{equation*}
\left|m_{1} m_{2}\right| \leq C(|V|+1) \tag{3.10}
\end{equation*}
$$

Then there exists $\lambda_{0} \in \rho(T)$ and a bounded extension

$$
m_{1}\left(T-\lambda_{0}\right)^{-1} m_{2} \subset S_{\lambda_{0}} \in \mathcal{B}\left(L^{2}(\Omega)\right)
$$

see Lemma 4.7 for the precise formula for $S_{\lambda_{0}}$.
Our next result gives a sufficient condition for the Schatten class of the resolvent of $T_{w}$. Indeed, independently of the admissible weight, it is sufficient that the embedding of the form domain of the (non-weighted) Dirichlet realisation in $L^{2}(\Omega)$ is of the respective Schatten class.

Theorem 3.5 (Schatten class of resolvent). Let the assumptions of Theorem 3.2 be satisfied, let $T_{w}$ be the Dirichlet realisation of $-\nabla \cdot(P \nabla)+V$ in $L_{w^{2}}^{2}(\Omega)$, let $\mathcal{V}_{1}$ be as in (3.6) with $w=1$ and assume that

$$
\operatorname{id}_{\mathcal{V}_{1}} \in \mathcal{S}_{2 p}\left(\mathcal{V}_{1}, L^{2}(\Omega)\right)
$$

for some $p \in(0, \infty]$. Then

$$
\left(T_{w}-\lambda\right)^{-1} \in \mathcal{S}_{p}\left(L_{w^{2}}^{2}(\Omega)\right), \quad \lambda \in \rho\left(T_{w}\right) .
$$

If both the weighted operator $T_{w}$ and the standard Dirichlet realisation $T$ have compact resolvent, their (discrete) spectra coincide and the (finite) algebraic multiplicities of their eigenvalues agree.

Theorem 3.6 (Invariance of discrete spectra). Let the assumptions of Theorem 3.2 be satisfied, let $T$ and $T_{w}$, respectively, be the Dirichlet realisations of $-\nabla \cdot(P \nabla)+$ $V$ in $L^{2}(\Omega)$ and $L_{w^{2}}^{2}(\Omega)$. Suppose in addition that both $T$ and $T_{w}$ have compact resolvent. Then their (discrete) spectra coincide and

$$
\begin{equation*}
m_{a}(T, \lambda)=m_{a}\left(T_{w}, \lambda\right), \quad \lambda \in \sigma(T)=\sigma\left(T_{w}\right) \tag{3.11}
\end{equation*}
$$

where $m_{a}(T, \lambda)$ and $m_{a}\left(T_{w}, \lambda\right)$, respectively, denote the (finite) algebraic multiplicity of an eigenvalue $\lambda$ of $T$ and $T_{w}$.

Remark 3.7. (i) The resolvent of $T$ and $T_{w}$ is compact e.g. if

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \underset{|x|>R, x \in \Omega}{\operatorname{ess} \inf }|V(x)|=\infty \tag{3.12}
\end{equation*}
$$

and $P_{1} \geq \delta_{P}>0$ a.e. in $\Omega$. This follows from Theorem 3.5 and a standard compactness argument based on Rellich's criterion, see [39, Thm. XIII.65, XIII.67], which implies that $\mathcal{V}_{1}$ is compactly embedded in $L^{2}(\Omega)$.
(ii) The invariance of a discrete eigenvalue $\lambda \in \sigma(T)$ remains valid also when the resolvents of $T$ and $T_{w}$ are not compact if we assume in addition that $\lambda$ stays separated from the rest of the spectrum of $T_{w^{\alpha}}$ for $\alpha \in(0,1]$ (see the proof of Theorem 3.6). However, a simple example below (see Example 3.8), related to an advection-diffusion operator, see $[38,15]$, shows that an eigenvalue can disappear when touched by the essential spectrum.

Example 3.8. We sketch and slightly adapt an example in [31, Sec. VII.C]. Consider the standard self-adjoint realisation of $T:=-\partial_{x}^{2}+V$ in $L^{2}(\mathbb{R})$ with $V \in L^{\infty}(\mathbb{R} ; \mathbb{R})$ supported in $[-1,1]$ and assume there exists a simple eigenvalue $0>\lambda_{0} \in \sigma_{\text {disc }}(T)$; the existence of such potential $V$ follows by well-known minmax arguments, see e.g. [39]. Note that it follows from the condition on the support of $V$ that the eigenfunction $\psi_{0}$ corresponding to $\lambda_{0}$ satisfies

$$
\psi_{0}(x)=\exp \left(-\sqrt{-\lambda_{0}}|x|\right), \quad|x|>1
$$

Consider the family of admissible weights $w_{\beta}(x)=\exp (\beta x), \beta, x \in \mathbb{R}$. We determine the essential spectrum of $T_{w_{\beta}}$ by passing to the following family of unitarily equivalent operators in $L^{2}(\mathbb{R})$

$$
S_{\beta}:=w_{\beta} T_{w_{\beta}} w_{\beta}^{-1}=-\partial_{x}^{2}+2 \beta \partial_{x}-\beta^{2}+V, \quad \operatorname{Dom}\left(S_{\beta}\right):=W^{2,2}(\mathbb{R})
$$

Then the Fourier transform and a stability argument for essential spectra yield

$$
\sigma_{\mathrm{e} i}\left(T_{w_{\beta}}\right)=\sigma_{\mathrm{e} i}\left(S_{\beta}\right)=\left\{k^{2}-2 \beta \mathrm{i} k-\beta^{2}: k \in \mathbb{R}\right\}, \quad i=1, \ldots, 4,
$$

see e.g. [20, Sec. IX] for details. Note that if $\beta^{2} \geq\left|\lambda_{0}\right|$, then $\psi_{0} \notin L_{w_{\beta}^{2}}^{2}(\mathbb{R})$. Since no other solution of $-\psi^{\prime \prime}+V \psi=\lambda_{0} \psi$ lies in $L_{w_{\beta}^{2}}^{2}(\mathbb{R})$ for $\beta^{2} \geq\left|\lambda_{0}\right|$, the eigenvalue $\lambda_{0}$ is lost when the essential spectrum of $T_{w_{\beta}}$ touches $\lambda_{0}$ (which happens for $\beta^{2}=\left|\lambda_{0}\right|$ ).

Our next result complements Theorem 3.9 on the invariance of discrete spectra. If, in addition to the assumptions of the latter, the potential satisfies the growth condition (3.12), then every generalised eigenfunction of $T$ is also a generalised eigenfunction of $T_{w}$. In particular, this provides information on the decay of the eigenfunctions of the non-weighted operator $T$. The proof is based on a slight
adaption of the Agmon type decay estimates in [30]. These can be extended also for cases without (3.12), see [30] and [41, Appendix].

Theorem 3.9 (Invariance of generalised eigenfunctions). Let the Assumptions of Theorem 3.6 be satisfied and suppose in addition that $V$ satisfies (3.12). If $\lambda \in \sigma(T)$ and $k \in \mathbb{N}$, then

$$
\begin{equation*}
\psi \in \operatorname{ker}(T-\lambda)^{k} \quad \Longrightarrow \quad \psi \in \operatorname{ker}\left(T_{w}-\lambda\right)^{k} \tag{3.13}
\end{equation*}
$$

In particular, all generalised eigenfunctions of $T$ lie in $L_{w^{2}}^{2}(\Omega)$.
Our last result on the domain and graph norm separation of the weighted operators $T_{w}$ requires the following additional set of assumptions.

Assumption 3.10. Let Assumption 3.1 hold. In addition, assume the following.
(i) Combined accretivity of $V$ and $P$ : Suppose there exists a set $N_{V} \subset \Omega$ with zero measure such that for all $x \in \Omega \backslash N_{V}$ and all $\xi \in \mathbb{C}^{d}$

$$
\begin{equation*}
\operatorname{Re}\left\langle e^{-\mathrm{i} \arg V(x)} P(x) \xi, \xi\right\rangle \geq 0 \tag{3.14}
\end{equation*}
$$

(ii) Control of $\nabla V$ : Let $V \in W_{\text {loc }}^{1, \infty}(\bar{\Omega})$ and assume that there exist $\varepsilon_{V}>0$ and $C_{V} \geq 0$ such that

$$
\begin{equation*}
\max \left\{\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla V\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\right| V| |\right\} \leq \varepsilon_{V}|V|^{\frac{3}{2}}+C_{V} \tag{3.15}
\end{equation*}
$$

(iii) Admissibility of the weight $w$ : Assume there exist $\varepsilon_{w}>0$ and $C_{w} \geq 0$ with

$$
\begin{equation*}
\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right| \leq w^{2}\left(\varepsilon_{w}|V|^{\frac{1}{2}}+C_{w}\right) . \tag{3.16}
\end{equation*}
$$

Remark 3.11. If (3.16) is satisfied, then (3.4) holds with $\sigma_{w}=\kappa_{w}=\varepsilon_{w}$. Moreover, if $P=P^{*}$, then assumption (3.15) implies that (with $U_{r}=\operatorname{Re} V$ and $V_{r}=\operatorname{Im} V$ )

$$
\begin{aligned}
U_{r}\left|V_{r}\right|\left|P^{\frac{1}{2}} \nabla U_{r}\right| & \leq\left(1+U_{r}^{2}+V_{r}^{2}\right)^{\frac{3}{2}}\left(\frac{\delta_{1} \varepsilon_{V}}{2} U_{r}^{\frac{1}{2}}+\frac{\varepsilon_{V}}{2 \delta_{1}}\left(\Phi V_{r}\right)^{\frac{1}{2}}+\frac{C_{V}}{2}\right), \\
\left(1+U_{r}^{2}\right)\left|P^{\frac{1}{2}} \nabla V_{r}\right| & \leq\left(1+U_{r}^{2}+V_{r}^{2}\right)^{\frac{3}{2}}\left(\varepsilon_{V} U_{r}^{\frac{1}{2}}+\delta_{2}\left(\Phi V_{r}\right)^{\frac{1}{2}}+\varepsilon_{V}+C_{V}\right)
\end{aligned}
$$

where $\delta_{1}, \delta_{2}>0$ can be arbitrary. The Assumptions of Theorem 3.2 are thus satisfied if $\varepsilon_{V}$ and $\varepsilon_{w}$ are small enough, see Remark 3.3 (i). If moreover $U_{r}=$ $o\left(\left|V_{r}\right|+1\right)$ or $\left|V_{r}\right|=o\left(\left|U_{r}\right|+1\right)$ as $|x| \rightarrow \infty$ in $\Omega$, then even condition (3.3) is satisfied (with arbitrarily small $\varepsilon>0$ ).

In particular, in the special case $V=\mathrm{i} V_{r}$ considered in Remark 3.3 (ii), the above shows that assuming $\varepsilon_{w}<1 /\left(1+C_{P}\right)$ is sufficient for the assumptions of Theorem 3.2; notice that then $\kappa_{w}$ can be selected arbitrarily small.

Theorem 3.12 (Domain and graph norm separation). Let the assumptions of Theorem 3.2 hold, let Assumption 3.10 be satisfied with $\varepsilon_{V}+\varepsilon_{w}<2-\sqrt{2}$ and suppose in addition that $P \in W^{1, \infty}(\Omega)^{d \times d}$ and that $P_{1} \geq \delta_{P}>0$ a.e. in $\Omega$. Let $T_{w}$ be the Dirichlet realisation of $-\nabla \cdot(P \nabla)+V$ in $L_{w^{2}}^{2}(\Omega)$. Then there exists $a_{V, w}>0$ such that for all $f \in \operatorname{Dom}\left(T_{w}\right)$

$$
\left\|T_{w} f\right\|_{L_{w^{2}}^{2}}+\|f\|_{L_{w^{2}}^{2}} \geq a_{V, w}\left(\|\nabla \cdot(P \nabla f)\|_{L_{w^{2}}^{2}}+\|V f\|_{L_{w^{2}}^{2}}+\|f\|_{L_{w^{2}}^{2}}\right)
$$

and as a consequence

$$
\operatorname{Dom}\left(T_{w}\right)=\left\{f \in \mathcal{V}_{w}: \nabla \cdot(P \nabla f) \in L_{w^{2}}^{2}(\Omega), V f \in L_{w^{2}}^{2}(\Omega)\right\}
$$

## 4. Proofs

### 4.1. Weighted coercivity.

Lemma 4.1 (Boundedness of $\mathbf{t}_{w}$ on $\mathcal{V}_{w}$ ). Let Assumption 3.1 be satisfied and let $\mathbf{t}_{w}$ and $\mathcal{V}_{w}$ be as in (3.5) and (3.6), respectively. Then $\mathbf{t}_{w}$ is a well-defined and bounded form on $\mathcal{V}_{w}$.

Proof. We show the boundedness on $C_{0}^{\infty}(\Omega)$, the claim then follow by density and continuous extension. Let $f \in C_{0}^{\infty}(\Omega)$ and note that

$$
\begin{align*}
\left\langle P \nabla f, \nabla\left(f w^{2}\right)\right\rangle & =\langle w P \nabla f, w \nabla f\rangle+\left\langle P \nabla f, f \nabla\left(w^{2}\right)\right\rangle \\
& =\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\mathrm{i}\left\langle w P_{2} \nabla f, w \nabla f\right\rangle+\left\langle P \nabla f, f \nabla\left(w^{2}\right)\right\rangle . \tag{4.1}
\end{align*}
$$

Using (3.1), we have

$$
\begin{equation*}
\left|\left\langle w P_{2} \nabla f, w \nabla f\right\rangle\right| \leq C_{P}\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2} \tag{4.2}
\end{equation*}
$$

and from (3.4), Cauchy-Schwarz' and Young's inequalities, we obtain

$$
\begin{align*}
\left|\left\langle P \nabla f, f \nabla\left(w^{2}\right)\right\rangle\right| & \leq\langle | P_{1}^{\frac{1}{2}} \nabla f\left|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right|\right| f| \rangle \\
& \leq\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right)\right| f| \rangle  \tag{4.3}\\
& \lesssim\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}+\left\|w\left|V_{r}\right|^{\frac{1}{2}} f\right\|^{2}+\|w f\|^{2} .
\end{align*}
$$

From (4.2) and (4.3), we see that the right hand side of (4.1) is bounded by $\|f\|_{\mathcal{V}_{w}}^{2}$. Hence, the boundedness of $\mathbf{t}_{w}$ on $\mathcal{V}_{w}$ finally follows from

$$
|\langle w V f, w f\rangle| \leq\left\|w|V|^{\frac{1}{2}} f\right\|^{2} \leq\|f\|_{\mathcal{V}_{w}}^{2}
$$

Lemma 4.2 (Boundedness of $\Phi$ on $\mathcal{V}_{w}$ ). Let Assumption 3.1 be satisfied and let the space $\mathcal{V}_{w}$ be defined in (3.6). Then the multiplication by $\Phi$, defined as in (3.2), is a bounded operator on $\mathcal{V}_{w}$.

Proof. We show the claimed boundedness on $C_{0}^{\infty}(\Omega)$, the full claim then follows by a density and continuity argument. Clearly $|\Phi| \leq 1$, thus for all $f \in C_{0}^{\infty}(\Omega)$,

$$
\left\|w|V|^{\frac{1}{2}} \Phi f\right\|+\|w \Phi f\| \leq\|f\|_{\mathcal{V}_{w}}
$$

and moreover

$$
\left\|w P_{1}^{\frac{1}{2}} \nabla(\Phi f)\right\| \leq\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|+\left\|w P_{1}^{\frac{1}{2}}(\nabla \Phi) f\right\| .
$$

To estimate the second term above, one easily derives the identity

$$
\nabla \Phi=\frac{\left(1+U_{r}^{2}\right) \nabla V_{r}-U_{r} V_{r} \nabla U_{r}}{\left(1+U_{r}^{2}+V_{r}^{2}\right)^{\frac{3}{2}}}
$$

which using (3.3) implies that

$$
\begin{equation*}
\max \left\{\left|P_{1}^{-\frac{1}{2}} P \nabla \Phi\right|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla \Phi\right|\right\} \leq 2\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right) . \tag{4.4}
\end{equation*}
$$

Hence, applying Cauchy-Schwarz' and Young's inequalities with $\delta_{1}, \delta_{2}, \delta_{3}>0$, we arrive at

$$
\begin{aligned}
\left\|w P_{1}^{\frac{1}{2}}(\nabla \Phi) f\right\|^{2} \leq & |\langle w P(\nabla \Phi) f, w(\nabla \Phi) f\rangle| \leq\langle w| P_{1}^{\frac{1}{2}}(\nabla \Phi) f|, w| P_{1}^{-\frac{1}{2}} P^{*} \nabla \Phi \| f| \rangle \\
\leq & 2\langle w| P_{1}^{\frac{1}{2}}(\nabla \Phi) f\left|, w\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right)\right| f| \rangle \\
\leq & \left(\varepsilon \delta_{1}+\varepsilon \delta_{2}+C_{\varepsilon} \delta_{3}\right)\left\|w P_{1}^{\frac{1}{2}}(\nabla \Phi) f\right\|^{2}+\frac{\varepsilon}{\delta_{1}}\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2} \\
& \quad+\frac{\varepsilon}{\delta_{2}}\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}+\frac{C_{\varepsilon}}{\delta_{3}}\|w f\|^{2} .
\end{aligned}
$$

Note that the full generality of the above inequality will be useful only later in the proof of Lemma 4.3. Choosing $\delta_{1}, \delta_{2}$ and $\delta_{3}$ small enough such that

$$
\begin{equation*}
0<\eta_{1}:=\varepsilon \delta_{1}+\varepsilon \delta_{2}+C_{\varepsilon} \delta_{3}<1 \tag{4.5}
\end{equation*}
$$

leads to the estimate

$$
\begin{equation*}
\left(1-\eta_{1}\right)\left\|w P_{1}^{\frac{1}{2}}(\nabla \Phi) f\right\|^{2} \leq \frac{\varepsilon}{\delta_{1}}\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}+\frac{\varepsilon}{\delta_{2}}\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}+\frac{C_{\varepsilon}}{\delta_{3}}\|w f\|^{2} \tag{4.6}
\end{equation*}
$$

and thus to the boundedness of the multiplication by $\Phi$ on $\mathcal{V}_{w}$ by combining the estimates above.

Lemma 4.3 (Generalised weighted coercivity of $\mathbf{t}_{w}$ ). Let the assumptions of Theorem 3.2 be satisfied. Then there exist $m_{1}, m_{2}, \gamma_{1}, \gamma_{2}>0$ (depending continuously on $\beta$ and the parameters $\varepsilon, \kappa_{w}, \sigma_{w}, C_{\varepsilon}, C_{w}, C_{P}$ and $C_{s}$ ) such that, for all $f \in \mathcal{V}_{w}$,

$$
\begin{align*}
& \operatorname{Re}_{\mathbf{t}_{w}}(f, f)+\operatorname{Im} \mathbf{t}_{w}(\beta \Phi f, f)+\gamma_{1}\|w f\|^{2} \geq m_{1}\|f\|_{\mathcal{V}_{w}}^{2}  \tag{4.7}\\
& \operatorname{Re} \mathbf{t}_{w}(f, f)+\operatorname{Im} \mathbf{t}_{w}(f, \beta \Phi f)+\gamma_{2}\|w f\|^{2} \geq m_{2}\|f\|_{\mathcal{V}_{w}}^{2}
\end{align*}
$$

Remark 4.4. The proof of Lemma 4.3 provides more information on the constants in (4.7). More precisely, we therein prove the following sufficient claim. For every $\varepsilon>0$ there exist $\gamma_{1}(\varepsilon), \gamma_{2}(\varepsilon)>0$ such that

$$
\begin{aligned}
& \operatorname{Re}_{\mathbf{t}_{w}(f, f)}+\operatorname{Im} \mathbf{t}_{w}(\beta \Phi f, f)+\gamma_{1}(\varepsilon)\|w f\|^{2} \\
& \geq\left(1-\mu_{1}-\varepsilon\right)\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\left(1-\mu_{2}-\varepsilon\right)\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2} \\
& \quad+\left(\beta-\mu_{3}-\varepsilon\right)\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}, \\
& \operatorname{Re}_{\mathbf{t}_{w}}(f, f)+\operatorname{Im}_{w}(f, \beta \Phi f)+\gamma_{2}(\varepsilon)\|w f\|^{2} \\
& \geq\left(1-\mu_{1}-\varepsilon\right)\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\left(1-\mu_{2}-\varepsilon\right)\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2} \\
& \quad+\left(\beta-\mu_{3}-\varepsilon\right)\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2} .
\end{aligned}
$$

Here the constants $\mu_{1}, \mu_{2} \in(0,1)$ and $\mu_{3} \in(0, \beta)$ are given by

$$
\mu_{1}:=(1+\beta)\left(\delta \kappa_{w}+\delta^{\prime} \sigma_{w}\right)+\beta C_{P}, \quad \mu_{2}:=\frac{(1+\beta) \kappa_{w}}{4 \delta}+\beta C_{s}, \quad \mu_{3}:=\frac{(1+\beta) \sigma_{w}}{4 \delta^{\prime}},
$$

where $\delta, \delta^{\prime}>0$ are such that the following inequalities are satisfied

$$
\delta>\frac{\kappa_{w}(1+\beta)}{4\left(1-\beta C_{s}\right)}, \quad \delta^{\prime}>\frac{\sigma_{w}(1+\beta)}{4 \beta}, \quad \delta \kappa_{w}+\delta^{\prime} \sigma_{w}<\frac{1-\beta C_{P}}{1+\beta} .
$$

We point out that the existence of $\delta, \delta^{\prime}>0$ satisfying the above inequalities is equivalent to the assumption (3.7).

Proof. We show the estimates in (4.7) for $f \in C_{0}^{\infty}(\Omega)$, the full claim then follows by density and continuity. We start by estimating $\operatorname{Re} \mathbf{t}_{w}(f, f)$. Taking the real part of (3.5) and using (4.1), we obtain

$$
\begin{equation*}
\operatorname{Re} \mathbf{t}_{w}(f, f) \geq\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}-\left|\left\langle P \nabla f, f \nabla\left(w^{2}\right)\right\rangle\right| . \tag{4.8}
\end{equation*}
$$

By the second row of (4.3), we further have

$$
\begin{equation*}
\left|\left\langle P \nabla f, f \nabla\left(w^{2}\right)\right\rangle\right| \leq\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right)\right| f| \rangle \tag{4.9}
\end{equation*}
$$

In order to estimate $\operatorname{Im} \mathbf{t}_{w}(\Phi f, f)$, we use Assumption 3.1 (iii) to derive

$$
\begin{align*}
& \operatorname{Im} \mathbf{t}_{w}(\Phi f, f)= \operatorname{Im}\left\langle P \nabla(\Phi f), \nabla\left(f w^{2}\right)\right\rangle+\operatorname{Im}\langle w V \Phi f, w f\rangle \\
& \geq\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}-C_{s}\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}  \tag{4.10}\\
& \quad-\left|\operatorname{Im}\left\langle P \nabla(\Phi f), \nabla\left(f w^{2}\right)\right\rangle\right|
\end{align*}
$$

and further using the product rule

$$
\begin{align*}
& \left|\operatorname{Im}\left\langle P \nabla(\Phi f), \nabla\left(f w^{2}\right)\right\rangle\right| \leq\left|\left\langle w P_{2}(\nabla f) \Phi, w \nabla f\right\rangle\right|+\left|\left\langle P(\nabla f) \Phi, f \nabla\left(w^{2}\right)\right\rangle\right| \\
& +|\langle w P(\nabla \Phi) f, w \nabla f\rangle|+\left|\left\langle P(\nabla \Phi) f, f \nabla\left(w^{2}\right)\right\rangle\right| . \tag{4.11}
\end{align*}
$$

We split $\Phi=\Phi_{+}-\Phi_{-}$where both $\Phi_{ \pm} \geq 0$ and $\Phi_{+} \cdot \Phi_{-}=0$ and estimate the first term on the right of (4.11) using (3.1) and $\Phi_{+}+\Phi_{-}=|\Phi| \leq 1$

$$
\begin{align*}
\left|\left\langle w P_{2}(\nabla f) \Phi, w \nabla f\right\rangle\right| & \leq\left|\left\langle w P_{2}(\nabla f) \Phi_{+}, w \nabla f\right\rangle\right|+\left|\left\langle w P_{2}(\nabla f) \Phi_{-}, w \nabla f\right\rangle\right| \\
& \leq C_{P}\left\langle w P_{1}(\nabla f)\left(\Phi_{+}+\Phi_{-}\right), w \nabla f\right\rangle  \tag{4.12}\\
& \leq C_{P}\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}
\end{align*}
$$

Using that $|\Phi| \leq 1$, the second term on the right of (4.11) can be estimated analogously to (4.3) and it gives

$$
\begin{equation*}
\left|\left\langle P(\nabla f) \Phi, f \nabla\left(w^{2}\right)\right\rangle\right| \leq\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right)\right| f| \rangle \tag{4.13}
\end{equation*}
$$

We estimate the third term on the right of (4.11) as follows using (4.4)

$$
\begin{align*}
|\langle w P(\nabla \Phi) f, w \nabla f\rangle| & \leq\langle w| P_{1}^{-\frac{1}{2}} P \nabla \Phi| | f|, w| P_{1}^{\frac{1}{2}} \nabla f| \rangle \\
& \leq 2\left\langle w\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right)\right| f|, w| P_{1}^{\frac{1}{2}} \nabla f| \rangle \tag{4.14}
\end{align*}
$$

For the fourth term in (4.11), we use (3.4), Cauchy-Schwarz' and Young's inequalities with $\delta_{4}, \delta_{5}, \delta_{6}>0$ to obtain

$$
\begin{aligned}
&\left|\left\langle P(\nabla \Phi) f, f \nabla\left(w^{2}\right)\right\rangle\right| \leq\langle | P_{1}^{\frac{1}{2}}(\nabla \Phi) f\left|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right|\right| f| \rangle \\
& \leq \leq\langle w| P_{1}^{\frac{1}{2}}(\nabla \Phi) f\left|, w\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right)\right| f| \rangle \\
& \leq\left(\frac{\kappa_{w}}{4 \delta_{4}}+\frac{\sigma_{w}}{4 \delta_{5}}+\frac{C_{w}}{4 \delta_{6}}\right)\left\|w P_{1}^{\frac{1}{2}}(\nabla \Phi) f\right\|^{2}+\kappa_{w} \delta_{4}\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2} \\
& \quad+\sigma_{w} \delta_{5}\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}+C_{w} \delta_{6}\|w f\|^{2} .
\end{aligned}
$$

Using (4.6) with $\delta_{1}, \delta_{2}, \delta_{3}>0$, this leads to

$$
\begin{equation*}
\left|\left\langle P(\nabla \Phi) f, f \nabla\left(w^{2}\right)\right\rangle\right| \leq \eta_{3}\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}+\eta_{4}\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}+\eta_{5}\|w f\|^{2} \tag{4.15}
\end{equation*}
$$

where we require $\eta_{1}<1$, see (4.5), and we have set $\eta_{2}, \eta_{3}, \eta_{4}, \eta_{5}>0$ to be

$$
\begin{array}{ll}
\eta_{2}:=\frac{1}{1-\eta_{1}}\left(\frac{\kappa_{w}}{4 \delta_{4}}+\frac{\sigma_{w}}{4 \delta_{5}}+\frac{C_{w}}{4 \delta_{6}}\right), & \eta_{3}:=\kappa_{w} \delta_{4}+\eta_{2} \frac{\varepsilon}{\delta_{1}} \\
\eta_{4}:=\sigma_{w} \delta_{5}+\eta_{2} \frac{\varepsilon}{\delta_{2}}, & \eta_{5}:=C_{w} \delta_{6}+\eta_{2} \frac{C_{\varepsilon}}{\delta_{3}}
\end{array}
$$

Combining (4.8) - (4.14) and (4.15), we arrive at

$$
\begin{aligned}
& \operatorname{Re} \mathbf{t}_{w}(f, f)+\operatorname{Im}_{w}(\beta \Phi f, f) \\
& \qquad \begin{aligned}
\geq(1- & \left.\beta C_{P}\right)\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\left(1-\beta\left(C_{s}+\eta_{3}\right)\right)\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2} \\
& +\beta\left(1-\eta_{4}\right)\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2} \\
& -\left(\kappa_{w}+\beta\left(\kappa_{w}+2 \varepsilon\right)\right)\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w(\operatorname{Re} V)^{\frac{1}{2}}\right| f| \rangle \\
& -\left(\sigma_{w}+\beta\left(\sigma_{w}+2 \varepsilon\right)\right)\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\Phi V_{r}\right)^{\frac{1}{2}}\right| f| \rangle \\
& -\left(C_{w}+\beta\left(C_{w}+2 C_{\varepsilon}\right)\right)\langle w| P_{1}^{\frac{1}{2}} \nabla f|, w| f| \rangle .
\end{aligned}
\end{aligned}
$$

Using Cauchy-Schwarz' and Young's inequalities with $\delta_{7}, \delta_{8}, \delta_{9}>0$, we therefrom finally obtain the estimate

$$
\begin{aligned}
& \operatorname{Re}_{\mathbf{t}_{w}}(f, f)+\operatorname{Im} \mathbf{t}_{w}(\beta \Phi f, f)+\eta_{9}\|w f\|^{2} \\
& \quad \geq\left(1-\eta_{6}\right)\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\left(1-\eta_{7}\right)\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}+\left(\beta-\eta_{8}\right)\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}
\end{aligned}
$$

with the constants $\eta_{6}, \eta_{7}, \eta_{8}, \eta_{9}>0$ given by
$\eta_{6}:=\beta C_{P}+\delta_{7}\left(\kappa_{w}+\beta\left(\kappa_{w}+2 \varepsilon\right)\right)+\delta_{8}\left(\sigma_{w}+\beta\left(\sigma_{w}+2 \varepsilon\right)\right)+\delta_{9}\left(C_{w}+\beta\left(C_{w}+2 C_{\varepsilon}\right)\right)$,
$\eta_{7}:=\frac{1}{4 \delta_{7}}\left(\kappa_{w}+\beta\left(\kappa_{w}+2 \varepsilon\right)\right)+\beta\left(C_{s}+\eta_{3}\right)$,
$\eta_{8}:=\frac{1}{4 \delta_{8}}\left(\sigma_{w}+\beta\left(\sigma_{w}+2 \varepsilon\right)\right)+\beta \eta_{4}$,
$\eta_{9}:=\frac{1}{4 \delta_{9}}\left(C_{w}+\beta\left(C_{w}+2 C_{\varepsilon}\right)\right)$.
From (3.7) it follows elementarily that one can select $\delta_{7}$ and $\delta_{8}$ such that

$$
\begin{equation*}
\delta_{7}>\frac{\kappa_{w}(1+\beta)}{4\left(1-\beta C_{s}\right)}, \quad \delta_{8}>\frac{\sigma_{w}(1+\beta)}{4 \beta}, \quad \delta_{7} \kappa_{w}+\delta_{8} \sigma_{w}<\frac{1-\beta C_{P}}{1+\beta} \tag{4.16}
\end{equation*}
$$

are satisfied. We fix $\delta_{7}$ and $\delta_{8}$ as above. In view of Assumption 3.1 (iv), by an arbitrarily small choice of $\varepsilon$, it is not difficult to check that (for fixed $\delta_{1}, \ldots, \delta_{6}$ ) the constants $\eta_{3}$ and $\eta_{4}$ can be selected arbitrarily small. Considering (4.16), one can thus achieve that $\eta_{6}, \eta_{7}<1$ and $\eta_{8}<\beta$ by a sufficiently small choice of $\varepsilon$. The constants in (4.7) can then be chosen as

$$
m_{1}:=\min \left\{1-\eta_{6}, 1-\eta_{7}, \beta-\eta_{8}\right\}>0, \quad \gamma_{1}:=\eta_{9}+m_{1}>0 .
$$

Their continuous dependence on the parameters therein is obvious.
To verify the second inequality in (4.7), we analogously to (4.10) estimate

$$
\begin{equation*}
\operatorname{Im} \mathbf{t}_{w}(f, \Phi f) \geq\left\|w\left(V_{r} \Phi\right)^{\frac{1}{2}} f\right\|^{2}-C_{s}\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}-\left|\operatorname{Im}\left\langle P \nabla f, \nabla\left(\Phi f w^{2}\right)\right\rangle\right| \tag{4.17}
\end{equation*}
$$

Next we estimate the third term using the product rule

$$
\begin{align*}
\left|\operatorname{Im}\left\langle P \nabla f, \nabla\left(\Phi f w^{2}\right)\right\rangle\right| \leq \mid\langle w P \nabla f & , w(\nabla \Phi) f\rangle\left|+\left|\left\langle w P_{2} \nabla f, w \Phi \nabla f\right\rangle\right|\right.  \tag{4.18}\\
& +\left|\left\langle P \nabla f, \Phi f \nabla\left(w^{2}\right)\right\rangle\right| .
\end{align*}
$$

The second and third term on the right of (4.18) have appeared before in (4.12) and (4.13). For the first term, we use (4.4) to arrive at

$$
\begin{align*}
|\langle w P \nabla f, w(\nabla \Phi) f\rangle| & \leq\langle w| P_{1}^{\frac{1}{2}} \nabla f|, w| P_{1}^{-\frac{1}{2}} P^{*} \nabla \Phi| | f| \rangle  \tag{4.19}\\
& \leq 2\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\varepsilon(\operatorname{Re} V)^{\frac{1}{2}}+\varepsilon\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{\varepsilon}\right)\right| f| \rangle .
\end{align*}
$$

Combing the estimates (4.8), (4.9), (4.17) - (4.19), (4.12) and (4.13), we deduce

$$
\begin{aligned}
\operatorname{Re}_{w}(f, f) & +\operatorname{Im}_{w}(f, \beta \Phi f) \\
\geq(1- & \left.\beta C_{P}\right)\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}+\left(1-\beta C_{s}\right)\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}+\beta\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2} \\
& -\left(\kappa_{w}+\beta\left(\kappa_{w}+2 \varepsilon\right)\right)\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w(\operatorname{Re} V)^{\frac{1}{2}}\right| f| \rangle \\
& -\left(\sigma_{w}+\beta\left(\sigma_{w}+2 \varepsilon\right)\right)\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\Phi V_{r}\right)^{\frac{1}{2}}\right| f| \rangle \\
& -\left(C_{w}+\beta\left(C_{w}+2 C_{\varepsilon}\right)\right)\langle w| P_{1}^{\frac{1}{2}} \nabla f|, w| f| \rangle .
\end{aligned}
$$

We can thus employ Cauchy-Schwarz' and Young's inequalities with $\delta_{10}, \delta_{11}, \delta_{12}<0$ to finally arrive at

$$
\begin{aligned}
& \operatorname{Re} \mathbf{t}_{w}(f, f)+\operatorname{Im} \mathbf{t}_{w}(f, \beta \Phi f)+\eta_{13}\|w f\|^{2} \\
& \quad \geq\left(1-\eta_{10}\right)\left\|w P_{1}^{\frac{1}{2}}(\nabla f)\right\|^{2}+\left(1-\eta_{11}\right)\left\|w(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}+\left(\beta-\eta_{12}\right)\left\|w\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}
\end{aligned}
$$

with the following constants

$$
\begin{aligned}
& \eta_{10}:=\beta C_{P}+\delta_{10}\left(\kappa_{w}+\beta\left(\kappa_{w}+2 \varepsilon\right)\right)+\delta_{11}\left(\sigma_{w}+\beta\left(\sigma_{w}+2 \varepsilon\right)\right) \\
& \quad+\delta_{12}\left(C_{w}+\beta\left(C_{w}+2 C_{\varepsilon}\right)\right), \\
& \eta_{11}:= \frac{1}{4 \delta_{10}}\left(\kappa_{w}+\beta\left(\kappa_{w}+2 \varepsilon\right)\right)+\beta C_{s}, \\
& \eta_{12}:= \frac{1}{4 \delta_{11}}\left(\sigma_{w}+\beta\left(\sigma_{w}+2 \varepsilon\right)\right), \\
& \eta_{13}:= \frac{1}{4 \delta_{12}}\left(C_{w}+\beta\left(C_{w}+2 C_{\varepsilon}\right)\right) .
\end{aligned}
$$

The justification of the second inequality in (4.7) is now analogous to the first one.
Proof of Theorem 3.2. Setting $\lambda:=\max \left\{\gamma_{1}, \gamma_{2}\right\}$ and $m:=\min \left\{m_{1}, m_{2}\right\}$, the assumptions of Theorem 2.1 are justified by the Lemmas 4.1, 4.2, 4.3, the observation

$$
|\mathbf{a}(f, f)|+|\mathbf{a}(\beta \Phi f, f)| \geq \operatorname{Re} \mathbf{t}_{w}(f, f)+\operatorname{Im} \mathbf{t}_{w}(\beta \Phi f, f)+\lambda\|w f\|^{2}
$$

and the analogous estimate for the second inequality in (4.7). Moreover, since the multiplication by the bounded function $\Phi$ extends boundedly to $L_{w^{2}}^{2}(\Omega)$, the assumptions of Theorem 2.2 are also satisfied. The description of $T_{w}$ in (3.8) and the claimed independence on $\lambda$ are then obvious from (2.4).

### 4.2. Boundedness of compositions.

Lemma 4.5 (Inclusion of $W_{\text {comp }}^{1, \infty}(\Omega)$ in $\left.\mathcal{V}_{w}\right)$. Let Assumption 3.1 be satisfied. Then

$$
\begin{equation*}
W_{\text {comp }}^{1, \infty}(\Omega):=\left\{f \in W^{1, \infty}(\Omega): \operatorname{supp} f \text { compact in } \Omega\right\} \tag{4.20}
\end{equation*}
$$

is a (dense) subspace of $\mathcal{V}_{w}$ and the formulas (3.5), (3.6) remain valid on $W_{\text {comp }}^{1, \infty}(\Omega)$.
Proof. Fix $f \in W_{\text {comp }}^{1, \infty}(\Omega)$. Let $\varepsilon>0$, let $\phi_{\varepsilon}$ be a standard mollifier on $\mathbb{R}^{d}$ and set $f_{\varepsilon}:=f * \phi_{\varepsilon}$, cf. [1, Def. 2.28, Thm. 2.29]. Then $f_{\varepsilon} \in C_{0}^{\infty}(\Omega)$ and $\operatorname{supp} f_{\varepsilon} \subset K$ for sufficiently small $\varepsilon$, where $K$ is compact in $\Omega$ and independent of $\varepsilon$. Moreover, $f_{\varepsilon} \rightarrow f$ in $L^{2}(\Omega)$ as $\varepsilon \rightarrow 0$ and

$$
\begin{equation*}
\left\|f_{\varepsilon}\right\|_{\infty} \leq\|f\|_{\infty}, \quad\left\|\nabla f_{\varepsilon}\right\|_{\infty}=\left\|\nabla f * \phi_{\varepsilon}\right\|_{\infty} \leq\|\nabla f\|_{\infty} \tag{4.21}
\end{equation*}
$$

due to the boundedness of $f$ and $\nabla f$. While the local boundedness of $\omega$ clearly implies $w f_{\varepsilon} \rightarrow w f$ in $L^{2}(\Omega)$ as $\varepsilon \rightarrow 0$, the limits

$$
\int_{\Omega}|V|\left|f-f_{\varepsilon}\right|^{2} w^{2} \mathrm{~d} x \rightarrow 0, \quad \int\left\langle P_{1} \nabla\left(f-f_{\varepsilon}\right), \nabla\left(f-f_{\varepsilon}\right)\right\rangle_{\mathbb{C}^{n}} w^{2} \mathrm{~d} x \rightarrow 0, \quad \varepsilon \rightarrow 0
$$

follow from the dominated convergence theorem, see e.g. [1, Thm. 1.50], the bounds in (4.21), $V \in L_{\mathrm{loc}}^{1}(\Omega), P \in L_{\mathrm{loc}}^{1}(\Omega)^{d \times d}, \operatorname{supp} f_{\varepsilon} \subset K$ (and extracting an a.e. pointwise convergent subsequence of $f_{\varepsilon}$ ). Altogether, this proves that $f_{\varepsilon} \rightarrow f$ in $\mathcal{V}_{w}$ as $\varepsilon \rightarrow 0$, and in consequence $f \in \mathcal{V}_{w}$ with its norm given in (3.6). The validity of the formula (3.5) for $f, g \in W_{\text {comp }}^{1, \infty}(\Omega)$ then follows from the continuity of both sides with respect to convergence in $\mathcal{V}_{w}$, cf. the proof of Lemma 4.1.

Lemma 4.6 (Extension property for comparable weights). Let the assumptions of Theorem 3.2 be satisfied with two admissible weights $w_{1}$ and $w_{2}$. Assume that $w_{1} \leq C w_{2}$ with some $C>0$. Then

$$
\mathbf{t}_{w_{1}}\left(f, w_{2}^{2} g\right)=\mathbf{t}_{w_{2}}\left(f, w_{1}^{2} g\right), \quad f \in \mathcal{V}_{w_{2}}, \quad g \in W_{\text {comp }}^{1, \infty}(\Omega),
$$

see (4.20), where $\mathbf{t}_{w_{1}}$ and $\mathbf{t}_{w_{2}}$ are as in (3.5). Moreover, let $T_{w_{1}}$ and $T_{w_{2}}$ be the Dirichlet realisations of $-\nabla \cdot(P \nabla)+V$ in $L_{w_{1}^{2}}^{2}(\Omega)$ and $L_{w_{2}^{2}}^{2}(\Omega)$, respectively. Then

$$
T_{w_{2}} \subset T_{w_{1}}
$$

Proof. Clearly, the assumptions on $w_{1}$ and $w_{2}$ imply

$$
g \in W_{\text {comp }}^{1, \infty}(\Omega) \quad \Longrightarrow \quad w_{1}^{2} g, w_{2}^{2} g \in W_{\text {comp }}^{1, \infty}(\Omega)
$$

Due to Lemma 4.5, we thus have

$$
\mathbf{t}_{w_{1}}\left(f, w_{2}^{2} g\right)=\left\langle P \nabla f, \nabla\left(w_{1}^{2} w_{2}^{2} g\right)\right\rangle+\left\langle V f, w_{1}^{2} w_{2}^{2} g\right\rangle=\mathbf{t}_{w_{2}}\left(f, w_{1}^{2} g\right)
$$

for $f, g \in W^{1, \infty}(\Omega)$ with compact support. Since $w_{1} \leq C w_{2}$ a.e. in $\Omega$, by construction $\mathcal{V}_{w_{2}}$ is boundedly embedded in $\mathcal{V}_{w_{1}}$. Hence, the above identity is continuous in $f$ with respect to $\|\cdot\|_{\mathcal{V}_{w_{2}}}$ and can thus be extended to all $f \in \mathcal{V}_{w_{2}}$. For $f \in \operatorname{Dom}\left(T_{w_{2}}\right)$, this gives

$$
\mathbf{t}_{w_{1}}(f, g)=\left\langle T_{w_{2}} f, w_{1}^{2} w_{2}^{-2} g\right\rangle_{L_{w_{2}^{2}}^{2}}=\langle T f, g\rangle_{L_{w_{1}^{2}}^{2}}, \quad g \in C_{0}^{\infty}(\Omega)
$$

which, since $T_{w_{2}} f \in L_{w_{2}^{2}}^{2}(\Omega) \subset L_{w_{1}^{2}}^{2}(\Omega)$ and since $C_{0}^{\infty}(\Omega)$ is dense in $\mathcal{V}_{w_{1}}$, implies that $f \in \operatorname{Dom}\left(T_{w_{1}}\right)$ with $T_{w_{1}} f=T_{w_{2}} f$.

Lemma 4.7 (Construction of extension $S_{\lambda}$ ). Let the assumptions of Theorem 3.4 be satisfied and let $T_{w}$ be the Dirichlet realisation of $-\nabla \cdot(P \nabla)+V$ in $L_{w^{2}}^{2}(\Omega)$. Then

$$
\begin{equation*}
S_{\lambda}:=m_{1}\left(\widehat{T}_{w}-\lambda \operatorname{id}_{\mathcal{V}_{w}}^{*} \operatorname{id}_{\mathcal{V}_{w}}\right)^{-1} \widetilde{m}_{2} \in \mathcal{B}\left(L^{2}(\Omega)\right), \quad \lambda \in \rho\left(T_{w}\right) \tag{4.22}
\end{equation*}
$$

see also (2.2), where $\widetilde{m}_{2}$ is defined as

$$
\begin{equation*}
\left\langle\widetilde{m}_{2} f, \cdot\right\rangle_{\mathcal{V}_{w}^{*} \times \mathcal{V}_{w}}:=\left\langle w m_{2} f, w \cdot\right\rangle \in \mathcal{V}_{w}^{*}, \quad f \in L^{2}(\Omega) \tag{4.23}
\end{equation*}
$$

Proof. We show that (4.23) indeed defines a bounded functional on $\mathcal{V}_{w}$. This follows from the fact that, for $f \in L^{2}(\Omega)$ and $g \in C_{0}^{\infty}(\Omega)$, the choice of $w$ and Cauchy Schwarz' inequality give

$$
\left|\left\langle\widetilde{m}_{2} f, g\right\rangle_{\mathcal{V}_{w}^{*} \times \mathcal{V}_{w}}\right| \leq\|f\|\left\|w(|V|+1)^{\frac{1}{2}} g\right\| \leq\|f\|\|g\| \mathcal{V}_{w} .
$$

The above, however, implies $\widetilde{m}_{2} \in \mathcal{B}\left(L^{2}(\Omega), \mathcal{V}_{w}^{*}\right)$ by the density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{V}_{w}$.
We now fix $\lambda \in \rho\left(T_{w}\right)$. By Theorem 3.2, there exists $\lambda_{0} \in \rho\left(T_{w}\right)$ with

$$
\left(\widehat{T}_{w}-\lambda_{0} \operatorname{id}_{\mathcal{V}_{w}}^{*} \operatorname{id}_{\mathcal{V}_{w}}\right)^{-1} \in \mathcal{B}\left(\mathcal{V}_{w}^{*}, \mathcal{V}_{w}\right) .
$$

Using the resolvent identity,

$$
\left(T_{w}-\lambda\right)^{-1}=\left(T_{w}-\lambda_{0}\right)^{-1}+\left(\lambda-\lambda_{0}\right)\left(T_{w}-\lambda\right)^{-1}\left(T_{w}-\lambda_{0}\right)^{-1} \subset R
$$

where the extension $R \in \mathcal{B}\left(\mathcal{V}_{w}^{*}, \mathcal{V}_{w}\right)$ is given by

$$
R:=\left(\widehat{T}_{w}-\lambda_{0} \mathrm{id}_{\mathcal{V}_{w}}^{*} \mathrm{id}_{\mathcal{V}_{w}}\right)^{-1}+\left(\lambda-\lambda_{0}\right)\left(T_{w}-\lambda\right)^{-1}\left(\widehat{T}_{w}-\lambda_{0} \mathrm{id}_{\mathcal{V}_{w}}^{*} \mathrm{id}_{\mathcal{V}_{w}}\right)^{-1} .
$$

From the boundedness of the compositions

$$
R\left(\widehat{T}_{w}-\lambda \mathrm{id}_{\mathcal{V}_{w}}^{*} \mathrm{id}_{\mathcal{V}_{w}}\right) \in \mathcal{B}\left(\mathcal{V}_{w}\right), \quad\left(\widehat{T}_{w}-\lambda \mathrm{id}_{\mathcal{V}_{w}}^{*} \mathrm{id}_{\mathcal{V}_{w}}\right) R \in \mathcal{B}\left(\mathcal{V}_{w}^{*}\right)
$$

and the fact that they equal $\mathrm{id}_{\mathcal{V}_{w}}$ on the dense subspace $\operatorname{Dom}\left(T_{w}\right)$ of $\mathcal{V}_{w}$, and $\mathrm{id}_{\mathcal{V}_{w}^{*}}$ on the dense subspace $L_{w^{2}}^{2}(\Omega)$ of $\mathcal{V}_{w}^{*}$, respectively, we infer

$$
R=\left(\widehat{T}_{w}-\lambda \mathrm{id}_{\mathcal{V}_{w}}^{*} \mathrm{id}_{\mathcal{V}_{w}}\right)^{-1} \in \mathcal{B}\left(\mathcal{V}_{w}^{*}, \mathcal{V}_{w}\right)
$$

Finally, from (3.10) and the choice of $w$ it follows that

$$
\left\|m_{1} f\right\| \lesssim\left\|w(|V|+1)^{\frac{1}{2}} f\right\| \leq\|f\|_{\mathcal{V}_{w}}, \quad f \in \mathcal{V}_{w}
$$

i.e. that $m_{1} \in \mathcal{B}\left(\mathcal{V}_{w}, L^{2}(\Omega)\right)$. Altogether, this shows that $S_{\lambda} \in \mathcal{B}\left(L^{2}(\Omega)\right)$.

Proof of Theorem 3.4. With $S_{\lambda}$ defined as in (4.22), we show that

$$
m_{1}(T-\lambda)^{-1} m_{2} \subset S_{\lambda}, \quad \lambda \in \rho(T) \cap \rho\left(T_{w}\right)
$$

To this end, it is clearly sufficient to show that

$$
\begin{equation*}
(T-\lambda)^{-1} m_{2} \subset\left(\widehat{T}_{w}-\lambda \operatorname{id}_{\mathcal{V}_{w}}^{*} \operatorname{id}_{\mathcal{V}_{w}}\right)^{-1} \widetilde{m}_{2} \tag{4.24}
\end{equation*}
$$

We define an auxiliary weighted operator with bounded weight

$$
\widetilde{w}:=\chi_{1}(w) \in W^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)
$$

where $\chi_{1}$ is the cut-off defined in (4.43) below. One can then easily show that $\widetilde{w}$ satisfies condition (3.4) (with the same constants $\kappa_{w}, \sigma_{w}$ and $C_{w}$ ), is thus an admissible weight and the operator $T_{\widetilde{w}}$ in $L_{\widetilde{w}^{2}}^{2}(\Omega)$ is well-defined by Theorem 3.2. Moreover, $T \subset T_{\widetilde{w}}$ by Lemma 4.6.

In order to show (4.24), let $f \in \operatorname{Dom}\left((T-\lambda)^{-1} m_{2}\right)$, i.e. let $f \in L^{2}(\Omega)$ with $m_{2} f \in L^{2}(\Omega)$. Since $\widetilde{w} \leq w$, also $\mathcal{V}_{w} \subset \mathcal{V}_{\widetilde{w}}$ by construction and

$$
u:=\left(\widehat{T}_{w}-\lambda \operatorname{id}_{\mathcal{V}_{w}}^{*} \operatorname{id}_{\mathcal{V}_{w}}\right)^{-1} \widetilde{m}_{2} f \in \mathcal{V}_{w} \subset \mathcal{V}_{\widetilde{w}}
$$

For $g \in C_{0}^{\infty}(\Omega)$, we have $\widetilde{g}:=\widetilde{w}^{2} w^{-2} g \in W_{\text {comp }}^{1, \infty}(\Omega) \subset \mathcal{V}_{w}$ and we can thus use Lemma 4.6 to derive the identity

$$
\begin{align*}
\left\langle\left(\widehat{T}_{\widetilde{w}}-\lambda \mathrm{id}_{\mathcal{V}_{\widetilde{w}}}^{*} \mathrm{id}_{\mathcal{V}_{\widetilde{w}}}\right) u, g\right\rangle_{\mathcal{V}_{\tilde{w}}^{*} \times \mathcal{V}_{\widetilde{w}}} & =\mathbf{t}_{\widetilde{w}}(u, g)-\lambda\langle u, g\rangle_{L_{\tilde{w}}^{2}} \\
& =\mathbf{t}_{w}(u, \widetilde{g})-\lambda\langle u, \widetilde{g}\rangle_{L_{w}^{2}}^{2} \\
& =\left\langle\left(\widehat{T}_{w}-\lambda \mathrm{id}_{\mathcal{V}_{w}}^{*} \mathrm{id} \mathcal{V}_{w}\right) u, \widetilde{g}\right\rangle_{\mathcal{V}_{w}^{*} \times \mathcal{V}_{w}}  \tag{4.25}\\
& =\left\langle\widetilde{m}_{2} f, \widetilde{g}\right\rangle_{\mathcal{V}_{w}^{*} \times \mathcal{V}_{w}} \\
& =\left\langle\widetilde{w} m_{2} f, \widetilde{w} g\right\rangle
\end{align*}
$$

Since $m_{2} f \in L^{2}(\Omega) \subset L_{\widetilde{w}^{2}}^{2}(\Omega)$ due to the boundedness of $\widetilde{w}$, (4.25) implies

$$
u \in \operatorname{Dom}\left(T_{\widetilde{w}}\right), \quad\left(T_{\widetilde{w}}-\lambda\right) u=m_{2} f
$$

However, since $T \subset T_{\widetilde{w}}$ and $m_{2} f \in L^{2}(\Omega)=\operatorname{Ran}(T-\lambda)$, we conclude

$$
u \in \operatorname{Dom}(T), \quad(T-\lambda) u=m_{2} f
$$

By the bijectivity of $T-\lambda$, this gives $u=(T-\lambda)^{-1} m_{2} f$, and thus (4.24) is proven.
It remains to explain that the extension $S_{\lambda}$ defined in Lemma 4.7 can always be found, i.e. that $\rho(T) \cap \rho\left(T_{w}\right) \neq \emptyset$. This however, can easily be seen from the proof of Theorem 3.2 and the application of Lemma 4.3 therein, since there it is clear that $\lambda \in \rho(T) \cap \rho\left(T_{w}\right)$ if $\lambda>0$ is sufficiently large.

### 4.3. Schatten classes.

Lemma 4.8 (Holomorphic families of generalised coercive forms). Let $\mathcal{V}$ be a Hilbert space and let $\left\{\mathbf{t}_{\alpha}: \alpha \in \Theta\right\}$ be a holomorphic family of bounded sesquilinear forms on $\mathcal{V}$. Suppose there exists $\lambda \in \mathbb{C}$ such that $\mathbf{a}_{\alpha}:=\mathbf{t}_{\alpha}+\lambda\|\cdot\|_{\mathcal{H}}^{2}$ satisfies the assumptions of Theorem 2.1 for all $\alpha \in \Theta$ (where $\Phi_{1}^{\alpha}, \Phi_{2}^{\alpha} \in \mathcal{B}(\mathcal{V})$ and $m_{\alpha}>0$ therein possibly depend on $\alpha$ ). Let $\mathcal{V}$ be continuously embedded and dense in another Hilbert space $\mathcal{H}$ and assume that $\Phi_{1}^{\alpha}$, $\Phi_{2}^{\alpha}$ extend boundedly to $\mathcal{H}$. Then the operators $T_{\alpha}:=A_{\alpha}-\lambda$ in $\mathcal{H}$, where $A_{\alpha}$ is defined as in Theorem 2.2, form a holomorphic family on $\Theta$ (in the sense of [29, Chap. 7]).
Proof. We first point out that the operators $\widehat{A}_{\alpha} \in \mathcal{B}\left(\mathcal{V}, \mathcal{V}^{*}\right)$ corresponding to $\mathbf{a}_{\alpha}$, see also (2.2), clearly form a holomorphic family of bounded operators on $\Theta$. The bounded inverse of the operator $A_{\alpha}$ given in Theorem 2.2 is then obtained by the composition

$$
U_{\alpha}:=\left(T_{\alpha}+\lambda\right)^{-1}=A_{\alpha}^{-1}=\operatorname{id} \mathcal{V} \widehat{A}_{\alpha}^{-1} \mathrm{id}_{\mathcal{V}}^{*} \in \mathcal{B}(\mathcal{H})
$$

The above not only shows that $T_{\alpha}$ is closed in $\mathcal{H}$, but most importantly that the resolvent $U_{\alpha}$ is a holomorphic family of bounded operators on $\Theta$, see [29, Sec. VII.1.1]. Setting $X=Y=Z:=\mathcal{H}$ and observing that

$$
T_{\alpha} U_{\alpha}=\operatorname{id}_{\mathcal{H}}-\lambda U_{\alpha}=: V_{\alpha}
$$

where $V_{\alpha}$ is clearly bounded holomorphic as well, we conclude that $T_{\alpha}$ is a holomorphic family according to the definition in [29, Sec. VII.1.2].

Lemma 4.9 (Boundedness of $w^{\alpha}$ and $w^{-\alpha}$ ). Let Assumption 3.1 be satisfied and let $\alpha \in \mathbb{C}$. Then $w^{\operatorname{Re} \alpha} \in W_{\text {loc }}^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)$satisfies Assumption $3.1(\mathrm{v})$, more precisely,

$$
\begin{equation*}
\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2 \operatorname{Re} \alpha}\right)\right| \leq w^{2 \operatorname{Re} \alpha}|\operatorname{Re} \alpha|\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right) \tag{4.26}
\end{equation*}
$$

Moreover, $\mathcal{V}_{1}$ and $\mathcal{V}_{w^{\mathrm{Re}} \alpha}$ defined as in (3.6) are isomorphic via

$$
\begin{equation*}
w^{\alpha} \in \mathcal{B}\left(\mathcal{V}_{w^{\operatorname{Re} \alpha}}, \mathcal{V}_{1}\right), \quad w^{-\alpha} \in \mathcal{B}\left(\mathcal{V}_{1}, \mathcal{V}_{w^{\operatorname{Re} \alpha}}\right) \tag{4.27}
\end{equation*}
$$

Proof. The claimed regularity of $w^{\operatorname{Re} \alpha}$ follows from $w \in W_{\text {loc }}^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)$and

$$
\nabla\left(w^{2 \operatorname{Re} \alpha}\right)=2 \operatorname{Re} \alpha w^{2 \operatorname{Re} \alpha-1} \nabla w=\operatorname{Re} \alpha w^{2(\operatorname{Re} \alpha-1)} \nabla\left(w^{2}\right)
$$

which, using the assumption (3.4), gives the bound in (4.26).
In order to prove the first boundedness claim in (4.27), we start by showing the required inequality for $f \in C_{0}^{\infty}(\Omega)$. We estimate

$$
\begin{align*}
\left\|w^{\alpha} f\right\|_{\mathcal{V}_{1}}^{2} & =\left\|P_{1}^{\frac{1}{2}} \nabla\left(w^{\alpha} f\right)\right\|^{2}+\left\||V|^{\frac{1}{2}} w^{\alpha} f\right\|^{2}+\left\|w^{\alpha} f\right\|^{2} \\
& \lesssim\left\|P_{1}^{\frac{1}{2}} \nabla\left(w^{\alpha}\right) f\right\|^{2}+\|f\|_{\mathcal{V}_{w \operatorname{Re} \alpha}^{2}} \tag{4.28}
\end{align*}
$$

and notice that $w^{\alpha} f \in W_{\text {comp }}^{1, \infty}(\Omega)$, such that the norm on the left hand side is well-defined by Lemma 4.5. Using

$$
\begin{equation*}
\nabla\left(w^{\alpha}\right)=\alpha w^{\alpha-1} \nabla w=\frac{\alpha}{2} w^{\alpha-2} \nabla\left(w^{2}\right) \tag{4.29}
\end{equation*}
$$

relation (3.4), Cauchy Schwarz' and Young's inequalities with $\delta>0$, it follows that

$$
\begin{align*}
& \left\|P_{1}^{\frac{1}{2}} \nabla\left(w^{\alpha}\right) f\right\|^{2} \\
& \quad \leq\left|\left\langle P^{*} \nabla\left(w^{\alpha}\right) f, \nabla\left(w^{\alpha}\right) f\right\rangle\right| \\
& \left.\leq \leq\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{\alpha}\right)\right||f|,\left|P_{1}^{\frac{1}{2}} \nabla\left(w^{\alpha}\right) f\right|\right\rangle \\
& \leq  \tag{4.30}\\
& \leq \frac{|\alpha|}{2}\left\langle w^{\operatorname{Re} \alpha}\left(\kappa_{w}(\operatorname{Re} V)^{\frac{1}{2}}+\sigma_{w}\left(\Phi V_{r}\right)^{\frac{1}{2}}+C_{w}\right)\right| f\left|,\left|P_{1}^{\frac{1}{2}} \nabla\left(w^{\alpha}\right) f\right|\right\rangle \\
& \leq
\end{align*}
$$

Hence, choosing $\delta$ small enough such that $3|\alpha| \delta<2$ and combining (4.28) with (4.30), we find that there exists $C_{\alpha}>0$ with

$$
\begin{equation*}
\left\|w^{\alpha} f\right\|_{\mathcal{V}_{1}}^{2} \leq C_{\alpha}\|f\|_{\mathcal{V}_{w \operatorname{Re} \alpha}}^{2}, \quad f \in C_{0}^{\infty}(\Omega) \tag{4.31}
\end{equation*}
$$

The full claim in (4.27) now follows from a standard density argument. To see this, let $f \in \mathcal{V}_{w^{\operatorname{Re} \alpha}}$ such that $\left\{f_{n}\right\}_{n} \subset C_{0}^{\infty}(\Omega)$ converges to $f$ in $\mathcal{V}_{w^{\operatorname{Re} \alpha}}$. Then $w^{\operatorname{Re} \alpha} f_{n}$ converges to $w^{\operatorname{Re} \alpha} f$ in $L^{2}(\Omega)$, which implies the $L^{2}(\Omega)$ convergence of

$$
\begin{equation*}
w^{\alpha} f_{n}=w^{\mathrm{i} \operatorname{Im} \alpha} w^{\operatorname{Re} \alpha} f_{n} \rightarrow w^{\alpha} f, \quad n \rightarrow \infty \tag{4.32}
\end{equation*}
$$

On the other hand, from (4.31) it follows that $w^{\alpha} f_{n}$ is a Cauchy sequence in $\mathcal{V}_{1}$ and thus has a limit $g \in \mathcal{V}_{1}$. In particular, $w^{\alpha} f_{n}$ converges to $g$ in $L^{2}(\Omega)$, thus $w^{\alpha} f=g$ in view of (4.32). The inequality (4.31) hence extends to $\mathcal{V}_{1}$ due to continuity of both sides.

In order to show the second claim in (4.27), we proceed in a similar way. For $f \in C_{0}^{\infty}(\Omega)$, we estimate

$$
\begin{align*}
\left\|w^{-\alpha} f\right\|_{\mathcal{V}_{w \operatorname{Re} \alpha}^{2}} & =\left\|w^{\operatorname{Re} \alpha} P_{1}^{\frac{1}{2}} \nabla\left(w^{-\alpha} f\right)\right\|^{2}+\left\|w^{-\mathrm{i} \operatorname{Im} \alpha}|V|^{\frac{1}{2}} f\right\|^{2}+\left\|w^{-\mathrm{i} \operatorname{Im} \alpha} f\right\|^{2}  \tag{4.33}\\
& \lesssim\left\|w^{\operatorname{Re} \alpha} P_{1}^{\frac{1}{2}} \nabla\left(w^{-\alpha}\right) f\right\|^{2}+\|f\|_{\mathcal{V}_{1}}^{2} .
\end{align*}
$$

Analogously to (4.30), using (4.29) with $-\alpha$ instead of $\alpha$, (3.4), Cauchy-Schwarz' and Young's inequalities with $\delta>0$, we then obtain

$$
\begin{align*}
& \left\|w^{\operatorname{Re} \alpha} P_{1}^{\frac{1}{2}} \nabla\left(w^{-\alpha}\right) f\right\|^{2} \\
& \quad \leq \frac{3|\alpha| \delta}{2}\left\|w^{\operatorname{Re} \alpha} P_{1}^{\frac{1}{2}} \nabla\left(w^{-\alpha}\right) f\right\|^{2}+\frac{3|\alpha|}{8 \delta}\left(\kappa_{w}\left\|w^{-\mathrm{i} \operatorname{Im} \alpha}(\operatorname{Re} V)^{\frac{1}{2}} f\right\|^{2}\right.  \tag{4.34}\\
& \left.\quad+\sigma_{w}\left\|w^{-\mathrm{i} \operatorname{Im} \alpha}\left(\Phi V_{r}\right)^{\frac{1}{2}} f\right\|^{2}+C_{w}\left\|w^{-\mathrm{i} \operatorname{Im} \alpha} f\right\|^{2}\right)
\end{align*}
$$

As before, the second claim in (4.27) then follows from (4.33) and (4.34) by density and continuity.

Lemma 4.10 (Unitary equivalence of $T_{w^{\mathrm{Re} \alpha}}$ and $S_{\alpha}$ ). Let the assumptions of Theorem 3.2 be satisfied, let $\mathcal{V}_{1}$ be as in (3.6) and define a family $\left\{\mathbf{s}_{\alpha}: \alpha \in \mathbb{C}\right\}$ of bounded sesquilinear forms on $\mathcal{V}_{1}$ by

$$
\mathbf{s}_{\alpha}(f, g):=\mathbf{t}_{w^{\operatorname{Re} \alpha}}\left(w^{-\alpha} f, w^{-\alpha} g\right), \quad f, g \in \mathcal{V}_{1}
$$

where $\mathbf{t}_{w^{\operatorname{Re} \alpha}}$ is as in (3.5), cf. Lemma 4.9. Then there exist $\delta>0$ and $\lambda \geq 0$ such that the forms

$$
\mathbf{a}_{\alpha}:=\mathbf{s}_{\alpha}+\lambda\|\cdot\|^{2}, \quad \alpha \in M_{\delta}:=\{z \in \mathbb{C}:|\operatorname{Re} \alpha|<1+\delta,|\operatorname{Im} \lambda|<\delta\}
$$

satisfy the assumptions of Theorem 2.1. Moreover, the operators $\left\{S_{\alpha}: \alpha \in M_{\delta}\right\}$, where $A_{\alpha}$ in $L^{2}(\Omega)$ is defined according to Theorem 2.2 and $S_{\alpha}:=A_{\alpha}-\lambda$, form an analytic family in the sense of [29, Chap. 7]. For fixed $\alpha \in M_{\delta}$, the operators $S_{\alpha}$ and $T_{w^{\operatorname{Re} \alpha}}$, where $T_{w^{\operatorname{Re} \alpha}}$ in $L_{w^{2 \operatorname{Re} \alpha}}^{2}$ is defined as in Theorem 3.2, are unitarily equivalent via the identity

$$
\begin{equation*}
S_{\alpha}=w^{\alpha} T_{w^{\operatorname{Re} \alpha} w^{-\alpha}} \tag{4.35}
\end{equation*}
$$

Proof. Clearly, $w^{\mathrm{Re} \alpha}$ is an admissible weight by Lemma 4.9, in particular it satisfies condition (3.4) with $\kappa_{w}, \sigma_{w}$ and $C_{w}$ replaced by

$$
\begin{equation*}
\kappa_{\alpha}:=|\operatorname{Re} \alpha| \kappa_{w}, \quad \sigma_{\alpha}:=|\operatorname{Re} \alpha| \sigma_{w}, \quad C_{\alpha}:=|\operatorname{Re} \alpha| C_{w} \tag{4.36}
\end{equation*}
$$

see (4.26). Hence, from Lemmas 4.1 and 4.9, it follows that the forms $\mathbf{s}_{\alpha}$ are well-defined and bounded on $\mathcal{V}_{1}$ for all $\alpha \in \mathbb{C}$.

We proceed by showing that the latter family of bounded (everywhere defined) forms depends analytically on the parameter $\alpha \in M_{\delta}$ (for arbitrary $\delta>0$ ). To this end, it suffices to prove that the mapping

$$
\begin{equation*}
M_{\delta} \ni \alpha \mapsto\left\|\mathbf{s}_{\alpha}\right\|=\sup _{f, g \in \mathcal{V}_{1}} \frac{\left|\mathbf{s}_{\alpha}(f, g)\right|}{\|f\|_{\mathcal{V}_{1}}\|g\|_{\mathcal{V}_{1}}} \tag{4.37}
\end{equation*}
$$

is locally bounded and that the scalar functions $\mathbf{s}_{\alpha}(f, f)$ are holomorphic in $\alpha$ for every $f \in C_{0}^{\infty}(\Omega)$, see [29, Sec. VII.1.1, Sec. III.3.1]. The local boundedness of (4.37) follows since by (4.36) the constants provided by the inequalities in the proofs of Lemmas 4.1, 4.9, and thus the norm $\left\|\mathbf{s}_{\alpha}\right\|$, depend continuously on $\alpha$. To
show the claimed holomorphy, let $f \in C_{0}^{\infty}(\Omega)$. We start by deriving

$$
\begin{align*}
&\left\langle P \nabla\left(w^{-\alpha} f\right)\right.\left., \nabla\left(f w^{\bar{\alpha}}\right)\right\rangle \\
&=\left\langle P\left(-\alpha w^{-\alpha-1}(\nabla w) f+w^{-\alpha} \nabla f\right),(\nabla f) w^{\bar{\alpha}}+f \bar{\alpha} w^{\bar{\alpha}-1} \nabla w\right\rangle \\
&= \alpha\left(\left\langle P \nabla f, w^{-1}(\nabla w) f\right\rangle-\left\langle w^{-1} P(\nabla w) f, \nabla f\right\rangle\right)  \tag{4.38}\\
& \quad \quad-\alpha^{2}\left\langle w^{-1} P(\nabla w) f, w^{-1}(\nabla w) f\right\rangle+\langle P \nabla f, \nabla f\rangle .
\end{align*}
$$

Since $w^{-\alpha} f \in W^{1, \infty}(\Omega)$ has compact support in $\Omega$, we can use Lemma 4.5 to derive

$$
\begin{align*}
\mathbf{s}_{\alpha}(f, f) & =\int_{\Omega}\left\langle P \nabla\left(w^{-\alpha} f\right), \nabla\left(w^{-\alpha} f w^{2 \operatorname{Re} \alpha}\right)\right\rangle_{\mathbb{C}^{d}} \mathrm{~d} x+\int_{\Omega} V\left|w^{-\alpha} f\right|^{2} w^{2 \operatorname{Re} \alpha} \mathrm{~d} x \\
& =\left\langle P \nabla\left(w^{-\alpha} f\right), \nabla\left(f w^{\bar{\alpha}}\right)\right\rangle_{\mathbb{C}^{d}} \mathrm{~d} x+\int_{\Omega} V|f|^{2} \mathrm{~d} x \tag{4.39}
\end{align*}
$$

Combining (4.38) and (4.39) then yields the claim.
Next we choose $\delta>0$ small enough such that there exists $\beta_{0}>0$ such that, for all $\alpha \in M_{\delta}$, condition (3.7) holds with $\kappa_{\alpha}$ and $\sigma_{\alpha}$ instead of $\kappa_{w}$ and $\sigma_{w}$. In view of (4.36), this is possible by the continuity of (3.7) in $\kappa_{w}, \sigma_{w}$ and $\beta$. Hence, by Theorem 3.2 applied to $\mathbf{t}_{w^{\mathrm{Re} \alpha}}$ for $\alpha \in M_{\delta}$, there exist $\lambda \geq 0, m>0$ such that

$$
\begin{align*}
& \left|\mathbf{t}_{w^{\operatorname{Re} \alpha}}(f, f)+\lambda\left\|w^{\operatorname{Re} \alpha} f\right\|^{2}\right| \\
& \quad+\left|\mathbf{t}_{w^{\operatorname{Re} \alpha}}\left(\beta_{0} \Phi f, f\right)+\lambda\left\langle w^{\operatorname{Re} \alpha} \beta_{0} \Phi f, w^{\operatorname{Re} \alpha} f\right\rangle\right| \geq m\|f\|_{\mathcal{V}_{w \operatorname{Re} \alpha}^{2}}^{2}, \\
& \left|\mathbf{t}_{w^{\operatorname{Re} \alpha}}(f, f)+\lambda\left\|w^{\operatorname{Re} \alpha} f\right\|^{2}\right|  \tag{4.40}\\
& \quad+\left|\mathbf{t}_{w^{\operatorname{Re} \alpha}}\left(f, \beta_{0} \Phi f\right)+\lambda\left\langle w^{\operatorname{Re} \alpha} f, w^{\operatorname{Re} \alpha} \beta_{0} \Phi f\right\rangle\right| \geq m\|f\|_{\mathcal{V}_{w \operatorname{Re} \alpha}}^{2},
\end{align*}
$$

for all $f \in \mathcal{V}_{w^{\operatorname{Re} \alpha}}$. Notice that since $M_{\delta}$ is compact and $\lambda_{\alpha}, m_{\alpha}$ in Theorem 3.2 depend continuously on $\alpha$, the constants $\lambda$ and $m$ in the above inequalities can be chosen independently of $\alpha$, see also Lemma 4.3. By Lemma 4.9 , $w^{\alpha} \in \mathcal{B}\left(\mathcal{V}_{w^{\mathrm{Re} \alpha}}, \mathcal{V}_{1}\right)$ is boundedly invertible, thus from (4.40) with $g=w^{\alpha} f \in \mathcal{V}_{1}$, we arrive at the lower estimates

$$
\begin{aligned}
& \left|\mathbf{s}_{\alpha}(g, g)+\lambda\|g\|^{2}\right|+\left|\mathbf{s}_{\alpha}\left(\beta_{0} \Phi g, g\right)+\lambda\left\langle\beta_{0} \Phi g, g\right\rangle\right| \geq m\left\|w^{\alpha}\right\|^{-2}\|g\|_{\mathcal{V}_{1}}^{2}, \\
& \left|\mathbf{s}_{\alpha}(g, g)+\lambda\|g\|^{2}\right|+\left|\mathbf{s}_{\alpha}\left(g, \beta_{0} \Phi g\right)+\lambda\left\langle g, \beta_{0} \Phi g\right\rangle\right| \geq m\left\|w^{\alpha}\right\|^{-2}\|g\|_{\mathcal{V}_{1}}^{2},
\end{aligned} \quad g \in \mathcal{V}_{1},
$$

where $\left\|w^{\alpha}\right\|$ denotes the norm of the isomorphism $w^{\alpha}: \mathcal{V}_{w^{\text {Re } \alpha}} \rightarrow \mathcal{V}_{1}$ and

$$
\Phi=w^{\alpha} \Phi w^{-\alpha} \in \mathcal{B}\left(\mathcal{V}_{1}\right) .
$$

In other words, for every $\alpha \in M_{\delta}$, the form $\mathbf{a}_{\alpha}:=\mathbf{s}_{\alpha}+\lambda\|\cdot\|^{2}$ satisfies the assumptions of Theorem 2.1. Since the multiplication by the bounded function $\Phi$ extends boundedly to $L^{2}(\Omega)$, the family $\left\{A_{\alpha}: \alpha \in M_{\delta}\right\}$ of associated operators in $L^{2}(\Omega)$ is well-defined and holomorphic by Lemma 4.8. The holomorphy of $S_{\alpha}=A_{\alpha}-\lambda$ is now immediate.

It remains to show the identity (4.35), which then, since

$$
w^{\alpha} \in \mathcal{B}\left(L_{w^{2 \operatorname{Re} \alpha}}^{2}(\Omega), L^{2}(\Omega)\right)
$$

is unitary, yields the unitary equivalence of $S_{\alpha}$ and $T_{w^{\operatorname{Re} \alpha}}$. To this end, we consider $f \in \operatorname{Dom}\left(S_{\alpha}\right)$ with $S_{\alpha} f=: \eta \in L^{2}(\Omega)$. By definition, this is equivalent to

$$
\forall g \in \mathcal{V}_{1}, \quad \mathbf{s}_{\alpha}(f, g)=\langle\eta, g\rangle .
$$

Using the definition of $\mathbf{s}_{\alpha}$, the bijectivity of $w^{\alpha}: \mathcal{V}_{w^{\operatorname{Re} \alpha}} \rightarrow \mathcal{V}_{1}$ by Lemma 4.9, setting $u:=w^{-\alpha} f \in \mathcal{V}_{w^{\operatorname{Re} \alpha}}$ and $\xi:=w^{-\alpha} \eta \in L_{w^{2 \operatorname{Re} \alpha}}^{2}(\Omega)$, this in turn is equivalent to

$$
\forall v \in \mathcal{V}_{1}, \quad \mathbf{t}_{w^{\mathrm{Re} \alpha}}(u, v)=\left\langle w^{\mathrm{i} \operatorname{Im} \alpha} \xi, w^{\mathrm{i} \operatorname{Im} \alpha} v\right\rangle_{L_{w^{2 \mathrm{Re} \alpha}}^{2}}=\langle\xi, v\rangle_{L_{w^{2 \mathrm{Re} \alpha}}^{2}} .
$$

The above, however, by definition means $u \in \operatorname{Dom}\left(T_{w^{\operatorname{Re} \alpha}}\right)$ with $T_{w^{\mathrm{Re} \alpha}} u=\xi$. We have thus shown that $f \in \operatorname{Dom}\left(S_{\alpha}\right)$ if and only if

$$
f=w^{\alpha} u \in w^{\alpha} \operatorname{Dom}\left(T_{w^{\operatorname{Re} \alpha}}\right)=\operatorname{Dom}\left(w^{\alpha} T_{w^{\operatorname{Re} \alpha}} w^{-\alpha}\right)
$$

and that then

$$
S_{\alpha} f=\eta=w^{\alpha} \xi=w^{\alpha} T_{w^{\operatorname{Re} \alpha}} u=w^{\alpha} T_{w^{\mathrm{Re} \alpha}} w^{-\alpha} f
$$

Proof of Theorem 3.5. Let $T_{w}$ and $S_{1}=w T_{w} w^{-1}$, respectively, be as in Theorem 3.2 and Lemma 4.10 and consider $\lambda \in \rho\left(S_{1}\right)=\rho\left(T_{w}\right)$. By construction, the resolvent of $S_{1}$ is given by

$$
\begin{equation*}
\left(S_{1}-\lambda\right)^{-1}=\operatorname{id}_{\mathcal{V}_{1}}\left(\widehat{S}_{1}-\lambda \operatorname{id}_{\mathcal{V}_{1}} \operatorname{id}_{\mathcal{V}_{1}}^{*}\right)^{-1} \operatorname{id}_{\mathcal{V}_{1}}^{*} \tag{4.41}
\end{equation*}
$$

see also (2.2). Since $\operatorname{id}_{\mathcal{V}} \in \mathcal{S}_{2 p}\left(\mathcal{V}_{1}, L^{2}(\Omega)\right)$ and thus $\operatorname{id}_{\mathcal{V}}^{*} \in \mathcal{S}_{2 p}\left(L^{2}(\Omega), \mathcal{V}_{1}^{*}\right)$, it follows from the identity (4.41), the ideal property of Schatten classes and Hölder's inequality for Schatten classes, see e.g. [46, Thm. 3.23], that

$$
\left\|\left(S_{1}-\lambda\right)^{-1}\right\|_{\mathcal{S}_{p}} \leq 2^{\frac{1}{p}}\left\|\operatorname{idd}_{\mathcal{V}_{1}}\right\|_{\mathcal{S}_{2 p}}\left\|\left(\widehat{S}_{1}-\lambda \operatorname{id}_{\mathcal{V}_{1}} \mathrm{id}_{\mathcal{V}_{1}}^{*}\right)^{-1} \mathrm{id}_{\mathcal{V}_{1}}^{*}\right\|_{\mathcal{S}_{2 p}}<\infty
$$

The claim is now immediate from the unitary equivalence of $S_{1}$ and $T_{w}$.

### 4.4. Invariance of discrete spectra and eigenfunctions.

Proof of Theorem 3.6. Let $S_{\alpha}, \alpha \in M_{\varepsilon}$ be the analytic family in Lemma 4.10. From the unitary equivalence $T_{w}=w^{-1} S_{1} w$ and the assumption on the compactness of the resolvents of $T$ and $T_{w}$, we have

$$
\begin{equation*}
\sigma(T)=\sigma_{\mathrm{disc}}(T), \quad \sigma\left(T_{w}\right)=\sigma_{\mathrm{disc}}\left(T_{w}\right)=\sigma_{\mathrm{disc}}\left(S_{1}\right)=\sigma\left(S_{1}\right) \tag{4.42}
\end{equation*}
$$

with coinciding algebraic multiplicities in the second identity. Moreover, for $\mu \in \mathbb{R}$, again by unitary equivalence it follows that

$$
m_{a}\left(\lambda, S_{\mathrm{i} \mu}\right)=m_{a}(\lambda, T), \quad \lambda \in \sigma_{\mathrm{disc}}\left(S_{\mathrm{i} \mu}\right)=\sigma_{\mathrm{disc}}\left(w^{\mathrm{i} \mu} T w^{-\mathrm{i} \mu}\right)=\sigma_{\mathrm{disc}}(T)
$$

i.e. the discrete eigenvalues of $S_{\alpha}$ are constant for $\alpha \in \mathrm{i} R$. Since the latter are analytic functions in $\alpha$ due to the holomorphy of $S_{\alpha}$, see [29, Sec. VII.1.3, Thm. VII.1.8], the discrete eigenvalues of $S_{\alpha}$ and their multiplicities remain constant on $M_{\delta}$ by the identity theorem for holomorphic functions. In view of (4.42), this in particular implies (3.11).

Proof of Theorem 3.9. We point out that, since $P_{1}$ is uniformly bounded below, one can show with a standard approximation argument that, for any admissible weight $w$,

$$
\mathcal{V}_{w}=\left\{f \in L_{w^{2}}^{2}(\Omega): \nabla f, P_{1}^{\frac{1}{2}} \nabla f \in L_{w^{2}}^{2}(\Omega)^{d},|V|^{\frac{1}{2}} f \in L_{w^{2}}^{2}(\Omega)\right\}
$$

holds and the formulas (3.6) and (3.5) remain valid for $f, g \in \mathcal{V}_{w}$.
In order to prove the claim (3.13), it suffices to show that if $\psi \in \operatorname{Dom}(T)$ and $\psi_{0} \in L^{2}(\Omega) \cap L_{w^{2}}^{2}(\Omega)$ such that $\left(T_{w}-\lambda\right) \psi=\psi_{0}$, then $\psi \in \operatorname{Dom}\left(T_{w}\right)$ and $\left(T_{w}-\lambda\right) \psi=$ $\psi_{0}$; the full claim then follows by an inductive argument. We approximate $w$ with a sequence of bounded weights in a suitable sense. For $n \in \mathbb{N}$, define

$$
w_{n}:=\chi_{n}(w), \quad \chi_{n}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, \quad \chi_{n}(x):= \begin{cases}x, & x \in(0, n]  \tag{4.43}\\ n, & x \in(n, \infty)\end{cases}
$$

then it is easy to see that $w_{n} \in W^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right) \cap L^{\infty}\left(\Omega ; \mathbb{R}_{+}\right)$satisfies condition (3.4) with the same constants $\kappa_{w}, \sigma_{w}$ and $C_{w}$ as the original weight $w$. By Lemma 4.6, the operator $T_{w_{n}}$ is an extension of $T$ and thus

$$
\begin{equation*}
\psi \in \operatorname{Dom}\left(T_{w_{n}}\right), \quad\left(T_{w_{n}}-\lambda\right) \psi=\psi_{0} \in L_{w_{n}}^{2}(\Omega) \tag{4.44}
\end{equation*}
$$

Hence, from Lemma 4.3 it follows that there exist $\mu \geq 0$ and $m>0$ (depending on $w$ and $V$ but not on $n$ ) such that, with $\Phi$ as in (3.2), we have

$$
\begin{align*}
m\|\psi\|_{\mathcal{V}_{w_{n}}}^{2} & \leq \operatorname{Re} \mathbf{t}_{w_{n}}(\psi, \psi)+\mu\left\|w_{n} \psi\right\|^{2}+\operatorname{Im} \mathbf{t}_{w_{n}}(\psi, \Phi \psi) \\
& \leq(|\operatorname{Re} \lambda|+|\operatorname{Im} \lambda|+\mu+1)\left\|w_{n} \psi\right\|^{2}+\left\|w_{n} \psi_{0}\right\|^{2} \tag{4.45}
\end{align*}
$$

where for the second inequality we used (4.44). Let us set

$$
C:=|\operatorname{Re} \lambda|+|\operatorname{Im} \lambda|+\mu+1>0
$$

then by assumption (3.12), there exist $R>0$ and $m>\delta>0$ such that

$$
\begin{equation*}
m(|V(x)|+1)-C \geq \delta(|V(x)|+1), \quad x \in \Omega \backslash B_{R}(0) \tag{4.46}
\end{equation*}
$$

It thus follows from (4.45), (4.46) and $w_{n} \leq w$ that

$$
\begin{aligned}
& \delta\left(\left\|w_{n} P_{1}^{\frac{1}{2}} \nabla \psi\right\|^{2}+\left\|w_{n}|V|^{\frac{1}{2}} \psi\right\|^{2}+\left\|w_{n} \psi\right\|^{2}\right) \\
& \leq m \int_{\Omega}\left|P_{1}^{\frac{1}{2}} \nabla \psi\right|^{2} w_{n}^{2} \mathrm{~d} x+\int_{\Omega \backslash B_{R}(0)}(m(|V|+1)-C)|\psi|^{2} w_{n}^{2} \mathrm{~d} x \\
& \quad+m \int_{\Omega \cap B_{R}(0)}(|V|+1)|\psi|^{2} w_{n}^{2} \mathrm{~d} x \\
& \leq C \int_{\Omega \cap B_{R}(0)}|\psi|^{2} w_{n}^{2} \mathrm{~d} x+\left\|w_{n} \psi_{0}\right\|^{2} \\
& \leq C\|w\|_{L^{\infty}\left(\Omega \cap B_{R}(0)\right)}^{2}\|\psi\|^{2}+\left\|w \psi_{0}\right\|^{2}
\end{aligned}
$$

We can thus apply Fatou's Lemma to conclude $\psi \in \mathcal{V}_{w}$ from

$$
\left\|w P_{1}^{\frac{1}{2}} \nabla \psi\right\|^{2}+\left\|w|V|^{\frac{1}{2}} \psi\right\|^{2}+\|w \psi\|^{2} \leq \frac{C}{\delta}\|w\|_{L^{\infty}\left(\Omega \cap B_{R}(0)\right)}^{2}\|\psi\|^{2}+\frac{1}{\delta}\left\|w \psi_{0}\right\|^{2}
$$

Note that the right hand side of the above inequality is finite due to $w \in L_{\text {loc }}^{\infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)$ and $\psi_{0} \in L_{w^{2}}^{2}(\Omega)$. Finally, for $\phi \in C_{0}^{\infty}(\Omega)$, the function $w^{2} \phi \in W^{1, \infty}(\Omega)$ has compact support, is thus an element of $\mathcal{V}_{1}$ by Lemma 4.5 and

$$
\begin{equation*}
\mathbf{t}_{w}(\psi, \phi)=\left\langle P \nabla \psi, \nabla\left(w^{2} \phi\right)\right\rangle+\left\langle V \psi, w^{2} \phi\right\rangle=\mathbf{t}\left(\psi, w^{2} \phi\right) . \tag{4.47}
\end{equation*}
$$

Since $\psi \in \operatorname{Dom}(T)$ and $T \psi=\lambda \psi+\psi_{0}$, we further conclude

$$
\begin{equation*}
\mathbf{t}\left(\psi, w^{2} \phi\right)=\left\langle T \psi, w^{2} \phi\right\rangle=\left\langle\lambda \psi+\psi_{0}, \phi\right\rangle_{L_{w^{2}}^{2}} \tag{4.48}
\end{equation*}
$$

Combining (4.47) and (4.48), as well as the density of $C_{0}^{\infty}(\Omega)$ in $\mathcal{V}_{w}$, we obtain $\psi \in \operatorname{Dom}\left(T_{w}\right)$ with $T_{w} \psi=\lambda \psi+\psi_{0}$.
4.5. Graph norm separation. We point out that the assumptions of Theorem 3.12 guarantee that, for every $f \in \mathcal{V}_{w}$, the weak gradient of $f$ is a regular distribution such that

$$
P_{1}^{\frac{1}{2}} \nabla f \in L_{w^{2}}^{2}(\Omega)^{d}, \quad|V|^{\frac{1}{2}} f \in L_{w^{2}}^{2}(\Omega)
$$

The action of $T_{w}$ then coincides with the corresponding differential expression in the standard distributional sense, i.e.

$$
T_{w} f=-\nabla \cdot(P \nabla f)+V f \in \mathcal{D}^{\prime}(\Omega), \quad f \in \operatorname{Dom}\left(T_{w}\right)
$$

Lemma 4.11 (Core of $T_{w}$ ). Let the assumptions of Theorem 3.12 be satisfied. Then

$$
\begin{equation*}
\mathcal{D}_{w}:=\left\{f \in \operatorname{Dom}\left(T_{w}\right): \operatorname{supp} f \text { is bounded in } \mathbb{R}^{d}\right\} \tag{4.49}
\end{equation*}
$$

is a core of $T_{w}$.
Proof. The claim can be justified by a standard cut-off strategy, see e.g. [30, proof of Lem. 3.6] or [14, proof of Thm. 8.2.1, Part 1].

Lemma 4.12 (Graph norm separation). Let the assumptions of Theorem 3.12 be satisfied and let $\mathcal{D}_{w}$ be as in (4.49). Then for every $\varepsilon>0$ there exists $C(\varepsilon)>0$ such that

$$
\left\|T_{w} f\right\|_{L_{w^{2}}^{2}}^{2} \geq\left(1-\mu_{1}-\varepsilon\right)\|\nabla \cdot(P \nabla f)\|_{L_{w^{2}}^{2}}^{2}+\left(1-\mu_{2}-\varepsilon\right)\|V f\|_{L_{w^{2}}^{2}}^{2}-C(\varepsilon)\|f\|_{L_{w^{2}}^{2}}^{2}
$$

for $f \in \mathcal{D}_{w}$, where the constants $\mu_{1}, \mu_{2} \in(0,1)$ are

$$
\mu_{1}:=\frac{2\left(\varepsilon_{V}+\varepsilon_{w}\right) \delta \delta^{\prime}}{1-\left(\varepsilon_{V}+\varepsilon_{w}\right) \delta}, \quad \mu_{2}:=\frac{2\left(\varepsilon_{V}+\varepsilon_{w}\right)}{1-\left(\varepsilon_{V}+\varepsilon_{w}\right) \delta}\left(\frac{1}{4 \delta}+\frac{\delta}{4 \delta^{\prime}}\right)
$$

and $\delta, \delta^{\prime}>0$ are the numbers

$$
\begin{equation*}
\delta:=\sqrt{\frac{1+\sqrt{2}}{4 \sqrt{2}}}, \quad \delta^{\prime}:=\frac{1+\sqrt{2}}{2} \tag{4.50}
\end{equation*}
$$

Remark 4.13. In the above inequality, we have $\mu_{1}, \mu_{2} \in(0,1)$ if and only if

$$
\varepsilon_{V}+\varepsilon_{w}<\min \left\{\frac{1}{2 \delta \delta^{\prime}+\delta}, \frac{2 \delta \delta^{\prime}}{\delta^{2}\left(1+2 \delta^{\prime}\right)+\delta^{\prime}}\right\} \leq 2-\sqrt{2}
$$

where the maximum $2-\sqrt{2}$ is indeed attained with $\delta$ and $\delta^{\prime}$ as in (4.50).
Proof of Lemma 4.12. We start by deriving an estimate for a relevant quantity in the graph norm of $T_{w}$, see (4.57). To this end, let $f \in \mathcal{D}_{w}$. Integration by parts gives the estimate

$$
\begin{align*}
\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}=\left\langle w P_{1} \nabla f, w \nabla f\right\rangle & \leq\left|\left\langle w^{2} P \nabla f, \nabla f\right\rangle\right|  \tag{4.51}\\
& \leq|\langle w \nabla \cdot(P \nabla f), w f\rangle|+\left|\left\langle P \nabla f, \nabla\left(w^{2}\right) f\right\rangle\right|
\end{align*}
$$

Moreover, using (3.16), Cauchy Schwarz' inequality and Young's inequality with $\delta_{1}, \delta_{2}>0$, we derive

$$
\begin{align*}
\left|\left\langle P \nabla f, \nabla\left(w^{2}\right) f\right\rangle\right| \leq & \leq\langle | P_{1}^{\frac{1}{2}} \nabla f\left|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right|\right| f| \rangle \\
\leq & \leq\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\varepsilon_{w}|V|^{\frac{1}{2}}+C_{w}\right)\right| f| \rangle \\
\leq & \varepsilon_{w} \delta_{1}\left\|w P_{1}^{\frac{1}{2}}(\nabla f)|V|^{\frac{1}{2}}\right\|^{2}+C_{w} \delta_{2}\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2}  \tag{4.52}\\
& +\left(\frac{\varepsilon_{w}}{4 \delta_{1}}+\frac{C_{w}}{4 \delta_{2}}\right)\|w f\|^{2} .
\end{align*}
$$

Putting together (4.51), (4.52) and choosing $\delta_{2}$ sufficiently small such that $C_{w} \delta_{2}<1$ eventually leads to

$$
\begin{align*}
\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2} \leq \frac{1}{1-C_{w} \delta_{2}} & \left(\varepsilon_{w} \delta_{1}\left\|w P_{1}^{\frac{1}{2}}(\nabla f)|V|^{\frac{1}{2}}\right\|^{2}\right. \\
& \left.\quad+|\langle w \nabla \cdot(P \nabla f), w f\rangle|+\left(\frac{\varepsilon_{w}}{4 \delta_{1}}+\frac{C_{w}}{4 \delta_{2}}\right)\|w f\|^{2}\right) \tag{4.53}
\end{align*}
$$

Using Cauchy-Schwarz' inequality, Young's inequality with $\delta_{3}, \delta_{4}>0$ and (4.53) gives the following estimate

$$
\begin{align*}
& \left.\langle w| P_{1}^{\frac{1}{2}} \nabla f \right\rvert\,, w\left.\left(\left(\varepsilon_{V}+\varepsilon_{w}\right)|V|^{\frac{3}{2}}+C_{w}|V|+C_{V}\right)|f|\right\rangle \\
& \leq\left(\varepsilon_{V}+\right.\left.\varepsilon_{w}\right) \delta_{3}\left\|w P_{1}^{\frac{1}{2}}(\nabla f)|V|^{\frac{1}{2}}\right\|^{2}+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right)\left\|w P_{1}^{\frac{1}{2}} \nabla f\right\|^{2} \\
&+\left(\frac{\varepsilon_{V}+\varepsilon_{w}}{4 \delta_{3}}+C_{w} \delta_{4}\right)\|w V f\|^{2}+\frac{C_{V}}{2}\|w f\|^{2}  \tag{4.54}\\
& \leq \eta_{1}\left\|w P_{1}^{\frac{1}{2}}(\nabla f)|V|^{\frac{1}{2}}\right\|^{2}+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right) \frac{1}{1-C_{w} \delta_{2}}|\langle w \nabla \cdot(P \nabla f), w f\rangle| \\
&+\left(\frac{\varepsilon_{V}+\varepsilon_{w}}{4 \delta_{3}}+C_{w} \delta_{4}\right)\|w V f\|^{2}+\eta_{2}\|w f\|^{2}
\end{align*}
$$

where we have set $\eta_{1}, \eta_{2}>0$ to be

$$
\begin{aligned}
& \eta_{1}:=\left(\varepsilon_{V}+\varepsilon_{w}\right) \delta_{3}+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right) \frac{\varepsilon_{w} \delta_{1}}{1-C_{w} \delta_{2}} \\
& \eta_{2}:=\frac{C_{V}}{2}+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right) \frac{1}{1-C_{w} \delta_{2}}\left(\frac{\varepsilon_{w}}{4 \delta_{1}}+\frac{C_{w}}{4 \delta_{2}}\right) .
\end{aligned}
$$

Integrating by parts, we obtain

$$
\begin{align*}
\left\|w P_{1}^{\frac{1}{2}}(\nabla f)|V|^{\frac{1}{2}}\right\|^{2} & \left.=\left.\left\langle w P_{1}(\nabla f)\right| V\right|^{\frac{1}{2}}, w(\nabla f)|V|^{\frac{1}{2}}\right\rangle \\
\leq & \left.\left|\left\langle w^{2} P(\nabla f)\right| V\right|, \nabla f\right\rangle \mid  \tag{4.55}\\
\leq & |\langle w \nabla \cdot(P \nabla f), w| V| f\rangle \mid \\
& \left.\quad+\left|\left\langle P \nabla f, \nabla\left(w^{2}\right)\right| V\right| f+w^{2}(\nabla|V|) f\right\rangle \mid .
\end{align*}
$$

Assumptions (3.15) and (3.16) further imply

$$
\begin{align*}
\mid\langle P \nabla f, \nabla & \left.\left(w^{2}\right)|V| f+w^{2}(\nabla|V|) f\right\rangle \mid \\
& \leq\langle | P_{1}^{\frac{1}{2}} \nabla f\left|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right|\right| V f\left|+\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\right| V\right|\left|w^{2}\right| f| \rangle  \tag{4.56}\\
& \leq\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\left(\varepsilon_{V}+\varepsilon_{w}\right)|V|^{\frac{3}{2}}+C_{w}|V|+C_{V}\right)\right| f| \rangle .
\end{align*}
$$

Combining (4.54), (4.55), (4.56), and subsequently using Cauchy-Schwarz' inequality and Young's inequality with $\delta_{5}, \delta_{6}>0$, we arrive at

$$
\begin{align*}
& \left.\langle w| P_{1}^{\frac{1}{2}} \nabla f \right\rvert\,, w\left(\left(\varepsilon_{V}\right.\right.\left.\left.\left.+\varepsilon_{w}\right)|V|^{\frac{3}{2}}+C_{w}|V|+C_{V}\right)|f|\right\rangle \\
& \leq \frac{1}{1-\eta_{1}}\left\{\eta_{1}|\langle w \nabla \cdot(P \nabla f), w| V| f\right\rangle \mid \\
&+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right) \frac{1}{1-C_{w} \delta_{2}}|\langle w \nabla \cdot(P \nabla f), w f\rangle| \\
&\left.+\left(\frac{\varepsilon_{V}+\varepsilon_{w}}{4 \delta_{3}}+C_{w} \delta_{4}\right)\|w V f\|^{2}+\eta_{2}\|w f\|^{2}\right\}  \tag{4.57}\\
& \leq \frac{1}{1-\eta_{1}}\left\{\left(\eta_{1} \delta_{5}+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right) \frac{\delta_{6}}{1-C_{w} \delta_{2}}\right)\|w \nabla \cdot(P \nabla f)\|^{2}\right. \\
&\left.+\left(\frac{\varepsilon_{V}+\varepsilon_{w}}{4 \delta_{3}}+C_{w} \delta_{4}+\frac{\eta_{1}}{4 \delta_{5}}\right)\|w V f\|^{2}+\eta_{3}\|w f\|^{2}\right\}
\end{align*}
$$

where we have set

$$
\eta_{3}:=\eta_{2}+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right) \frac{1}{1-C_{w} \delta_{2}} \frac{1}{4 \delta_{6}}>0
$$

We continue by estimating the graph norm

$$
\begin{align*}
\|w(-\nabla \cdot(P \nabla)+V) f\|^{2}=\| w \nabla \cdot & (P \nabla f)\left\|^{2}+\right\| w V f \|^{2} \\
& -2 \operatorname{Re}\langle w \nabla \cdot(P \nabla f), w V f\rangle . \tag{4.58}
\end{align*}
$$

Integrating by parts leads to

$$
\begin{equation*}
-\left\langle\nabla \cdot(P \nabla f), V f w^{2}\right\rangle=\left\langle P \nabla f,(\nabla V) f w^{2}+V(\nabla f) w^{2}+V f \nabla\left(w^{2}\right)\right\rangle \tag{4.59}
\end{equation*}
$$

and using the combined accretivity (3.14),

$$
\begin{equation*}
\left.\operatorname{Re}\langle w P \nabla f, w V \nabla f\rangle=\left.\operatorname{Re}\left\langle w e^{-\mathrm{i} \arg V} P(\nabla f)\right| V\right|^{\frac{1}{2}}, w(\nabla f)|V|^{\frac{1}{2}}\right\rangle \geq 0 . \tag{4.60}
\end{equation*}
$$

Employing (3.15) and (3.16), we moreover derive

$$
\begin{align*}
& \mid\langle P \nabla f\left.,(\nabla V) f w^{2}+V f \nabla\left(w^{2}\right)\right\rangle \mid \\
& \leq\langle | P_{1}^{\frac{1}{2}} \nabla f\left|,\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla V\right|\right| f\left|w^{2}+\left|P_{1}^{-\frac{1}{2}} P^{*} \nabla\left(w^{2}\right)\right|\right| V f| \rangle  \tag{4.61}\\
& \quad \leq\langle w| P_{1}^{\frac{1}{2}} \nabla f\left|, w\left(\left(\varepsilon_{v}+\varepsilon_{w}\right)|V|^{\frac{3}{2}}+C_{w}|V|+C_{V}\right)\right| f| \rangle .
\end{align*}
$$

Putting together (4.58), (4.59), (4.60), (4.61) and (4.57), we arrive at

$$
\left\|w T_{w} f\right\|^{2} \geq \eta_{4}\|w \nabla \cdot(P \nabla f)\|^{2}+\eta_{5}\|w V f\|^{2}-\frac{2 \eta_{3}}{1-\eta_{1}}\|w f\|^{2}
$$

where $\eta_{4}, \eta_{5}>0$ are the constants

$$
\begin{aligned}
& \eta_{4}:=1-\frac{2}{1-\eta_{1}}\left(\eta_{1} \delta_{5}+\left(\frac{C_{w}}{4 \delta_{4}}+\frac{C_{V}}{2}\right) \frac{\delta_{6}}{1-C_{w} \delta_{2}}\right) \\
& \eta_{5}:=1-\frac{2}{1-\eta_{1}}\left(\frac{\varepsilon_{V}+\varepsilon_{w}}{4 \delta_{3}}+C_{w} \delta_{4}+\frac{\eta_{1}}{4 \delta_{5}}\right)
\end{aligned}
$$

It is important to note that since $\varepsilon_{V}+\varepsilon_{w}<2-\sqrt{2}$, with the special choice $\delta_{3}:=\delta$ and $\delta_{5}:=\delta^{\prime}$ as in (4.50), we can achieve $\mu_{1}, \mu_{2} \in(0,1)$, see Remark 4.13, and one can thus select $\delta_{1}, \delta_{4}$ and $\delta_{6}$ small enough such that $\mu_{1}$ and $\mu_{2}$ are positive.

Proof of Theorem 3.12. The claim follows from the lower estimate in Lemma 4.12 and the density of $\mathcal{D}_{w}$ in $\operatorname{Dom}\left(T_{w}\right)$ with respect to the graph norm of $T_{w}$, see Lemma 4.11.

## 5. Applications and examples

5.1. Completeness of eigensystems of Schrödinger operators in $L_{w^{2}}^{2}(\Omega)$. Suppose that Assumption 3.1 is satisfied with a weight $w$, a purely imaginary regular potential $V=\mathrm{i} V_{r}$ (and $P=I_{\mathbb{C}^{d}}$ ) and consider the corresponding Schrödinger operator

$$
T_{w}=-\Delta+\mathrm{i} V_{r}
$$

in the weighted space $L_{w^{2}}^{2}(\Omega)$. We employ [19, Cor. XI.9.31] to establish the completeness of the eigensystem of $T_{w}$ in $L_{w^{2}}^{2}(\Omega)$. To this end, we need information on the Schatten class of $\left(T_{w}-\lambda\right)^{-1}$ and an estimate of the resolvent norm $\left\|\left(T_{w}-\lambda\right)^{-1}\right\|$ for $\lambda$ diverging to infinity along a sufficient amount of rays in $\mathbb{C}$. In the scope of this example, we only aim to study imaginary potentials which in general lead to accretive operators in $L^{2}(\Omega)$; other special cases, like sectorial potentials, can be analysed in an analogous way.

We obtain the Schatten class of $\left(T_{w}-\lambda\right)^{-1}$ from Theorem 3.5 and

Theorem 5.1 ([4, Thm. 1.3], [13]). Let $\Omega \subset \mathbb{R}^{d}$ be open and $\partial \Omega \in C^{2, \alpha}$ for some $\alpha>0$. Let $Q \in L_{\mathrm{loc}}^{2}(\Omega), Q \geq 0$, and for $p>0$

$$
\begin{equation*}
\int_{\Omega \times \mathbb{R}^{d}}\left(|\xi|^{2}+Q(x)+1\right)^{-p} \mathrm{~d} x \mathrm{~d} \xi<\infty . \tag{5.1}
\end{equation*}
$$

Then for the self-adjoint Dirichlet realisation $S:=-\Delta+Q$, we have

$$
(S+1)^{-1} \in \mathcal{S}_{p}\left(L^{2}(\Omega)\right)
$$

Note that $(S+1)^{-1} \in \mathcal{S}_{p}\left(L^{2}(\Omega)\right)$ implies $(S+1)^{-1 / 2} \in \mathcal{S}_{2 p}\left(L^{2}(\Omega)\right)$. Moreover, by the second representation theorem [29, Thm. VI.2.23], we have

$$
\left\|(S+1)^{\frac{1}{2}} \cdot\right\|^{2}=\|\nabla \cdot\|^{2}+\left\|Q^{\frac{1}{2}} \cdot\right\|^{2}+\|\cdot\|^{2}
$$

In other words, if $Q:=\left|V_{r}\right|$ is such that (5.1) is satisfied for some $p>0$, then $\operatorname{id}_{\mathcal{V}_{1}} \in \mathcal{S}_{2 p}\left(\mathcal{V}_{1}, L^{2}(\Omega)\right)$ and hence Theorem 3.5 implies

$$
\left(T_{w}-\lambda\right)^{-1} \in \mathcal{S}_{p}\left(L_{w^{2}}^{2}(\Omega)\right)
$$

In particular, for $\Omega=\mathbb{R}^{d},\left|V_{r}(x)\right|+1 \gtrsim\langle x\rangle^{\gamma}$ with $\gamma>0$ and any admissible weight $w$, we conclude for the corresponding weighted Schrödinger operator $T_{w}$ that

$$
\left(T_{w}-\lambda\right)^{-1} \in \mathcal{S}_{p}\left(L_{w^{2}}^{2}(\Omega)\right), \quad \lambda \in \rho\left(T_{w}\right), \quad p>p_{\gamma, d}:=\frac{2+\gamma}{2 \gamma} d
$$

the value of $p_{\gamma, d}$ is obtained from (5.1) and Young's inequality. In the sequel, we consider weights

$$
w(x)=\exp \left( \pm\langle x\rangle^{\alpha}\right), \quad 0<\alpha<1+\frac{\gamma}{2}
$$

for which (3.4) is satisfied with arbitrarily small $\sigma_{w}>0$. Note that in such case, $\beta>0$ in the conditions (3.9) or (3.7) can be selected arbitrarily small.

The resolvent estimates required for the completeness result [19, Cor. XI.9.31] then follow from Lemma 4.3. Replacing $\mathbf{t}_{w}$ by $\mathbf{t}_{w}-\lambda$ with $\operatorname{Re} \lambda<0$ leads to an additional term $(|\operatorname{Re} \lambda|-\beta|\operatorname{Im} \lambda|)\|f\|_{\mathcal{V}_{w}}^{2}$ on the right hand sides of (4.7). Since one can assume $\beta$ to be arbitrarily small, we conclude that (for the considered potentials and weights)

$$
\left\|\left(T_{w}-r e^{\mathrm{i} \omega}\right)^{-1}\right\| \lesssim 1, \quad r \rightarrow+\infty
$$

for any $\omega \in(\pi / 2,3 \pi / 2)$. This in particular covers the well-known example of the imaginary cubic oscillator $\left(V_{r}(x)=x^{3}, d=1\right)$, for which the completeness of the eigensystem in $L^{2}(\mathbb{R})$ was established in [42]. We thereby extend the completeness result therein to weighted operators in $L_{w^{2}}^{2}(\mathbb{R})$ with weights $w(x)=\exp \left( \pm\langle x\rangle^{\alpha}\right)$ where $0<\alpha<1+3 / 2$.
5.2. Schur complement dominant matrix differential operator. We employ Theorems 3.2, 3.12 and the results about Schur complement dominance, see Section 2.3, to show that the operator matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
-\partial_{x}^{2}+\mathrm{i} \sinh \left(5 x^{2}\right) & e^{x^{2}}  \tag{5.2}\\
e^{x} \partial_{x}+e^{3 x^{2}} & 0
\end{array}\right)
$$

in $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$ can be realised as a closed, densely defined operator with nonempty resolvent set. Note that $\mathcal{A}$ is an example of an operator matrix with highly non-symmetric off-diagonal and without any usual (diagonal, off-diagonal) dominance pattern. Nonetheless, the off-diagonal entries can be controlled by the first Schur complement

$$
\begin{equation*}
S(\lambda)=-\partial_{x}^{2}+\mathrm{i} \sinh \left(5 x^{2}\right)-\lambda+\frac{1}{\lambda} e^{x^{2}}\left(e^{x} \partial_{x}+e^{3 x^{2}}\right), \quad \lambda \in \mathbb{C} \backslash\{0\}, \tag{5.3}
\end{equation*}
$$

in a suitable representation of the resolvent of $\mathcal{A}$. In order to satisfy the conditions for Schur complement dominance, $S(\lambda)$ will be realised in a weighted space.

Proposition 5.2. Let $\mathcal{A}$ be the matrix differential expression in (5.2). Let $\mathcal{D}_{S}$ be the closure of $C_{0}^{\infty}(\mathbb{R})$ with respect to the norm

$$
\begin{equation*}
\|f\|_{\mathcal{D}_{S}}^{2}:=\left\|e^{-x^{2}} f^{\prime \prime}\right\|^{2}+\left\|e^{4 x^{2}} f\right\|^{2}, \quad f \in C_{0}^{\infty}(\mathbb{R}) \tag{5.4}
\end{equation*}
$$

Define the operator in $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$

$$
\begin{aligned}
\mathcal{A}_{0}(f, g) & :=\mathcal{A}(f, g) \\
\operatorname{Dom}\left(\mathcal{A}_{0}\right) & :=\left\{(f, g) \in \mathcal{D}_{S} \oplus L^{2}(\mathbb{R}): \mathcal{A}(f, g) \in L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})\right\}
\end{aligned}
$$

Then $\mathcal{A}_{0}$ is closed, has non-empty resolvent set and its domain is dense in both $\mathcal{D}_{S} \oplus L^{2}(\mathbb{R})$ and $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$. Moreover, for $\lambda \in \mathbb{C} \backslash\{0\}$ and the operator

$$
\begin{equation*}
S_{0}(\lambda) f:=S(\lambda) f, \quad \operatorname{Dom}\left(S_{0}(\lambda)\right):=W^{2,2}(\mathbb{R}) \cap \operatorname{Dom}\left(e^{5 x^{2}}\right) \tag{5.5}
\end{equation*}
$$

acting in $L^{2}(\mathbb{R})$, where $S(\lambda)$ is as in (5.3), we have the spectral equivalence

$$
\begin{equation*}
\lambda \in \sigma\left(\mathcal{A}_{0}\right) \quad \Longleftrightarrow \quad 0 \in \sigma\left(S_{0}(\lambda)\right)=\sigma_{\mathrm{p}}\left(S_{0}(\lambda)\right) \tag{5.6}
\end{equation*}
$$

Moreover, every point $\lambda \neq 0$ in $\sigma\left(\mathcal{A}_{0}\right)$ is an eigenvalue of $\mathcal{A}_{0}$.
Proof. The claims follow by applying Theorem 2.4. In order to define $\mathcal{A}$ and $S(\cdot)$ as considered therein, we first specify the spaces and operators needed for Assumption 2.3. In our case, $\mathcal{D}_{S}$ is defined as in (5.4) and we have

$$
\mathcal{H}_{1}:=\mathcal{H}_{2}:=L^{2}(\mathbb{R}), \quad \mathcal{D}_{2}:=\mathcal{D}_{-2}:=L^{2}(\mathbb{R}), \quad \mathcal{D}_{-S}:=L_{e^{-2 x^{2}}}^{2}(\mathbb{R})
$$

The fact that $A:=-\partial_{x}^{2}+\mathrm{i} \sinh \left(5 x^{2}\right) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right)$ follows from the inequality

$$
\|A f\|_{\mathcal{D}_{-S}} \lesssim\left\|e^{-x^{2}} f^{\prime \prime}\right\|+\left\|e^{4 x^{2}} f\right\| \lesssim\|f\|_{\mathcal{D}_{S}}, \quad f \in C_{0}^{\infty}(\mathbb{R})
$$

Moreover, $D:=D_{0}:=0$ is bounded and boundedly invertible on $L^{2}(\mathbb{R})$, and the multiplication operator $B:=e^{x^{2}}$ is clearly bounded between $L^{2}(\mathbb{R})$ and $\mathcal{D}_{-S}$. For all $f \in C_{0}^{\infty}(\mathbb{R})$, integration by parts and Cauchy-Schwarz' and Young's inequalities (with $\delta_{1}, \delta_{2}>0$ ) yield that

$$
\begin{aligned}
\left\|e^{x} f^{\prime}\right\|^{2} & =\left\langle f^{\prime}, e^{2 x} f^{\prime}\right\rangle=-\left\langle f, 2 e^{2 x} f^{\prime}+e^{2 x} f^{\prime \prime}\right\rangle \\
& \leq \delta_{1}\left\|e^{x} f^{\prime}\right\|^{2}+\delta_{2}\left\|e^{-x^{2}} f^{\prime \prime}\right\|^{2}+C_{\delta_{1}, \delta_{2}}\left(\left\|e^{x} f\right\|^{2}+\left\|e^{x^{2}+2 x} f\right\|^{2}\right)
\end{aligned}
$$

The above implies that $C:=e^{x} \partial_{x}+e^{3 x^{2}} \in \mathcal{B}\left(\mathcal{D}_{S}, L^{2}(\mathbb{R})\right)$, more precisely we have (with $\delta_{3}, \delta_{4}>0$ )

$$
\begin{equation*}
\|C f\| \leq \delta_{3}\left\|e^{-x^{2}} f^{\prime \prime}\right\|+C_{\delta_{3}}\left\|e^{3 x^{2}} f\right\| \leq \delta_{4}\|f\|_{\mathcal{D}_{S}}+C_{\delta_{4}}\left\|e^{-x^{2}} f\right\|, \quad f \in C_{0}^{\infty}(\mathbb{R}) \tag{5.7}
\end{equation*}
$$

where the second inequality can be shown using Hölder's inequality and $\delta_{4}$ therein can be taken arbitrarily small (which we use later).

Having introduced the matrix entries according to Assumption 2.3, we can define

$$
\mathcal{A} \in \mathcal{B}\left(\mathcal{D}_{S} \oplus L^{2}(\mathbb{R}), \mathcal{D}_{-S} \oplus L^{2}(\mathbb{R})\right), \quad S(\lambda) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{-S}\right), \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

by the formulas in (2.5). We show that for each $\lambda \in \mathbb{C} \backslash\{0\}$, there is $z_{\lambda} \in \mathbb{C}$ with

$$
\begin{equation*}
\left(S(\lambda)-z_{\lambda}\right)^{-1} \in \mathcal{B}\left(\mathcal{D}_{-S}, \mathcal{D}_{S}\right) \tag{5.8}
\end{equation*}
$$

moreover, one can choose $z_{\lambda}=0$ for $\lambda<0$ with $|\lambda|$ sufficiently large. The claims about the spectral equivalence between $\mathcal{A}_{0}$ and the maximal restriction $S_{0}(\cdot)$ of $S(\cdot)$ to $L^{2}(\mathbb{R})$, a well as the claim about the density of $\operatorname{Dom}\left(\mathcal{A}_{0}\right)$, then follow from Theorem 2.4 with $\Sigma=\mathbb{C} \backslash\{0\}$. Moreover, we show below that $S_{0}(\lambda)$ has compact resolvent, so the last equality in (5.6) follows.

To show (5.8), consider the Dirichlet realisation of the differential expression

$$
T_{w}(\mu):=-\partial_{x}^{2}+\mathrm{i} \sinh \left(5 x^{2}\right)+\mu, \quad \mu>0
$$

in the space $\mathcal{D}_{-S}=L_{w^{2}}^{2}(\mathbb{R})$ with weight $w(x):=e^{-x^{2}}, x \in \mathbb{R}$. Here Assumptions 3.1 and also 3.10 are satisfied with

$$
P:=1, \quad U_{r}:=V_{s}:=0, \quad U_{s}:=\mu, \quad V_{r}(x):=\sinh \left(5 x^{2}\right), \quad x \in \mathbb{R},
$$

where the constants in (3.3), (3.4), (3.15) and (3.16) can be selected independently of $\mu$. In particular, it follows from the asymptotic relations, as $|x| \rightarrow \infty$,

$$
\begin{gathered}
\frac{\left|V_{r}^{\prime}(x)\right|}{\left(1+V_{r}^{2}(x)\right)^{\frac{3}{2}}}=o\left(\left|\sinh \left(5 x^{2}\right)\right|^{\frac{1}{2}}\right), \quad \frac{\left|\left(w^{2}\right)^{\prime}(x)\right|}{w^{2}(x)}=o\left(\left|\sinh \left(5 x^{2}\right)\right|^{\frac{1}{2}}\right) \\
\left|V_{r}^{\prime}(x)\right|=o\left(\left|\sinh \left(5 x^{2}\right)\right|^{\frac{3}{2}}\right)
\end{gathered}
$$

that the constants $\varepsilon, \kappa_{w}$ and $\sigma_{w}$ in (3.3) and (3.4), as well as $\varepsilon_{V}$ and $\varepsilon_{w}$ in (3.15) and (3.16), can be chosen arbitrarily small and uniform in $\mu$. Hence, $T_{w}(\mu)$ is indeed well-defined by Theorem 3.2. Moreover, Theorem 3.12 gives

$$
\left\|T_{w}(\mu) f\right\|_{L_{w^{2}}^{2}} \geq c_{1}\left(\left\|f^{\prime \prime}\right\|_{L_{w^{2}}^{2}}+\left\|\left(\mathrm{i} \sinh \left(5 x^{2}\right)+\mu\right) f\right\|_{L_{w^{2}}^{2}}\right)-c_{2}\|f\|_{L_{w^{2}}^{2}}
$$

for all $f \in C_{0}^{\infty}(\mathbb{R}) \subset \operatorname{Dom}\left(T_{w}(\mu)\right)$, where the constants $c_{1}>0$ and $c_{2} \geq 0$ are independent of $\mu$. From the above it easily follows that

$$
\begin{equation*}
\left\|T_{w}(\mu) f\right\|_{\mathcal{D}_{-S}} \geq m_{1}\|f\|_{\mathcal{D}_{S}}+m_{2}(\mu-c)\|f\|_{\mathcal{D}_{-S}}, \quad f \in C_{0}^{\infty}(\mathbb{R}), \quad \mu>0 \tag{5.9}
\end{equation*}
$$

with $m_{1}, m_{2}>0$ and $c \geq 0$ all independent of $\mu$. Notice that from Lemma 4.11 and an additional mollification argument, see [14, proof of Thm. 8.2.1, Part 3], it follows that $C_{0}^{\infty}(\mathbb{R})$ is a core of $T_{w}(\mu)$ and thus (5.9) remains valid on $\operatorname{Dom}\left(T_{w}(\mu)\right)=\mathcal{D}_{S}$.

Consider now $\lambda \in \mathbb{C} \backslash\{0\}$. Then $S(\lambda)$, viewed as a linear operator in $\mathcal{D}_{-S}$ with $\operatorname{Dom}(S(\lambda))=\mathcal{D}_{S}$, is a relatively bounded perturbation of $T_{w}(\mu)$, for any $\mu>0$, with relative bound zero. In detail, for all $f \in C_{0}^{\infty}(\mathbb{R})$, the estimate (5.7) gives

$$
\begin{equation*}
\left\|e^{x^{2}}\left(e^{x} \partial_{x}+e^{3 x^{2}}\right) f\right\|_{L_{e^{-2 x^{2}}}^{2}}=\|C f\| \leq \delta_{4}\|f\|_{\mathcal{D}_{S}}+C_{\delta_{4}}\|f\|_{L_{e^{-2 x^{2}}}^{2}} \tag{5.10}
\end{equation*}
$$

with arbitrarily small $\delta_{4}>0$ and some $C_{\delta_{4}} \geq 0$. By density and continuity, the above extends to all $f \in \mathcal{D}_{S}=\operatorname{Dom}\left(T_{w}(\mu)\right)$ and the claimed zero order relative boundedness follows from (5.9) and (5.10). Since the resolvent of $T_{w}(\mu)$ is compact by Theorems 3.5 and 5.1, and since by (5.9) the norm of $T_{w}(\mu)^{-1}$ decays as $\mu \rightarrow \infty$, also $S(\lambda)$ has compact resolvent, see [29, Thm. IV.1.16]. Consequently, the resolvent

$$
\left(S_{0}(\lambda)-z\right)^{-1}=\operatorname{id}_{\mathcal{D}_{S}}\left(S(\lambda)-z \operatorname{id}_{L^{2}(\Omega)} \operatorname{id}_{\mathcal{D}_{S}}\right)^{-1} \operatorname{id}_{L^{2}(\Omega)}, \quad z \in \rho\left(S_{0}(\lambda)\right)
$$

of the maximal restriction $S_{0}(\lambda)$ in $L^{2}(\mathbb{R})$ is compact as well, see also (2.3).
In order to show (5.8), we compare $S(\lambda)-z_{\lambda}$ to $T_{w}(\mu)$ with a suitable $\mu>0$. For $\lambda \in \mathbb{C} \backslash\{0\}$ and $f \in \mathcal{D}_{S}$, using (5.10), (5.9) and setting $z_{\lambda}:=-(\mu+\lambda)$, we have

$$
\begin{align*}
\left\|\left(S(\lambda)-z_{\lambda}\right) f\right\|_{\mathcal{D}_{-S}} & \geq\left\|T_{w}(\mu) f\right\|_{\mathcal{D}_{-S}}-\frac{\delta_{4}}{|\lambda|}\|f\|_{\mathcal{D}_{S}}-\frac{C_{\delta_{4}}}{|\lambda|}\|f\|_{\mathcal{D}_{-S}} \\
& \geq\left(m_{1}-\frac{\delta_{4}}{|\lambda|}\right)\|f\|_{\mathcal{D}_{S}}-\left(m_{2}(\mu-c)-\frac{C_{\delta_{4}}}{|\lambda|}\right)\|f\|_{\mathcal{D}_{-S}} \tag{5.11}
\end{align*}
$$

Clearly, for fixed $\lambda \in \mathbb{C} \backslash\{0\}$, one can select $\delta_{4}$ sufficiently small and $\mu$ sufficiently large such that both parentheses above are positive. It follows that $z_{\lambda}$ is a regular point for $S(\lambda)$ and, since the latter has compact resolvent, that (5.8) holds. For $\lambda<$ 0 however, choosing $\mu=-\lambda$ in the above estimate shows that, if $|\lambda|$ is sufficiently large, (5.8) is satisfied with $z_{\lambda}=0$.

It remains to explain that $\operatorname{Dom}\left(S_{0}(\lambda)\right)$ is as in (5.5), i.e. that $S_{0}(\lambda)=\widetilde{S}_{0}(\lambda)$ where the latter acts as (5.3) in $L^{2}(\mathbb{R})$ on the domain

$$
\operatorname{Dom}\left(\widetilde{S}_{0}(\lambda)\right):=\mathcal{D}_{0}:=W^{2,2}(\mathbb{R}) \cap \operatorname{Dom}\left(e^{5 x^{2}}\right), \quad \lambda \in \mathbb{C} \backslash\{0\}
$$

Analogously to before, one shows that $\widetilde{S}_{0}(\lambda)$ is a bound zero perturbation of $T_{1}(\mu)$ with $\operatorname{Dom}\left(T_{1}(\mu)\right)=\mathcal{D}_{0}$ for any $\mu>0$. Moreover, analogously to (5.11), one can find $\mu>0$ sufficiently large such that both

$$
\widetilde{S}_{0}(-\mu)^{-1} \in \mathcal{B}\left(L^{2}(\mathbb{R})\right), \quad S_{0}(-\mu)^{-1} \in \mathcal{B}\left(L^{2}(\mathbb{R})\right)
$$

For the claimed equality it thus suffices to show that $\mathcal{D}_{0} \subset \operatorname{Dom}\left(S_{0}(\lambda)\right)$. This, however, is obvious since

$$
S(\lambda) f=\widetilde{S}_{0}(\lambda) f \in L^{2}(\mathbb{R}), \quad f \in \mathcal{D}_{0} \subset \mathcal{D}_{S}
$$

5.3. Diagonally dominant matrix Schrödinger operator in a weighted space. Similarly as in Section 5.2, a realisation of the matrix Schrödinger operator

$$
\mathcal{A}=\left(\begin{array}{cc}
-\partial_{x}^{2}+\mathrm{i} x^{3} & x  \tag{5.12}\\
x^{4} & -\partial_{x}^{2}+x^{6}
\end{array}\right)
$$

in $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$ with non-empty resolvent set can be found using Schur complement dominance (in fact, even with respect to both Schur complements). However, one can also select suitable weights $w_{1}$ and $w_{2}$ such that (5.12) becomes diagonally dominant in the product space $L_{w_{1}^{2}}^{2}(\mathbb{R}) \oplus L_{w_{2}^{2}}^{2}(\mathbb{R})$.

To be more precise, let $w_{1}:=\langle x\rangle$ and $w_{2}:=\langle x\rangle^{-1}, x \in \mathbb{R}$, and consider the Dirichlet realisations of

$$
A_{w_{1}}:=-\partial_{x}^{2}+\mathrm{i} x^{3}, \quad D_{w_{2}}:=-\partial_{x}^{2}+x^{6}
$$

in the spaces $L_{w_{1}^{2}}^{2}(\mathbb{R})$ and $L_{w_{2}^{2}}^{2}(\mathbb{R})$, respectively. By Theorem 3.12, with $\mu>0$ sufficiently large, we then have

$$
\begin{array}{ll}
\left\|\left(A_{w_{1}}+\mu\right) f\right\|_{L_{w_{1}^{2}}^{2}} \gtrsim\left\|f^{\prime \prime}\right\|_{L_{w_{1}^{2}}^{2}}+\left\|\langle x\rangle^{3} f\right\|_{L_{w_{1}^{2}}^{2}}, & f \in \operatorname{Dom}(A) \\
\left\|\left(D_{w_{2}}+\mu\right) g\right\|_{L_{w_{2}^{2}}^{2}} \gtrsim\left\|g^{\prime \prime}\right\|_{L_{w_{2}^{2}}^{2}}+\left\|\langle x\rangle^{6} g\right\|_{L_{w_{2}^{2}}^{2}}, & g \in \operatorname{Dom}(D) . \tag{5.13}
\end{array}
$$

Moreover, for the multiplication operators

$$
B:=x: L_{w_{2}^{2}}^{2}(\mathbb{R}) \rightarrow L_{w_{1}^{2}}^{2}(\mathbb{R}), \quad C:=x^{4}: L_{w_{1}^{2}}^{2}(\mathbb{R}) \rightarrow L_{w_{2}^{2}}^{2}(\mathbb{R})
$$

defined on their maximal domains (which by (5.13) contain the domains of $D$ and $A$, respectively), using Hölder's and Young's inequalities, we arrive at

$$
\begin{align*}
\|C f\|_{L_{w_{2}^{2}}^{2}} \lesssim\left\|\langle x\rangle^{2} f\right\|_{L_{w_{1}^{2}}^{2}} \lesssim \varepsilon\left\|\langle x\rangle^{3} f\right\|_{L_{w_{1}^{2}}^{2}}+C_{\varepsilon}\|f\|_{L_{w_{1}^{2}}^{2}}, & f \in \operatorname{Dom}(A),  \tag{5.14}\\
\|B g\|_{L_{w_{1}^{2}}^{2}} \lesssim\left\|\langle x\rangle^{3} g\right\|_{L_{w_{2}^{2}}^{2}} \lesssim \varepsilon\left\|\langle x\rangle^{6} g\right\|_{L_{w_{2}^{2}}^{2}}+C_{\varepsilon}\|g\|_{L_{w_{2}^{2}}^{2}}, & g \in \operatorname{Dom}(D),
\end{align*}
$$

with arbitrarily small $\varepsilon>0$ and some $C_{\varepsilon} \geq 0$. Combining the inequalities (5.13) and (5.14), we indeed obtain diagonal dominance of order 0 .

We remark that the effect of considering weighted spaces can be equivalently explained as a transformation of $\mathcal{A}$ from $L_{w_{1}^{2}}^{2}(\mathbb{R}) \oplus L_{w_{2}^{2}}^{2}(\mathbb{R})$ to $L^{2}(\mathbb{R}) \oplus L^{2}(\mathbb{R})$, i.e. by employing the conjugation

$$
\operatorname{diag}\left(w_{1}, w_{2}\right) \mathcal{A} \operatorname{diag}\left(w_{1}, w_{2}\right)^{-1}=\left(\begin{array}{cc}
w_{1}\left(-\partial_{x}^{2}+\mathrm{i} x^{3}\right) w_{1}^{-1} & w_{1} x w_{2}^{-1} \\
w_{2} x^{4} w_{1}^{-1} & w_{2}\left(-\partial_{x}^{2}+x^{6}\right) w_{2}^{-1}
\end{array}\right)
$$

Similarly to choosing suitable constants $w_{1}, w_{2}>0$ e.g. in [36], we select weights $w_{1}$ and $w_{2}$ in order to balance the off-diagonal terms.
5.4. Damped wave equation in weighted space with accretive and unbounded damping. We consider the following damped wave equation on an open set $\Omega \subset \mathbb{R}^{d}$

$$
u_{t t}(t, x)+2\left(a_{1}(x)+\mathrm{i} a_{2}(x)-\nabla_{x} \cdot\left(a_{0}(x) \nabla_{x}\right)\right) u_{t}=\Delta_{x} u(t, x), \quad x \in \Omega, t>0,
$$

where we assume $a_{1} \in L_{\mathrm{loc}}^{1}(\Omega), a_{1} \geq 0, a_{2} \in W_{\mathrm{loc}}^{1, \infty}(\bar{\Omega} ; \mathbb{R})$ and that $a_{0} \in L_{\mathrm{loc}}^{1}(\Omega)^{d \times d}$ is positive semi-definite almost everywhere in $\Omega$. By a standard procedure, (5.15) can be rewritten as a system

$$
\partial_{t}\binom{u_{1}}{u_{2}}=\mathcal{A}\binom{u_{1}}{u_{2}}
$$

where $\mathcal{A}$ is the operator matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & I  \tag{5.16}\\
\Delta & -2\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot\left(a_{0} \nabla\right)\right)
\end{array}\right) .
$$

Our goal is to show that a suitable realisation of $-\mathcal{A}$ generates a semigroup in the product space $\mathcal{H}_{w}:=\mathcal{W}_{w} \oplus L_{w^{2}}^{2}(\Omega)$, where $\mathcal{W}_{w}$ is the closure of $C_{0}^{\infty}(\Omega)$ with respect to the norm

$$
\begin{equation*}
\|f\|_{\mathcal{W}_{w}}^{2}:=\|\nabla f\|_{L_{w^{2}}^{2}}^{2}+\|f\|_{L_{w^{2}}^{2}}^{2}, \quad f \in C_{0}^{\infty}(\Omega) \tag{5.17}
\end{equation*}
$$

with a suitably chosen weight $w \in W_{\mathrm{loc}}^{1, \infty}\left(\bar{\Omega} ; \mathbb{R}_{+}\right)$. To this end, we employ Schur complement dominance, see Section 2.3.

At first we introduce the space $\mathcal{D}_{S}$ as the closure of $C_{0}^{\infty}(\Omega)$ with respect to

$$
\begin{equation*}
\|f\|_{\mathcal{D}_{S}}^{2}:=\left\|\left(I_{\mathbb{C}^{d}}+a_{0}\right)^{\frac{1}{2}} \nabla f\right\|_{L_{w^{2}}^{2}}^{2}+\left\|\left|a_{1}+\mathrm{i} a_{2}\right|^{\frac{1}{2}} f\right\|_{L_{w^{2}}^{2}}^{2}+\|f\|_{L_{w^{2}}^{2}}^{2} \tag{5.18}
\end{equation*}
$$

and the following operator entries

$$
\begin{array}{ll}
A:=0 \in \mathcal{B}\left(\mathcal{W}_{w}\right), & B:=I \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{W}_{w}\right) \\
C:=\Delta \in \mathcal{B}\left(\mathcal{W}_{w}, \mathcal{D}_{S}^{*}\right), & D:=-2\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot\left(a_{0} \nabla\right)\right) \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right) \tag{5.19}
\end{array}
$$

Here $\mathcal{D}_{S}^{*}$ is the (anti-)dual space of $\mathcal{D}_{S}$ and $C, D$ are understood as the unique bounded extensions of

$$
\begin{align*}
&(\Delta f, g)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}:=\langle\Delta f, g\rangle_{L_{w^{2}}^{2}}, \\
&\left(-2\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot\left(a_{0} \nabla\right)\right) f, g\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}}:=-2\left\langle\left(a_{1}+\mathrm{i} a_{2}\right) f, g\right\rangle_{L_{w}^{2}}^{2}  \tag{5.20}\\
&-2\left\langle a_{0} \nabla f, \nabla\left(w^{2} g\right)\right\rangle,
\end{align*}
$$

initially defined for $f, g \in C_{0}^{\infty}(\Omega)$; see the justification within the proof of Proposition 5.3 below. With these definitions, one can interpret the matrix in (5.16) as

$$
\begin{equation*}
\mathcal{A} \in \mathcal{B}\left(\mathcal{D}, \mathcal{D}_{-}\right), \quad \mathcal{D}:=\mathcal{W}_{w} \oplus \mathcal{D}_{S}, \quad \mathcal{D}_{-}:=\mathcal{W}_{w} \oplus \mathcal{D}_{S}^{*}=\mathcal{D}^{*} \tag{5.21}
\end{equation*}
$$

and introduce its second Schur complement (with $\lambda \in \mathbb{C} \backslash\{0\}$ )

$$
S(\lambda):=-2\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot\left(a_{0} \nabla\right)\right)-\lambda+\frac{1}{\lambda} \Delta_{\mid \mathcal{D}_{S}} \in \mathcal{B}\left(\mathcal{D}_{S}, \mathcal{D}_{S}^{*}\right)
$$

Proposition 5.3. Let $\mathcal{A}$ be as in (5.16), (5.21), let $\mathcal{W}_{w}, \mathcal{D}_{S}$ be as in (5.17), (5.18), respectively, and let $\mathcal{A}_{0}$ be the maximal restriction of $\mathcal{A}$ to $\mathcal{H}_{w}=\mathcal{W}_{w} \oplus L_{w^{2}}^{2}(\Omega)$, i.e. $\mathcal{A}_{0}:=\mathcal{A}_{\mid \operatorname{Dom}\left(\mathcal{A}_{0}\right)}$ with

$$
\operatorname{Dom}\left(\mathcal{A}_{0}\right):=\left\{(f, g) \in \mathcal{W}_{w} \oplus \mathcal{D}_{S}: \mathcal{A}(f, g) \in \mathcal{H}_{w}\right\}
$$

Suppose that $a_{1}, a_{2}, a_{0}$ and $w$ satisfy in addition that

$$
\begin{align*}
\left|\left(I_{\mathbb{C}_{d}}+a_{0}\right)^{\frac{1}{2}} \nabla a_{2}\right| & \leq c\left(1+\left|a_{2}\right|^{3}\right)\left(a_{1}^{\frac{1}{2}}+\left|a_{2}\right|^{\frac{1}{2}}+1\right), \\
\left|\nabla\left(w^{2}\right)\right| & \leq c w^{2}\left(a_{1}^{\frac{1}{2}}+\left|a_{2}\right|^{\frac{1}{2}}+1\right),  \tag{5.22}\\
\left|a_{0}^{\frac{1}{2}} \nabla\left(w^{2}\right)\right| & \leq \sqrt{2} \varepsilon_{0} w^{2}\left(a_{1}+c_{0}\right)^{\frac{1}{2}}
\end{align*}
$$

with some $c>0, \varepsilon_{0} \in(0,2)$ and $c_{0} \geq 0$. Then $\mathcal{A}_{0}$ generates a $C_{0}$-semigroup in $\mathcal{H}_{w}$ and its domain is dense in $\mathcal{W}_{w} \oplus \mathcal{D}_{S}$ and in $\mathcal{H}_{w}$.

Proof. We first justify that $C$ and $D$ in (5.19) are well-defined, i.e. that there are indeed unique bounded extensions of the operators in (5.20). To this end, employing the second assumption in (5.22), we obtain for all $f, g \in C_{0}^{\infty}(\Omega)$

$$
\left|\langle\Delta f, g\rangle_{L_{w^{2}}^{2}}\right| \leq\left|\langle\nabla f, \nabla g\rangle_{L_{w^{2}}^{2}}\right|+\left|\left\langle\nabla f, w^{-2} \nabla\left(w^{2}\right) g\right\rangle_{L_{w^{2}}^{2}}\right| \lesssim\|f\|_{\mathcal{W}_{w}}\|g\|_{\mathcal{D}_{S}},
$$

justifying the claimed boundedness of $C$. Moreover,

$$
\begin{aligned}
&\left|\left\langle\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot\left(a_{0} \nabla\right)\right) f, g\right\rangle_{L_{w^{2}}^{2}}\right| \leq \| \mid a_{1}+\left.\mathrm{i} a_{2}\right|^{\frac{1}{2}} f\left\|_{L_{w^{2}}^{2}}\right\|\left|a_{1}+\mathrm{i} a_{2}\right|^{\frac{1}{2}} g \|_{L_{w^{2}}^{2}} \\
&+\left\|a_{0}^{\frac{1}{2}} \nabla f\right\|_{L_{w^{2}}^{2}}\left\|a_{0}^{\frac{1}{2}} \nabla g\right\|_{L_{w^{2}}^{2}} \\
&+\left\|a_{0}^{\frac{1}{2}} \nabla f\right\|_{L_{w^{2}}^{2}}\left\|w^{-2} a_{0}^{\frac{1}{2}} \nabla\left(w^{2}\right) g\right\|_{L_{w^{2}}^{2}} \\
& \lesssim\|f\|_{\mathcal{D}_{S}}\|g\|_{\mathcal{D}_{S}},
\end{aligned}
$$

where we have used the last relation in (5.22) for the last inequality. Thus the claims on both bounded extensions follow.

Next we show that the matrix $-\mathcal{A}_{0}+\mu$ is accretive in $\mathcal{H}_{w}$ if $\mu>0$ is sufficiently large. For all $f_{1}, f_{2} \in C_{0}^{\infty}(\Omega)$, we have

$$
\begin{aligned}
&\left(-\mathcal{A}\left(f_{1}, f_{2}\right),\right.\left.\left(f_{1}, f_{2}\right)\right)_{\mathcal{D}^{*}} \times \mathcal{D} \\
&=-\left\langle f_{2}, f_{1}\right\rangle_{\mathcal{W}_{w}}-\left(\Delta f_{1}-2\left(a_{1}+\mathrm{i} a_{2}-\nabla \cdot\left(a_{0} \nabla\right)\right) f_{2}, f_{2}\right)_{\mathcal{D}_{S}^{*} \times \mathcal{D}_{S}} \\
&=-\left\langle\nabla f_{2}, \nabla\right.\left.\nabla f_{1}\right\rangle_{L_{w^{2}}^{2}}-\left\langle f_{2}, f_{1}\right\rangle_{L_{w^{2}}^{2}}+\left\langle\nabla f_{1}, \nabla f_{2}\right\rangle_{L_{w^{2}}^{2}} \\
&+\left\langle\nabla f_{1}, w^{-2} \nabla\left(w^{2}\right) f_{2}\right\rangle_{L_{w^{2}}^{2}}+2\left\langle\left(a_{1}+\mathrm{i} a_{2}\right) f_{2}, f_{2}\right\rangle_{L_{w^{2}}^{2}} \\
&+\left\|a_{0}^{\frac{1}{2}} \nabla f_{2}\right\|_{L_{w^{2}}^{2}}^{2}+\left\langle a_{0}^{\frac{1}{2}} \nabla f_{2}, w^{-2} a_{0}^{\frac{1}{2}} \nabla\left(w^{2}\right) f_{2}\right\rangle_{L_{w^{2}}^{2}} .
\end{aligned}
$$

Cauchy-Schwarz's and Young's inequalities (with $\delta_{1}>0$ ) then yield

$$
\begin{aligned}
& \operatorname{Re}\left(\left(-\mathcal{A}+\mu \operatorname{id}_{\mathcal{D}}^{*} \operatorname{id}_{\mathcal{D}}\right)\left(f_{1}, f_{2}\right),\left(f_{1}, f_{2}\right)\right)_{\mathcal{D}^{*} \times \mathcal{D}} \\
& \geq-\frac{1}{2}\left(\left\|f_{2}\right\|_{L_{w^{2}}^{2}}^{2}+\left\|f_{1}\right\|_{L_{w^{2}}^{2}}^{2}\right)-\frac{1}{4 \delta_{1}}\left\|\nabla f_{1}\right\|_{L_{w^{2}}^{2}}^{2}-\delta_{1}\left\|w^{-2} \nabla\left(w^{2}\right) f_{2}\right\|_{L^{2}}^{2} \\
& \quad+2\left\|a_{1}^{\frac{1}{2}} f_{2}\right\|_{L_{w^{2}}^{2}}^{2}-\frac{1}{4}\left\|w^{-2} a_{0}^{\frac{1}{2}} \nabla\left(w^{2}\right) f_{2}\right\|_{L_{w^{2}}^{2}}^{2} \\
& \quad \quad+\mu\left(\left\|\nabla f_{1}\right\|_{L_{w^{2}}^{2}}^{2}+\left\|f_{1}\right\|_{L_{w^{2}}^{2}}^{2}+\left\|f_{2}\right\|_{L_{w^{2}}^{2}}^{2}\right)
\end{aligned}
$$

hence using the third assumption in (5.22), choosing $\delta_{1}$ sufficiently small and $\mu$ sufficiently large, we indeed obtain that the above quantity is non-negative. By (5.21) and the density of $C_{0}^{\infty}(\Omega)$ in both $\mathcal{D}_{S}$ and $L_{w^{2}}^{2}(\Omega)$, the latter can be extended to all $\left(f_{1}, f_{2}\right) \in \mathcal{D}$. For vectors $\left(f_{1}, f_{2}\right) \in \operatorname{Dom}\left(\mathcal{A}_{0}\right)$, this then gives

$$
\begin{aligned}
& \operatorname{Re}\left\langle(-\mathcal{A}+\mu)\left(f_{1}, f_{2}\right),\left(f_{1}, f_{2}\right)\right\rangle_{\mathcal{H}_{w}} \\
& \quad=\operatorname{Re}\left(\left(-\mathcal{A}+\mu \operatorname{id}_{\mathcal{D}}^{*} \operatorname{id}_{\mathcal{D}}\right)\left(f_{1}, f_{2}\right),\left(f_{1}, f_{2}\right)\right)_{\mathcal{D}^{*} \times \mathcal{D}} \geq 0
\end{aligned}
$$

We proceed by showing that $S(\lambda)$ is boundedly invertible, if $\lambda>0$ is sufficiently large, i.e. that $S(\lambda)^{-1} \in \mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right)$. To this end, we use that $-\lambda S(\lambda)=\widehat{T}_{w}(\lambda)$, where the latter denotes the operator associated with the form $\mathbf{t}_{w}(\lambda)$ of the Dirichlet realisation of

$$
-\nabla \cdot\left(\left(I_{\mathbb{C}^{d}}+\lambda a_{0}\right) \nabla\right)+2 \lambda\left(a_{1}+\mathrm{i} a_{2}\right)+\lambda^{2}, \quad \lambda>\lambda_{0}>0
$$

in the space $L_{w^{2}}^{2}(\Omega)$, see (2.2), with form domain $\mathcal{V}_{w}=\mathcal{D}_{S}$. Notice that while the coefficients, and thus the corresponding norms defined in (3.6), depend on $\lambda$, the norms are in fact all equivalent to $\|\cdot\|_{S}$ such that the form domain itself, as a
topological space, remains constant. To verify the assumptions of Theorem 3.2, we take

$$
P=I_{\mathbb{C}^{d}}+\lambda a_{0}, \quad U_{r}=\lambda^{2}, \quad U_{s}=2 \lambda a_{1}, \quad V_{r}=2 \lambda a_{2}, \quad V_{s}=0
$$

Employing (5.22), it is elementary to see that the conditions (iv) and (v) in Assumption 3.1 are satisfied, where the constants therein depend on $\lambda$ and exhibit the following asymptotic behaviour as $\lambda \rightarrow \infty$

$$
\varepsilon=\mathcal{O}\left(\lambda^{-2}\right), C_{\varepsilon}=\mathcal{O}\left(\lambda^{-2}\right), \kappa_{w}=\varepsilon_{0}+\mathcal{O}\left(\lambda^{-\frac{1}{2}}\right), \sigma_{w}=\mathcal{O}\left(\lambda^{-\frac{1}{2}}\right), C_{w}=\mathcal{O}\left(\lambda^{-\frac{1}{2}}\right)
$$

It follows that there exists $\lambda_{0}>0$ such that the above constants can be selected sufficiently small and uniformly in $\lambda$, i.e. such that Assumption 3.1, as well as condition (3.7), are satisfied with the same constants therein for all $\lambda>\lambda_{0}$, see also Remark 3.3 (i). Theorem 3.2 thus indeed holds and in particular, we obtain the estimates in (4.7) with $\lambda$-independent constants $m_{1}, m_{2}, \gamma_{1}$ and $\gamma_{2}$. Since $|V| \geq \operatorname{Re} V \geq \lambda^{2}$, the latter estimates yield generalised coercivity of $\mathbf{t}_{w}(\lambda)$ if $\lambda>\lambda_{0}$ is chosen sufficiently large, implying that

$$
S(\lambda)^{-1}=-\lambda \widehat{T}_{w}(\lambda)^{-1} \in \mathcal{B}\left(\mathcal{V}_{w}^{*}, \mathcal{V}_{w}\right)=\mathcal{B}\left(\mathcal{D}_{S}^{*}, \mathcal{D}_{S}\right)
$$

Employing Theorem 2.4, we conclude that $\operatorname{Dom}\left(\mathcal{A}_{0}\right)$ is dense in both $\mathcal{W}_{w} \oplus \mathcal{D}_{S}$ and $\mathcal{H}_{w}$. Moreover, it gives $\rho\left(\mathcal{A}_{0}\right) \cap \mathbb{R}_{+} \neq \emptyset$ and in consequence that $-\mathcal{A}_{0}+\mu$ is m -accretive in $\mathcal{H}_{w}$. Hence, $-\mathcal{A}_{0}$ indeed generates a $C_{0}$-semigroup, see e.g. [16, Thm. 11.4.1].
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