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Abstract

The BepiColombo Laser Altimeter [BELA, Thomas et al., 2007] is one of the main instruments
on board Mercury Planetary Orbiter (MPO), one of the two spacecrafts of the European Space
Agency’s (ESA) BepiColombo mission Benkho� et al. [2010]. It will arrive at Mercury by 2025
and start its measurements of Mercury’s surface.

The main goal of this study is to analyse the laboratory test results in the framework of a
comprehensive in-orbit performance model for BELA. We determine the quality of observations
and the recovery of surface features.

To determine the in-�ight performance, we �rst use the laser altimetry performance model
described in Gardner [1992] as our basis and we implement the end-to-end test results on
BELA in the laser altimetry test laboratory of the University of Bern to our modeling of the
instrumental noise. We then model the probability of false detection for each observation and
based on that, we produce a coverage map over di�erent surface terrains.

At each observation time we use the dynamical model to determine the position of MPO
around Mercury and to determine the bouncing time and coordinates of the laser beam on the
planet surface. Then, using a synthetic topography model, we determine the surface properties
(e.g. local slope, roughness, ...) at that point and calculate the properties of the return signal.
Finally, using the instrument noise model, we determine the time of �ight, pulse width and
pulse energy measurement errors.

This results in a performance map over the surface of Mercury and we study the attainable
topography and the expected accuracy of the measurements of surface properties, e.g. local
slopes, roughness and albedo, in di�erent conditions and over di�erent terrains.

The second goal of this PhD thesis is to estimate the impact of BELA on the improvement
of the orbit of spacecraft and planet geophysical parameters. To achieve this goal, we �rst
perform a Doppler-only orbit determination. We simulate one year of 2-way X-band and K-
band Doppler radio-science tracking data, including station and planetary eclipses. These are
in turn used to reconstruct MPO orbit and evaluate its accuracy within a closed-loop simulation.
In addition to this, we set-up pseudo-measurements at the crossover points of BELA ground-
tracks, based on the nominal orbit and evaluate their potential contribution to the recovery of
MPO orbit and of Mercury geophysical parameters.

Finally, we recommend technical settings to improve the pulse detection and the quality of
observations. We also suggest potential calibrations and several approaches for the recovery
of surface properties, which would enhance the scienti�c outcome of BELA and, in general, of
the BepiColombo mission.
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1. INTRODUCTION

1.1 Planet Mercury

Mercury is the least known planet in the inner solar system and it is the closest to the Sun. The
planet has been known since Man was interested in observing the night sky. Compared to plan-
ets such as Mars, Jupiter and Saturn, Mercury has received much less attention. Mercury has a
diameter and a gravity approximately three times lower that of the Earth. The temperature at
its surface can vary from 430°C (dayside) to ´180°C (night side). Of the planets, Mercury has
the most eccentric orbit with the largest inclination from the ecliptic plane. The rotational axis
of the planet is perpendicular to the orbital plane, and as a consequence, there are no seasons
on Mercury. The orbital properties of Mercury are listed in table 1.1.

Mercury consists of approximately 70% metallic and 30% silicate material. Mercury’s density
is 5.427g{cm3 which is the highest value among the terrestrial planets. The formation process
leading to Mercury’s high density is not yet fully known. This value is only slightly less than
Earth’s density of 5.515g{cm3. If the e�ect of gravitational compression were to be factored
out, the materials of which Mercury is made would be denser than those of Earth, with an
uncompressed density of 5.3g{cm3 versus Earth’s 4.4g{cm3.

The pock-marked surface of Mercury is highly reminiscent of the Earth’s Moon. Mercury
was heavily bombarded by comets and asteroids during and shortly following its formation 4.6
billion years ago, as well as during a possibly separate subsequent episode that ended 3.8 bil-
lion years ago [Fassett, 2013]. During this period of intense crater formation, Mercury received
impacts over its entire surface, facilitated by the lack of any atmosphere to slow impactors
down.

Craters on Mercury range in diameter from small bowl-shaped cavities to multi-ringed im-
pact basins hundreds of kilometers across. They appear in all states of degradation, from
relatively fresh rayed craters to highly degraded crater remnants. With further degradation, the
craters lose their crisp morphology and rays and features on the continuous ejecta become
more blurred until only the raised rim near the crater remains recognizable. Because craters
become progressively degraded with time, the degree of degradation gives a rough indication
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Tab. 1.1: Mercury properties

Parameter Value Unit
Mass 0.33E24 kg
Diameter 4879 km
Density 5427 kg{m3

Surface gravity 3.7 m{s2

Escape Velocity 4.3 km{s
Rotation Period 1407.6 hours
Length of Day 4222.6 hours
Distance from Sun 0.387098 AU
Perihelion 0.307499 AU
Aphelion 0.466697 AU
Orbital Period 88 days
Orbital Velocity 47.4 km{s
Orbital Inclination 7 degrees
Orbital Eccentricity 0.205 -
Obliquity to Orbit 0.034 degrees

of the crater’s relative age [Spudis, 2001].

Although Mercurian and lunar craters are super�cially similar, they show subtle di�erences,
especially in deposit extent. The continuous ejecta and �elds of secondary craters on Mercury
are far less extensive (by a factor of about 0.65) for a given rim diameter than those of com-
parable lunar craters. This di�erence results from the 2.5 times higher gravitational �eld on
Mercury compared with the Moon [Kabin et al., 2000].

The largest known crater is Caloris Basin, with a diameter of 1,550 km. The impact that
created the Caloris Basin was so powerful that it caused lava eruptions and left a concentric
ring over 2 km high surrounding the impact crater.

1.2 Missions to planet Mercury

Mariner 10 was the �rst spacecraft to visit Mercury. It was a �yby mission that happened in
1974 and 1975 studying Mercury’s geology, chemical composition and magnetic �eld. Mariner
10 data revealed a surprising magnetic �eld and a metallic core comprising about 80 percent
of Mercury’s mass. MESSENGER [Solomon et al., 2007] was a NASA spacecraft that orbited the
planet Mercury between 2011 and 2015. Many of the results and observations by Mariner 10
have been superseded by MESSENGER spacecraft. The mission name is a acronym for "MErcury
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Surface, Space ENvironment, GEochemistry, and Ranging".
MESSENGER’s initial orbit was highly eccentric with a periherm of around 200 km to 500

km and apoherm of 15200 km with a 12 h orbital period. During the extended mission, the
spacecraft apoherm was lowered, while the periherm of the orbit was kept almost the same.
The highly elliptical orbit of MESSENGER, didn’t allow for almost no observation of the planet
southern hemisphere (Figure 1.1).

MESSENGER was built to explore the whole planet from core to exosphere and featured a
wide range of instruments.

Fig. 1.1: Orbit of MESSENGER spacecraft around Mercury

One of the instruments onboard MESSENGER, was the Mercury Laser Altimeter (MLA). MLA
measured the round trip time-of-�ight of transmitted laser pulses re�ected from the surface
of the planet that, in combination with the spacecraft orbit position, gives a measurement of
surface topography referenced to Mercury’s center of mass.

The BepiColombo mission to Mercury [Benkho� et al., 2010] is composed of two separate
orbiters that will work in di�erent orbits to explore the planet and its environment: the Mercury
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Planetary Orbiter (MPO) led by the European Space Agency (ESA), and the Mercury Magneto-
spheric Orbiter (MMO) led by the Japanese Aerospace Exploration Agency (JAXA). The MPO has
the primary goals to image and map Mercury throughout its orbit, while the MMO will study
Mercury’s magnetic environment. BepiColombo were launched in October 2018, and will arrive
at Mercury in December 2025.

MPO and MMO will journey to Mercury together with the Mercury Transfer Module (MTM).
When approaching Mercury, the MTM will separate and the two spacecraft, still together, will
be captured into a polar orbit around the planet. Their altitude will be adjusted using MPO’s
thrusters until the MMO’s orbit has been reached. Then MPO will separate and descend to its
orbit.

The orbit of MMO will be highly eccentric with a periherm altitude of 400 km and an apo-
herm altitude of 11824 km. It carries instruments to study the planet’s magnetosphere and
exosphere and the solar wind.

1.3 Mercury Planetary Orbiter

The Mercury Planetary Orbiter (MPO) is a three-axis stabilised spacecraft with a periherm alti-
tude of 480 km and an apoherm altitude of 1508 km. The orbit is polar with its periherm over
the equator to ensure a global coverage of the planet and has a period of 2.3 h (Figure 1.2). At
the start of mission the argument of the periherm is around 16 degree, the altitude of space-
craft over the North Pole is around 800 km and over the south pole is around 1050 km. But the
orbital elements drift over time and the argument of periherm goes to around -40 degree at
the end of extended 2-year mission [Jehn, 2015][Luedicke, 2014] (�gure 1.4 ). Unlike MESSENGER,
MPO’s orbit is designed such that the spacecraft instruments will observe both the northern
and southern hemisphere of Mercury.

Also the orbit becomes more elliptical, so that after two years of mission (one year of nom-
inal and one year of extended mission), the periherm is expected to lower to 260 km and the
apoherm is also expected to increase to around 1720 km (�gure 4.4). It has to be mentioned
that considering the uncertainties of the gravity �eld determined by the analysis of the NASA
MESSENGER radio science data (e.g., Genova et al. [2019]), the orbit of the spacecraft after two
year might be di�erent from the predicted orbit and in the worst case scenario, the orbit can
get as low as 125 km after two years in Mercury orbit [Luedicke, 2014].

The instruments of MPO aim at investigating the interior, surface, exosphere, and magne-
tosphere, as well as test the theory of General relativity. The remote sensing instruments are
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Fig. 1.2: Orbit of MPO and MMO
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Fig. 1.3: Topographic map of Mercury’s northern hemisphere by the MLA instrument on MESSENGER
spacecraft. lowest (purple) to highest (red, 10 km); Credits: NASA/Johns Hopkins University
Applied Physics Laboratory/Carnegie Institution of Washington.
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Fig. 1.4: Purple: Periherm and Apoherm altitudes during the nominal and extended mission; Green: Ar-
gument of periherm of MPO during the nominal and extended mission

designed to point in the nadir direction. All surfaces and payloads are designed for the high
thermal load from both the Sun and Mercury. A radiator that always faces away from the Sun
allows thermal radiation towards deep space. MPO accommodates 11 science instruments in
total:

‚ BELA: BepiColombo laser altimeter

‚ ISA: Italian spring accelerometer

‚ MPO-MAG: Mercury Planetary Orbiter Magnetometer

‚ MERTIS: MErcury Radiometer and Thermal Infrared Spectrometer

‚ MGNS: Mercury Gamma-ray and Neutron Spectrometer

‚ MIXS: Mercury Imaging X-ray Spectrometer (-C: collimator; -T: telescope)

‚ MORE: Mercury Orbiter Radio-science Experiment

‚ PHEBUS: Probing of Hermean Exosphere by Ultraviolet Spectroscopy

‚ SERENA: Search for Exospheric Re�lling and Emitted Natural Abundance (ELENA: Emitted
Low-Energy Neutral Atoms;
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‚ MIPA: Miniature Ion Precipitation Analyser; PICAM: Planetary Ion Camera; STROFIO: Start
from a Rotating Field Mass Spectrometer)

‚ SIMBIO-SYS: Spectrometer and Imagers for MPO BepiColombo Integrated Observatory
System

‚ SIXS: Solar Intensity X-ray and particle Spectrometer

The MPO design is optimised to meet the needs of the payload in orbit around Mercury.
The payload components are mounted on the nadir side of the spacecraft, with certain instru-
ments or sensors located directly at the main radiator, to achieve low detector temperatures.
The MERTIS and PHEBUS instruments are located at the radiator. The SIMBIO-SYS sensors and
the BELA optical head are located on a optical bench with the star trackers and gyroscopes, to
provide the required pointing performance. The ISA instrument is located close to the centre
of mass. The MERMAG sensor is mounted on a 3.2-metre deployable boom, providing it with a
suitably low magnetic background.

1.4 Mercury radio science experiment

This study will concentrate on the BELA instrument, but to �nd the impact of the instrument
orbit improvement, we include the data from radioscience experiment, MORE.
The MORE instrument addresses BepiColombo’s scienti�c goals in geodesy, geophysics and
fundamental physics. It will help to precisely determine the orbit of spacecraft, gravity �eld of
Mercury and the physical state of the core of the planet. It will provide crucial experimental
constraints to models of the planet’s internal structure and test theories of gravity with un-
precedented accuracy. These scienti�c goals will be achieved by means of several data types,
generated by MORE at the ground station, other on-board instruments (BELA, ISA, and SIMBIO-
SYS) and the on-board attitude determination and control system.

1.5 BELA

Laser altimetry is a powerful remote sensing technique used in both Earth and planetary sci-
ence. The basic concept is rather simple: we measure the time-of-�ight (TOF) of a pulse of
light from an orbiter equipped with a laser to a re�ecting surface and back. The range z from
the laser to the illuminated spot on the surface is related to the laser pulse time-of-�ight ∆T

by

z “ c
∆T

2
, (1.1)

with c the speed of light. This means that a 1 ns delay corresponds to around 15 cm in range.
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The main objectives of BELA are to measure the �gure parameters of Mercury, to establish
accurate reference surfaces, topographic variations relative to the reference �gures, surface
roughness, local slopes and albedo variations, also in permanently shaded craters near the
poles.

The instrument was built in collaboration of several institutions and industries in di�er-
ent countries. The main contributors were the Physikalisches Institut in Bern, the German
Aerospace Center in Berlin and the Instituto de Astro�sica de Andalucia in Spain as well as
the Max-Planck-Institute for Solar System Research in Germany. The system development was
mainly split into two parts: the receiver section (Physikalisches Institut) and the transmitter
section (German Aerospace Center). The �nal integration and veri�cation of the instrument
was performed at the University of Bern.

Fig. 1.5: BELA

BELA uses the "direct-detection" approach to laser altimetry. High power pulses („ 50 mJ)
at 1064 nm are emitted from a Q-switched laser at 10 Hz. The emission time of each pulse
is measured by a photodiode. The beam is re�ected from the surface and received around
5 ms later at a 20 cm diameter telescope. The image is refocused onto a silicon avalanche
photodiode (APD) through a narrow bandpass interference �lter. Since the receiver �eld of
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view is larger than the laser beam divergence angle, the total energy of the return pulse energy
is given by

ER “ ET .ρ.Tr.r
2
R{z

2 (1.2)

Where: ER is the received energy, ET is the transmitted energy, ρ is the bidirectional re-
�ectance, Tr is the transmission of Receiver optical susbsystem (ROSS) and rR is the telescope
radius. In �gure 1.6 the amplitude of the return pulse is plotted in voltage against the altitude
of the spacecraft. In the case of a nadir looking laser altimeter, the bidirectional re�ectance at
zero phase-angle is [Gunderson et al., 2006]:

ρpθt, θR, 0q “ αN{π (1.3)

Fig. 1.6: Amplitude of the return pulse (v) as a function of distance to Mercury (gain Code 7, FWHM =
10ns, average surface re�ectance)

Where αN is the normal albedo. The received signal is then sampled and fed to a digi-
tal pulse discrimination electronics. This system determines the time of �ight (and therefore
range), the integrated pulse intensity, and its width. The data are passed to a digital processing
unit which controls the operation and services the spacecraft interface [Thomas et al., 2007].

BELA will provide 2 ns time resolution which is commensurate with the expected knowledge
of the spacecraft position. The experiment will provide return pulse intensity and width infor-
mation allowing for an assessment of surface albedo and roughness at 20 m scales including
in unilluminated polar craters. The instrument properties [Steinbrügge et al., 2018] are sum-
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Tab. 1.2: Instrument parameters in the beginning of life used for the modelling

Parameter Symbol Value Unit
Laser pulse energy Et 50 mJ
Laser pulse width (1-σ, Gaussian) σ0 2.2 ns
Shot frequency f 10 Hz
Wavelength λT 1064 nm
1{e2 beam divergence (half cone) ΘT 25 µrad
Telescope radius rR 0.1 m
Field of view of the receiver telescope ΘR 450 rad
Transmission of receiver optics Tr 76.7 %
High voltage HV 340´ 370
Analog (TIA) bandwidth B0 25 MHz
Sample resolution adc 12.5 ns
Noise �oor nf 3.24 PA{

a

pHzq
APD dark current (bulk) Idb 100 pA
APD dark current (surface) Ids 100 nA

marized in Table 1.2 in order to get a complete overview about the assumptions made for the
modeling.

We de�ne two kinds of gain for BELA: The Avalanche Photodiode Assembly (APD-A) gain,
which is a function of high voltage (HV) and determines the AEU input voltage ampli�cation
and the instrument gain code, de�ning the voltage gain factor of the Analogue Electronics Unit
(AEU) The instrument gain code has an integer value between 0 to 15, corresponding to the low-
est and highest ampli�cation, while the APD-A gain is between 0.75 MV/W (Mega-Volts / Watt)
to 1.5 MV/W depending on the HV set point.

An APD-A gain of 0.75 MV/W corresponds to high voltage (HV) set point of 370 V, while an
APD-A gain of 1.5 MV/W corresponds to the HV set point of 340 V. The recommended HV set
point was reduced from 370 V to 340 V to avoid any danger arising from possibly of exceeding
the APD breakdown voltage. We need to stress that 340 V produces a responsively (gain) that
is considerably lower than can be achieved in optimum condition.

1.6 Pulse detection algorithm

Like the other classic laser altimeters, BELA sends a laser pulse to the surface. The beam
produces a spot of 20-50 m on the surface. The laser beam is re�ected from the surface
and around 5 ms later it is received with the telescope. The received signal may have a much
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higher amplitude by the noise �oor (e.g. when the altitude is low and the surface is smooth) or
it may be close to or even below the noise level (e.g. when the altitude is high and the surface
is rough or steep). In both cases the instrument tries to �nd the returned signal in the noise
using the pulse detection algorithm. According to the requirement, the instrument should be
able to detect the pulses up to the altitude of 1050 km.

For the instrument to meet the requirement there has been a hardware modi�cation on
BELA during which, a Pi �lter was installed to reduce APD noise and The nominal harness B11H8
was replaced with the modi�ed B11H8 FS2, which hosts a ferrite core in the backshell P450 to
�lter the common mode noise.

We determine the performance of pulse detection algorithm by determining the probability
of false detection (PFD). The PFD of the instrument depends on the altitude of the spacecraft,
return pulse width, instrument gain settings and also on the performance of pulse detection
algorithm.

BELA uses digital pulse sampling. For this purpose, the Range�nder Electronics Module
(RFM) digitizes the analog signal coming from the APD using analog to digital converters (ADCs).
The two ADCs are implemented with 12 bits resolution in order to be able to detect low signal
variations. This is a novel characteristic of BELA. Other planetary laser altimeters (e.g. MLA)
have used analogue detection techniques.

The built in ADCs together have an equivalent sampling frequency of 80 MHz, which corre-
sponds to one sample in 12.5 ns. In order to be able to resolve very short pulses, the analog
signal �rst undergoes a low pass �ltering (20 MHz cut-o� frequency) which results in pulse
broadening of the short pulses. A typical 20 ns Gaussian pulse after being digitized is show in
�gure 1.7.

The RFM knows roughly when to expect the return pulse to come back from the target.
It opens a window (the range window) and collects data from the APD. These data are digi-
tized and analysed using a speci�c (proprietary) algorithm to determine the time delay between
emission and reception with respect to the oscillator.

A usual round trip time is about 2.6 ms to 10 ms, depending on the spacecraft height. The
RFM would not be able to analyze the coarse samples (2.6 ms / 12.5 ns = 208000 samples)
of the whole round trip time within 100 ms. Hence a shorter window needs to be used. This
window length is 200 µ seconds (about 16000 samples) and the opening of the range window
is estimated by a range tracking algorithm. The algorithm makes use of the ranging from the
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previous returns as well as from predicted altitude information delivered by the spacecraft
[Beck, 2011].

Fig. 1.7: Typical ADC response of a 20 ns FWHM Gaussian pulse

A time of �ight measurement resolution of 12.5 ns corresponds to a height resolution of 1.9
meters. This resolution is called here "coarse" measurement resolution.
The RFM however is designed to have a time of �ight resolution which is better than the coarse
resolution. This is done using a set of reference (or basis) functions which are prede�ned and
stored in the built in �eld programmable gate array. The digitized signal from the ADCs is com-
pared with the basis functions to obtain the detailed pulse parameter. It is basically performing
a pulse �tting on the signal which leads to a so-called "sub-sampling" resolution.

In order to have an e�cient pulse �tting, at a 10 Hz repetition rate, the arbitrary �tting
functions are represented as bi-quadratic polynomials in pulse width and sub-sampling o�-
set [Beck, 2011]. The RFM performs the pulse �tting in-�ight and produces parameters which
are sent back to Earth. Using these parameters and the basis functions, the time-of-�ight at
sub-sampling resolution as well as pulse parameters (pulse width and pulse energy) can be
recalculated on ground.
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The major advantage of this implementation compared to analog signal detection lies in
the possibility of de�ning the basis functions in-�ight. These functions can be programmed
according to the actual pulse shapes which are expected to be obtained from the hermean
surface.

1.7 Previous studies and goals

Gunderson et al. [2006] presents an analytical model of the BELA system performance. The
model draws on a diverse set of instrument and environmental parameters to predict signal-
to-noise ratios, false detection probabilities and range measurement uncertainties. The model
shows that the baseline instrument is capable of meeting the performance requirements of
PFD ă 0.1 and range error ă 10 m out to altitudes of 1050 km. Gunderson and Thomas
[2010] extended the above model contain the time-varying orbital conditions and instrument
degradation over the mission life time. Also measurement accuracy predictions has been
broadened to include albedo and return pulse width in addition to range accuracy.

Steinbrügge et al. [2018] presents a semi-analytical instrument performance model, in which
signal-to-noise ratio, single shot probability of false detection, range errors and the accuracy of
pulse width reconstruction are estimated. It also performs numerical simulations of the instru-
ment performance expected in orbit about Mercury and studies the measurement accuracy of
topography, slopes and surface roughness.

In this study, we focus on a comprehensive performance analysis for BELA by including all
of the above factors synthesised in to one single numerical model. Moreover, we base our
analysis on a more accurate instrument noise model based on the noise information gath-
ered from the laboratory tests on BELA. Our modelling contains instrument degradation, the
planet surface model and an in-�ight model of the laser altimetry. We use this model to have an
extensive and accurate performance evaluation of BELA on its orbit around the planet Mercury.

In section 2, we discuss the laboratory-based performance tests that has been done at the
University of Bern and the analysis of the test results. In section 3 we present the probability
of false detection model that is used in this study. In section 4, we present extensive modeling
of BELA in-orbit around Mercury. Section 5 presents results about the di�erent measurements
noise components and the working limits of the instrument.

In section 6, we present results on orbit determination using Doppler tracking only and the
preliminary results on the impact of BELA crossovers on precise orbit determination (POD) and
on the recovery of Mercury geophysical parameters. We summarize the conclusions in section 7.

The thesis will be followed by two appendixes: �rst, in appendix 1, a technical report about
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"MPO relative orbit error modelling" that was prepared for DLR and second, in appendix 2,
the submitted paper to Planetary and Space Science journal with the title of "Comprehensive
in-orbit performance evaluation of BepiColombo laser altimeter (BELA)".
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2. LABORATORY-BASED PERFORMANCE TESTS ON BELA RANGE FINDER MODULE

We discuss here the performance tests which have been made at the University of Bern with
the quali�cation model of the BELA RFM. With these low level tests, the BELA laboratory-based
performance in terms of measurement accuracy can be estimated. The RFM has been electri-
cally stimulated by simulated laser pulses in order to verify the performance of the subsystem.

These tests have been performed by a previous PhD student, Thomas Beck, and we here
analyzed the test results to �nd a noise model for the three main measurements (TOF, Pulse
width and pulse energy) of the instrument. By analysing these results we try to identify sys-
tematic biases on all three measurements. The details of the tests has been written in Beck’s
PhD thesis. Here we only give a summary of the test settings and then move to the data analysis.

2.1 Test set up and assumptions

Several tests were performed with the RFM using electrically generated pulses. These pulses
were sent to the RFM in order to verify the ranging performance. They have been programmed
and generated by an arbitrary waveform generator (AWG) with a timing resolution of 0.4 ns.
The assumptions made on the planets properties are limited to the target surface re�ectance
of Mercury (geometric albedo).

The setup for the RFM subsystem tests involves several di�erent auxiliary electronics com-
ponents which were designed and programmed at the University of Bern. The test procedure
starts with a control �le which is sent to the RFM from the control computer. The control �le
contains information/commands for the RFM such as the range window start time (calculated
by the range tracking algorithm), the high voltage set point for the APD and other commands.
Details can be found in the RFM interface control document [Schulze-Walewski, 2011].

The control �le is executed by the RFM when the trigger signal arrives from the FPGA board.
The same trigger signal releases the AWG sequence which has been programmed and stored
before. The AWG releases, usually 1 ms after the trigger signal (programmed), the transmitter
pulse which is then sampled by the RFM. After the Tx sampling, the RFM reads the house-
keeping (HK) data which includes, among other things, APD temperature, high voltage settings
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and clock cycles since the last PPS as explained before. The range �nder module waits a pre-
de�ned time (commanded by the control �le) before start sampling the Rx pulse. This time
corresponds to the time of �ight minus (usually) half of the range window. Within the range
window the AWG releases the receiver pulse which is then detected by the RFM. Afterwards
the range �nder performs the pulse processing (pulse �tting, coarse time of �ight calculation)
before sending the data back to the control computer.

This has been performed using ideal, Gaussian, pulse shapes and noise modulated pulse
shapes including Mercury background for comparison. In total 2ˆ288ˆ1000 “ 576000 pulses
have been produced to obtain statistically relevant results. For each scenario (ideal and real
pulse shapes), 288 di�erent height, pulse width and gain setting variations have been simulated.

The Mercury background radiation contributes to the noise behavior of the system. The
spectral noise density of the APD is a function of the illumination power. Therefore the un-
wanted radiation had to be taken into account. For the tests, three di�erent optical back-
grounds input were chosen. The case where BELA is ranging at the dark side of Mercury (Point
A in �gure 2.1), the perihelion case (Point B in �gure 2.1) and the aphelion case (Point C in �g-
ure 2.1).

The di�erent sequences are simulated with and without noise modulation. The simpli�ca-
tion that is made here is that the Mercury expected background noise was chosen such that
for heights greater or equal to 1000 km perihelion’s expected background o�set (= 2.5nW) and
for the others aphelion expected background (= 1.1 nW) was added. In this way a lot of orbital
cases for the BELA operation are covered.

The di�erent model sequences are a variation of three di�erent parameters listed in ta-
ble 2.1. Di�erent spacecraft heights, di�erent pulse widths as well as ampli�cations have been
chosen to account for. The pulse shapes that are used in this experiment are Gaussian, which
is not always true in reality. Therefore, we need to consider this simpli�cation when we use
the results of this performance tests.

The results are subdivided in three sub sections, each showing the measurement accuracy
of the three di�erent parameters (time of �ight, pulse width and pulse energy). The results
show the di�erence between ideal pulse shapes and noise modulated pulse shapes for low and
high gain settings as well. The low gain setting resulted in RFM input voltage of roughly 0.1 V
and corresponds to gain code 0 while high gain setting resulted in roughly 1 V and corresponds
to gain code 15.
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Fig. 2.1: Orbit of the BepiColombo spacecraft for three di�erent positions of Mercury. The planet is
positioned at Mercury true anomaly of 0, 138 and 180 degrees [Beck, 2011]

Tab. 2.1: Parameter that have been varied for the performance estimation

Variable Range
Spacecraft height 400 km - 1500 km
Pulse width FWHM 5 ns - 100 ns
Pulse ampli�cation 0 dB - 21 dB
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It has to be mentioned that all the errors that are given in this study are derived from
the analysis of the test results in the laboratory and therefore, they do not include the error
component due to orbital error or pointing uncertainties. The in-�ight performance of the
instrument that includes all the errors will be presented in chapter 5.

2.2 Time of �ight measurement error

2.2.1 Time of �ight deviation as a function of spacecraft altitude

The time of �ight accuracy is shown here as function of the spacecraft height (time of �ight)
as well as function of pulse width. The deviation from the commanded time of �ight is shown
in �gures 2.2 to 2.3, for low and high gain settings. The resulting height deviation is given, in
addition, on the second y-axis.

These �gures show that the time of �ight deviation depends on the height for the noise
modulated pulses because the signal to noise ratio (SNR) is decreasing with height. In addition,
the height deviation depends on the pulse widths.

Figure 2.2 and 2.3 show that the TOF measurement accuracy for spacecraft heights up to
800 km above Mercury is very high. The standard deviation of error on range measurement is
about 25 cm. This error also depends on the measured pulse width and it has smaller values
in smaller pulse widths. For spacecraft heights above 1000 km the measurement accuracy
decreases mainly for larger measured pulse widths.

2.2.2 Systematic bias on time of �ight

By �tting a linear function to the noise modulated data of the above plots, one can clearly
see a systematic component on the range measurement that depends on the altitude, pulse
width and gain settings. Figures 2.2 and 2.3 show a �tted line on the noise modulated data for
di�erent altitudes and for two di�erent gain settings. Figure 2.4 shows the random noise after
removing the systematic bias. The TOF measurement error decreases by 60 % and down to
1 ns (equal to 15 cm in range measurement) for low altitudes after removing the systematic bias.

The TOF measurement error in di�erent condition are shown in table 2.4. Also the suggested
equations for systematic bias is presented in table 2.2. It has to be mentioned that the TOF
error here is assumed as "real TOF - measured TOF". It means that the actual systematic bias
is a negative error on TOF and the suggested value has to be deducted from the measured
TOF.
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Fig. 2.2: Time of �ight measurement error (Low gain)

Fig. 2.3: Time of �ight measurement error (High gain)
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Fig. 2.4: Random error on time of �ight measurements after removing the systematic bias

Tab. 2.2: Suggested equation for systematic o�set on TOF measurement

Altitude Gain setting Fit equation

400-800 km
Low TOFoffset “ 3.6 .107.FWHM ´ 1.48
High TOFoffset “ 2.2 .107.FWHM

1000 km
Low TOFoffset “ 8.12 .107.FWHM ´ 2.16
High TOFoffset “ 4.6 .107.FWHM ´ 0.5

1200 km Low TOFoffset “ 1.17 .108.FWHM ´ 3.34
High TOFoffset “ 7.75 .107.FWHM ´ 1.27
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2.3 Pulse width measurement error

Measured pulse width is plotted as function of the expected (commanded) pulse width for
di�erent altitudes of the spacecraft in �gure 2.5. Because of the broadening caused by the
e�ect of low-pass �ltering on the return signal, the width of the measured pulse width is always
higher than 20 ns.

To study the pulse width measurement error in di�erent conditions we plot this error against
the measured pulse width in low and high gain settings (�gures 2.6 and 2.7). Similar to the range
measurement error there is a systematic bias in this measurement. The o�sets shows a linear
dependency to the FWHM of the return pulse and the gradient of this �t is higher in higher
gains. The suggested di�erence equations to correct those systematic o�sets are shown in
table 2.3. We need to stress that one can suggest other possible �t equations, but since the
linear function is the simplest and it �ts the results very well, we don’t use more complicated
equations.

Fig. 2.5: Measured pulse width against expected (commanded) pulse width

Figure 2.8 compares the pulse width measurement errors as function of altitude before and
after the removal of the systematic bias. Figure 2.9 shows the random error after removing the
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Fig. 2.6: systematic bias on pulse width measurement (high gain setting)

Fig. 2.7: systematic bias on pulse width measurement (low gain setting)
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Fig. 2.8: Random error on pulse width measurement as a function of altitude before and after removal
of the systemic o�set

Fig. 2.9: Random error on pulse width measurement as a function of FWHM of the return pulse after
removal of the systemic o�set
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systematic bias from the measurements. This curve is showing the error in di�erent return
pulse widths. It can be seen that in lower pulse widths (coming from low slope), the pulse width
measurement error is almost three times higher than the error on broaden pulses (coming
from steep slopes).

There are two main issues resulting from the tests. On the one hand it can be seen that the
measurement accuracy decreases with the spacecraft height beginning from about 800 km.
This happens due to the lower SNR at higher altitude. On the other hand, from �gure 2.9, it
is obvious that pulse widths below 20 ns FWHM are detected with large errors, because of the
e�ect of low-pass �ltering.

Tab. 2.3: Suggested equations for systematic o�set on pulse width measurement. This o�set has to be
deducted from the measured FWHM. The �lter broadening has to be considered separately to
calculate the real received pulse width

Altitude Gain setting O�set equation

400 km
Low FWHMoffset “ 4.3 .107.FWHM
High FWHMoffset “ 3.4 .109.FWHM

600 km Low FWHMoffset “ 5.4 .107.FWHM
High FWHMoffset “ 2.9 .108.FWHM

800 km
Low FWHMoffset “ 9.6 .107.FWHM
High FWHMoffset “ 1.7 .108.FWHM

1000 km
Low FWHMoffset “ 2.5 .108.FWHM
High FWHMoffset “ 6.7 .107.FWHM

1200 km
Low FWHMoffset “ 4.1 .108.FWHM
High FWHMoffset “ 2.9 .107.FWHM

2.4 Pulse energy measurement error

Like the range and pulse width measurements, there also appears to be a systematic bias on
the pulse energy measurements. The linear �t on the plot shows that the measured values are
always around 50 % lower that the real energies. To �nd the measurement systematic bias we
plot the pulse energy measurement error as a function of measured pulse energy (Figure 2.10).

We need to mention that the energy measurement test results for altitudes higher than 800
km are very bad. We have plotted some of them in �gure 2.10, but we do not consider them
for �nding the �t to the data. The measurement data analysis shows that by removing the
o�set that from the measurement, the error on the pulse energy measurement will improve
from 20% to 35%. Here we describe the errors as the percentage of the measured pulse energy.
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Tab. 2.4: Instrument laboratory-based performance before and after removal of systemic o�set

Measurement Altitude Error STD Error STD
With systematic bias No systematic bias

ă 1000 km 1.64 ns 1.00 ns
Time of �ight ě 1000 km 3.35 ns 1.28 ns

total 2.63 ns 1.13 ns
ă1000 km 5.6 ns 4.2 ns

Pulse width ě 1000 km 23.4 ns 6.2 ns
total 15.4 ns 5.3 ns
ă 1000 km 35 % 18 %

Pulse energy ě 1000 km 40 % 26 %
total 40 % 20 %

It also has to be mentioned that the pulse energy range that led to the presented errors
are between 1 Vns to 12 Vns. Outside this range the accuracy of the pulse energy estimation
drops since the RFM has not been programmed for that.

Figures 2.11 and 2.12 show the remaining random error on pulse energy after removing the
systemic o�set. Since this pulse energy measurement error has a linear dependency with the
pulse energy itself, we present the pulse energy errors in table 2.4 in the form of percentage
from the expected pulse energy. The �nal error after removal of the systematic bias is about
18 % for altitudes lower than 1000 km and 26% for higher altitudes. The accuracy of the pulse
energy measurement will determine the accuracy of the local albedo measurements that will
be discussed in chapter 5
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Fig. 2.10: Measured pulse energy as a function of expected pulse energy for di�erent spacecraft altitudes.
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Fig. 2.11: Absolute pulse energy measurement error after removal of the systemic o�set

Fig. 2.12: Relative pulse energy measurement error after removal of the systemic o�set
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3. PROBABILITY OF FALSE DETECTION

3.1 PFD determination in a simulation environment

We determine the single shot PFD in a simulation environment software developed at the Uni-
versity of Bern. We use the simulation environment to simulate the RFM algorithm and to see
if the pulse can be detected or not. To have a value for the PFD, we repeat the process sev-
eral times for di�erent pulse width and pulse energies. then we check the number of times
the algorithm has been able to �nd the pulse inside the noise environment and from this we
calculate the PFD.

3.2 Special performance tests before and after BELA hardware modi�cation

3.2.1 Test execution summary

Special Performance Test (SPT) was performed in August 2017. The SPT was executed in com-
bination with required hardware modi�cation on BELA FM to reduce APD noise.
The SPT was executed twice, once before and once after hardware modi�cation. These tests
were required in order to verify that BELA is not exceeding SpaceWire limits after the hardware
modi�cation. It was tested and con�rmed that the hardware modi�cation doesn’t have a nega-
tive impact on the communication noise with and from spacecraft. As a result of the required
hardware modi�cations the noise was reduced signi�cantly and the instrument performance is
now decisively better than before.

3.2.2 Science data analysis

The recorded noise samples for both before and after hardware modi�cation is fed to the sim-
ulation environment and the PFD is calculated accordingly. An overview of determined PFDs
before and after hardware modi�cation at Gain Code 0 and at a typical return pulse width can
be found in table 3.1.
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Tab. 3.1: PFD before and after BELA’s hardware modi�cation at gain code 7 and at 35 ns pulse width
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Tab. 3.2: Probability of false detection in di�erent altitudes and return pulse widths. provided for gain
code 7 and APD-A gain = 0.75 MV/W

Tab. 3.3: Probability of false detection in di�erent altitudes and return pulse widths. provided for gain
code 7 and APD-A gain = 1.5 MV/W
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3.3 PFD calculation using spacecraft noise environment

3.3.1 PFD tests in di�erent altitudes and return pulse widths

The noise samples that were used for above tests were measured in the laser altimetry test
laboratory of the University of Bern but they do not represent the electromagnetic noise en-
vironment of the spacecraft. To provide the most realistic PFD calculation, we use the noise
samples that were measured onboard MPO during the �nal tests of the instrument before �ight.
Tables 3.2 and 3.3 show the PFD in di�erent altitudes and pulse widths. It can be seen that the
PFD increases with the pulse width. In other words, the maximum working altitude decreases
when we have more broaden pulses arriving at the telescope.

3.3.2 The impact of Instrument gain settings

Table 3.4 provides the results of the PFD tests that were conducted on BELA using the same
noise samples as in section 3.3.1, but in di�erent gain settings. Therefore one can use it to
compare the impact of di�erent gains on the PFD results. BELA can have 16 di�erent gain
codes (from 0 to 15). The gain code and the gain of the APD can change the PFD [Thomas et al.,
2019]. We tested the PFD in six di�erent gain settings for the instrument: three gain codes
(0, 7 and 15) and two APD-A gains (0.75 and 1.5 MV/W).

Tab. 3.4: PFD in di�erent spacecraft altitudes and in di�erent gain settings for a return pulse width of
10 ns
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As shown in table 3.4, using instrument gain code 7 BELA will have a better performance
with respect to gain code 0, but the di�erence between gain codes 7 and 15 is negligible in
most of the cases. It is important to mention that all the tables in this section are provided as-
suming a constant surface re�ectance of 19% and no degradation on instrument characteristics.

3.4 The impact of solar noise on PFD

In general the noise consists of four components. Solar noise, shot noise, dark current and the
electronic noise �oor (see Steinbrügge et al. [2018] for further details). The �rst contribution,
the solar noise, is the sunlight re�ected from the surface of the planet within the �eld of view
of the receiver. The second contribution is the shot noise. This is the additional noise caused
by the statistical nature of the multiplication process that the APD experiences when it is illu-
minated. This contribution is called shot noise and depends on the incident optical power.

To add the impact of solar noise on top of the calculated PFD, we use the relation be-
tween PFD to Signal-to-Noise. This relation has been found empirically by testing the actually
implemented algorithm for a statistical set of laser pulses under di�erent SNR conditions by
Steinbrügge et al. [2018].

PFD “
erfcp0.69 ¨ SNR´ 1.64q

1.98
(3.1)

Signal-to noise ration can also be calculated by the following equation:

SNR “
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Where Is is the solar noise, ISN is the shot noise, Ids is APD dark current (surface), Idb
is APD dark current (bulk), M is the nominal gain, x the excess noise factor and nf the noise
�oor. The assumed values are given in table 1.2. The solar noise can be calculated using the
following equation:

Is “ qεtεoεqeρ0 cospiqAFoV ΩR
Fλ

hc
σrf rAs (3.3)

.
Where:
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AFOV “ πH2 tan2 pθFoV q
“

m2
‰

(3.4)

To �nd the impact of solar noise on PFD we �rst �nd the SNR based on the PFD that is
predicted without solar noise. Then we �nd the change in SNR after adding the solar noise
and �nally, we go back from SNR to PFD and �nd the corrected PFD using the new value for SNR.

Fig. 3.1: Process of calculating the impact of solar noise on PFD using SNR to PFD relation

Fig. 3.2: PFD as a function of Sun incidence angle
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Assuming the noise �oor to be 3.2 pA{
?
Hz, adding the impact of solar noise on PFD, brings

the PFD from zero up to around 5% (in worst case) when sun is shining directly from behind
(�gure 3.2). The average value of PFD at zero incidence angle would be 2.5 %. Considering
that the e�ect of solar noise can increase the PFD from zero to a maximum percentage of 5
% and considering that we assume the signal to be detectable when the PFD is below 10%, we
conclude that the solar noise has a negligible impact on the coverage of BELA and therefore it
will not be considered on in-orbit simulations of BELA in sections 3 and 4.
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Our modeling consists of several di�erent components, as detailed in �gure 4.1. In particular,
we model the error budget for the three main measurements by BELA: Time of �ight (TOF),
pulse width and pulse energy measurements, including the noise directly from the instrument,
the noise caused by uncertainties in the dynamics of the system and the noise a�ecting mea-
surements due to the properties of the surface. Therefore, our setup consists of a model for
the planet surface properties (eg. local height, slope, roughness), in a dynamical model for
the rotation of the planet and one for the orbit and attitude of the spacecraft carrying the
instrument.

Fig. 4.1: Modelling of the in-�ight laser altimetery
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We use such model to predict the accuracy of the instrument in measuring the surface
properties. We also study the working limit of the instrument by modeling the PFD for each
observation.

We determine a set of observation epochs for BELA, based on a repetition rate of 10 Hz for
the whole nominal mission. At these epochs, we use the dynamical model to determine the
position of MPO around Mercury and the rotational state of the planet itself. Then using the
spacecraft attitude and knowing the position of the instrument inside the spacecraft frame,
we calculate the onward laser leg, the incidence time and position on the planet surface. Then
from the planet terrain model, we determine the surface properties at the laser spot (see sec-
tion 4.2) and we calculate the properties of the return signal. Then, we calculate the laser return
leg and �nally, using the instrument model and considering the noise from di�erent sources,
we determine the TOF, pulse width and pulse energy measurement errors [Hosseiniarani et al.,
2018].

4.0.1 TOF measurement noise model

The time of �ight (TOF) measurement, like any other observation is not ideal. Several sources
of error are presented in Gardner [1992]. The TOF measurement error is a combination of:

‚ Error caused by surface slope:

σp∆T qslope “
2
?

2

C

„

F

N
`

1

Ks


1
2

z tan θt tanS (4.1)

‚ Error caused by surface roughness:

σp∆T qRoughness “
2

C

„

F

N
`

1

Ks


1
2

Stdp∆ζq (4.2)

‚ Error caused by pointing uncertainties:

σp∆T qPointingError “
2
?

2

C
z tanSStdp∆Φq (4.3)

‚ Instrumental error

where
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F: Excess noise factor of the detector
N: Mean number of total detected phones
Ks: Ratio of receiver area to speckle correction area
θt: Laser beam divergence HW @ e´1{2 (rad)
C: Speed of light (m/s)
z: Altimeter altitude (m)
S: Surface slope (rad)
∆Φ pointing uncertainty

Fig. 4.2: geometry of a beautiful laser altimeter and ground target

The total TOF measurement error can be formulated as the quadratic sum of the above
values. The last component of the TOF measurement is the instrumental error which just de-
pends on the instrument properties and pulse detection algorithm. This error is called "system
error" in the work of Gardner, but here, for avoiding a confusion between this and the system-
atic bias in di�erent measurements, we call this component "instrumental error".
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BELA uses a digital pulse sampling and performs a pulse �tting on the signal using a speci�c
pulse detection algorithm. This technique is di�erent from older laser altimetry techniques
which try to detect the analog signal among the noise and is more advantageous since it leads
to a better TOF resolution. As a result of using this algorithm, the nature of BELA instrumental
errors are di�erent from the instrumental errors in [Gardner et al, 1992]. Therefore, we do
not use the proposed equation in [Gardner et al, 1992] for instrumental errors and instead we
measure this error by analysing the test results on BELA at the laser altimetry test laboratory
of the University of Bern. The summary of the results are provided in section 4.3 and the detail
of this study is presented in section 2.

4.0.2 Pulse width measurement noise model

According to Gardner [1992], the return pulse from the planet surface, experiences a broadening
because of the surface slope, the surface roughness and the beam curvature, resulting in a
global error σt, so that

σt “
b

σ20 ` σ
2
bc ` σ

2
r ` σ

2
s (4.4)

with

σbc “
2z

c
tan2 θt : beam curvature (4.5)

σr “
2

c
Stdp∆ζq : roughness e�ect (4.6)

σs “

?
2z

c
tan θt tanS : slope e�ect (4.7)

Where Stdp∆ζq is the de�nition of roughness in our work. Due to the limited bandwidth of
the receiver system, the analog signal experiences an additional broadening [Gunderson and
Thomas, 2010], which can be expressed by

σp “
´

2
?

2πB0

¯´1
(4.8)

leading to a total temporal width of the Gauss function of

σ “
b

σt2 ` σp2 (4.9)

The full width half maximum (FWHM) of the pulse can be calculated as
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FWHM “ 2
?

2 ln 2σ (4.10)

Fig. 5.5 provides the FWHM of the return pulse width in di�erent altitudes and over di�erent
terrain types. According to the model described in Gardner [1992], the error on pulse width
measurement has the same component as the TOF error with the di�erent that the pointing
error doesn’t have any impact on the results. The components of pulse width error can be
calculated using

Stdpσqroughness “
2

c

„

F

2N


1
2

Stdp∆ζq (4.11)

and

Stdpσqslope “
2

c

„

F

N


1
2

z tan θt tanS (4.12)

The third component of the pulse width measurement is the instrumental error in the pulse
width measurements. For the same reason as TOF error, we do not use the proposed equation
in [Gardner et al, 1992] for instrumental errors and instead calculate this error by analysing the
tests results on BELA at the laser altimetry test laboratory of the University of Bern that is
explained in section 2.

4.0.3 Pulse energy measurement noise model

The pulse energy measurement is not sensitive to the local slope and roughness and it is in-
dependent of the pointing uncertainties. So for determining the performance in pulse width
measurement, we only consider the instrumental errors from the laboratory based tests on
BELA RFM.

In order to compute the value of Eqs. (4.1) to (4.3) and also (4.11) to (4.12) for realistic op-
erative con�gurations of BELA, we developed a detailed modeling for both ESA BepiColombo
orbit and attitude and for Mercury surface properties.

4.1 Dynamical model of Bepicolombo spacecraft

4.1.1 Spacecraft orbit

For modelling the orbit of MPO around Mercury, we use an extensive force model, including
Mercury gravity �eld GGMES_100V07 (up to degree and order 50), solid tides, solar and plan-
etary -including albedo and IR- radiation pressure, third body perturbations and relativistic
e�ects including the Schwarzschild term, Lense-Thirring and De sitter. To consider the e�ect
of non-gravitational forces on the spacecraft, we use a 33-plates macromodel of MPO, including
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both visible and IR optical properties.

With these assumptions, the MPO orbit has been propagated and veri�ed against orbits pro-
vided by ESA [Jehn, 2015]. This modelling is done using the planetary extension of the Bernese
GNSS Software [Dach et al., 2015] that has been developed at the Astronomical Institute of the
University of Bern (AIUB).

Fig. 4.3: Orbit di�erences between BSW propagation and ESA SPK orbit, not exceeding 15 cm over 1 day

4.1.2 Pointing uncertainty

The Attitude and Orbit Control Subsystem (AOCS) contribution to attitude estimation varies
between 1.06 to 2.09 arc seconds, depending on the AOCS con�guration (e.g. number of Gyro
and star trackers involved)[Casasco, 2017]. Nevertheless, the biggest contribution to BELA’s
attitude estimation is caused by thermo-elastic e�ects which correspond to deformations of
the spacecraft optical bench and distortions between the star trackers’ lines-of-sight and the
BELA line-of-sight.

BELA’s pointing performance can be compatible with the 20 arc seconds scienti�c require-
ments only if the static and slowly-varying thermo-elastic distortions can be cross-calibrated
against camera data and the orbital position of the spacecraft is known with high accuracy by
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Fig. 4.4: Purple: Periherm and Apoherm altitudes during the nominal and extended mission; Green:
Argument of periherm of MPO during the nominal and extended mission [Jehn, 2015].

means of the radio science experiment [Marabucci, 2012].

Several approaches for in-�ight calibration of BELA’s line of sight are suggested. Among
them, in-�ight cross-calibration with high spatial resolution images taken by BepiColombo on-
board camera provides the best cross-calibration accuracy and allows compliance with the
requirement. According to Casasco [2017], such an in-�ight calibration can reduce the pointing
uncertainty to an average value of 15 arc seconds (2σ).

Hence, we assume this value as our �rst estimate of the pointing error. Moreover, we take
into account the possibility of further calibrations of BELA based on, e.g., data analysis at
crossover points. For this reason, we compare the measurement errors resulting from three
possible pointing error values: the nominal 15 arc second error; 7.5 arc seconds (calibration of
50% of pointing error); 3 arc seconds (a best case scenario with an 80% decrease in pointing
error).

4.2 Mercury terrain model

For determining the in-�ight performance of BELA, we need to have a realistic model of the
surface of Mercury. We use the Messenger MLA and camera derived digital elevation model
(DEM) from Becker et al. [2016] (�gure 4.5), local slopes and roughness and a re�ectance model.
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4.2.1 Surface elevation model

We linearly interpolate the DEM from Becker et al. [2016] which has a resolution of 665.24
meters/pixel.

Fig. 4.5: Mercury digital elevation model [Becker et al., 2016]

4.2.2 Terrain types

We consider two types of terrains in our simulation of the Mercury’s surface, according to
Figure 1 of Denevi et al. [2013]: a) smooth plains and b) rough (cratered) terrains. On the sur-
face of Mercury, topographic depressions turn out to be rather smooth, whereas most of the
highlands are heavily cratered [Yang et al., 2016].

4.2.3 Local slope model

Slope and roughness have di�erent de�nitions in di�erent studies. According to the model pre-
sented in Gardner (1992), we di�erentiate the vertical linear variation of surface height, which
we assume as slope, from the quasi-random height variation, the RMS of which is assumed as
roughness in our model (Figure 4.2).

The distribution of slopes is only known for baselines larger than the average laser altime-
try footprint (the size of footprint increases with the altitude). To model the expected average
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slopes within the laser altimetry footprint, we �t the distribution of average slope angles given
in Pommerol et al. [2012] using an exponential law y “ Axb. We get A “ 1.182 and b “ ´0.416

for the smooth plains and A “ 2.533 and b “ ´0.311 for the rough terrains (see Fig. 4.6).
Based on this �t, we extrapolate the expected slopes down to the laser altimetry footprint
sizes.

We model the local slopes by di�erentiating the DEM, then rescale them so that the average
slope at each baseline is consistent with the extrapolated vealues from Pommerol et al. [2012].
This extrapolation predicts an average slope of around 7 degrees over a 20 meter baseline. We
need to stress that the slope angles over meter sized baselines is not known for Mercury and
this average is coming from the best model to our knowledge. In reality there might be a break
point for slope extrapolation that causes a di�erent �t for smaller baselines and as a result,
the slopes might be smaller than this prediction. Since there is no information available on this
we continue with our extrapolation results, but later we perform a sensitivity study to �nd the
impact of smaller slopes on instrument measurement errors.

Fig. 4.6: Extrapolation of average slope to smaller baselines
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4.2.4 Surface roughness model

Similar to the slope angles, the mean roughness of mercury’s surface is only known in kilometer-
scale baselines. Therefore, we �t a power law such as

y “ Axb (4.13)

to values from Susorney et al. [2017] to extrapolate the average roughness at the laser altimetry
footprint size for di�erent terrain types (Figure 4.7. We get A “ 57.91 and b “ 0.8769 for
smooth plains and A “ 69.49 and b “ 0.8769 for rough terrains.

.

Fig. 4.7: Extrapolation of roughness to smaller baselines

4.2.5 Surface re�ectance model

Maps are available from MLA data or from MESSENGER MDIS camera data [Denevi, 2016], but
due to the insu�cient accuracy at the laser altimetery wavelength, we rather base our analysis
on the distribution of re�ectance provided in Gouman [2015], which is an asymmetrical Gaus-
sian with average value 0.19.

4.3 BELA instrument noise model

The modelling of the BELA instrument in our simulation is based on the experimental results
obtained in the laser altimetry test laboratory of the University of Bern. We send several thou-
sand Gaussian pulses to the Range �nder module (RFM) standalone and test the instrumental
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Fig. 4.8: Mercury surface terrains. khaki: Smooth plains; gray: rough terrains [Denevi et al., 2013]

Fig. 4.9: Mercury re�ectance map based on Messenger MDIS data [Denevi, 2016]

performance on determining the range, pulse width and pulse energy.

The details of this study are shown in section 2. To summarise, a systematic o�set on TOF,
pulse width and pulse energy measurement noises seems to be present depending on the gain
settings. Figures 2.2 and 2.3 (appendix) show a TOF deviation between the high gain and low
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gain sequences leading to an o�set of about 10 cm to 40 cm.

Fig. 4.10: Re�ectance histogram [Gouman, 2015]

The pulse width error contains both random errors and biases terms due to laser diver-
gence and receiver impulse response. These terms can be subtracted from the pulse width
measurement. Knowing the speci�cations of the instrument, it is possible to calibrate the sys-
tematic part of this error [Gardner, 1992]. To be conservative in our analysis, we determine the
performance in pulse width measurement in both cases (with or without calibration).

We also see a scale error when we measure the pulse energy, i.e. a systematic bias in
the measured pulse energy that is proportional to the amount of expected pulse energy. To
improve the instrumental accuracy, such an o�set should be removed. Table 2.4 provides the
instrumental noise on di�erent measurement before and after removal of the systematic mea-
surement errors.

We obtained these results in a controlled experimental setup, by sending a Gaussian signal
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to the RFM standalone. This is a favorable situation w.r.t. actual operations, when non-Gaussian
pulses will be measured from the ground. Therefore, we consider both cases (whether the o�-
sets can be removed or not) and compare the results.

4.3.1 Instrument degradation model

According to di�erent studies by Gunderson and Thomas [2010], Kallenbach et al. [2013], Heesel
[2014] and Metz [2014], there will be three major instrument degradation a�ecting the instru-
ment: The degradation of the laser power, the degradation of the physical transmission of
ROSS and the degradation of the APD bulk dark current.

BELA delivers at least 300 million laser pulses with 50 mJ. In the study by Kallenbach et al.
[2013], a BELA laser life model, containing �ight representative optics, passed the required 300
Mshots of operation at 10 Hz repetition rate. This life model shows a initial power degradation
of around 10% after about four million shots that is presumed to be caused by a phenomenon
known as "infant mortality" (See �gure 7 of Kallenbach et al. [2013] and is probably the in�u-
ence of early mortality of the diode laser bars. When present, this typically occurs during the
�rst 10 to 20 MShots of operation. This reduction in laser power could be compensated for by
increasing the pump time.

A degradation of 8.3% has been measured after 200 kRad of gamma irradiation and a total
degradation of 11.3% has been measured following an additional 200 kRad of proton irradiation
(See Fig. 9 of Kallenbach et al. [2013] ). This degradation too could be compensated by increas-
ing the pump time from (typically) 125 µ sec to 200 µ sec. However, the BELA laser should only
experiences up to 20 krad of irradiation during the full mission duration of BepiColombo at its
well-shielded location [Kallenbach et al., 2013].

Considering all these laser degradation e�ects e�ects together, we study three possible
scenarios for laser power degradation: no degradation of the pulse energy during the nom-
inal life time (through compensation); a 10% degradation (either from the "infant mortality"
phenomenon or from the bad shielding against radiation); a 20% degradation due to uncom-
pensated e�ects of both infant morality and radiation in space (worst case scenario).

The degradation also e�ects the performance of BELA receiver. The ROSS transmission was
measured to be 76.7 % during the tests at the University of Bern. But according to the BELA
reports by Heesel [2014] and Metz [2014], this value at the end of the nominal life is expected
to be 67.3%. Since the degradation of ROSS transmission is due to the radiations and it startes
from the launch date, we use the value for EOL for the whole simulation of two years of mission.
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Tab. 4.1: Degraded values of instrument parameters over its mission lifetime (Begin Of Life: BOL; End Of
Life: EOL; Receiver Optical Sub-System: ROSS).

Time BOL EOL
degradation level No degradation Low Medium High
ROSS transmission 76.7% 67.3% 67.3% 67.3%
Laser pulse energy 50 mJ 50 mJ 45 mJ 40 mJ
APD bulk dark current 50 pA 50 pA 75 pA 100 pA

The last parameter that we expect to degrade is the APD bulk dark current. The value of
this parameter at the BOL is 50 pA, but according to Gunderson and Thomas [2010], we expect
an increase up to 100 pA.

Four degradation scenarios will be considered in the simulations. First, the beginning of
life condition with no degradation at all. Second, a low degradation where we only assume
the degradation of ROSS transmission. In this scenario, it is assumed that the laser power
can be compensated and there will be no decrease in the power. Considering that there is a
redundant laser, this will be the most likely scenario for the time the spacecraft arrives Mercury.

Third, we assume a medium level of degradation, where we also assume a 10 % depredation
of laser power and a 25% increase in APD bulk dark current (Idb) in additional to the ROSS
transmission degradation. Finally the �nal scenario contains a high level of degradation where
all the impacts has considered at it’s maximum level (20 % depredation of laser power and a
50% increase in APD bulk dark current, Idb). This will be the least likely scenario.

4.3.2 the impact of solar noise on the measurements

Gunderson et al. [2006] and Gunderson and Thomas [2010] have studied the impact of solar
noise on the range error and they �nd that range errors arising from SNR e�ects in the receiver
chain will be dominated by other range error components. The latest study shows that both
the range error and pulse width error at low altitudes in the presence of the solar background
are insensitive to the solar background, even at aphelion, where the solar backscatter is strong.
Therefore we ignore this impact in our study.
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5.1 BELA in-orbit measurement error

5.1.1 Time of �ight measurement errors

Table 5.1 and �gures 5.1 and 5.2 show the main components of the simulated TOF measure-
ment errors computed as described in section 4.1 for several assumptions about the pointing
uncertainty and calibration. It can be clearly seen that the error caused by pointing uncer-
tainty is the dominating part of range measurement error. The results of TOF measurements
in di�erent condition are summarized in table 5.2. A major improvement can be done on TOF
measurement by the calibration of pointing uncertainties. But there is no huge improvement
done on by removing the systematic bias of the instrumental noise.

5.1.2 Pulse width and pulse energy measurement errors

Table 5.3 and �gures 5.4 and 5.3 show the pulse width and pulse energy measurement errors
due to di�erent error sources. If no systematic bias removal is preformed, the dominating
part is the instrumental error. So the key parameter in determining the pulse width is the
systematic bias on instrumental error and whether it can be removed or not. Table 5.4 show
the total accuracy with and without the systematic biases.

Tab. 5.1: Components of TOF (range) measurement error

Component of error Condition RMS error
Caused by the surface slope 1.33 ns (0.20 m)
Caused by the roughness 1.6 ns (0.24 m)

Instrumental errors Before removal of systematic bias 2.2 ns (0.33 m)
After removal of systematic bias 1 ns (0.15 m)

Caused by pointing uncertainty
15 arc sec. 29.4 ns (4.41 m)
7.5 arc sec. 18.3 ns (2.75 m)
3 arc sec. 9.2 ns (1.38 m)
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Fig. 5.1: Time of �ight measurement error (pointing uncertainty is 3 arc sec.). Gap in data is due to the
high PFD

Fig. 5.2: Time of �ight measurement error (pointing uncertainty is 15 arc sec.). Gap in data is due to the
high PFD
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Tab. 5.2: BELA TOF measurement total error

Measurement condition total TOF RMS error
Pointing uncertainty = 15 arc seconds 29.5 ns
Before removal of systematic bias
Pointing uncertainty = 7.5 arc seconds

18.4 ns
Before removal of systematic bias
Pointing uncertainty = 3 arc seconds

10.2 nsBefore removal of systematic bias
Pointing uncertainty = 3 arc sec.

9.4 ns+ Removal of systematic bias

Tab. 5.3: Components of pulse width (FWHM) measurement error

Component of error Condition RMS error
Due to the surface slope - 2.45 ns
Due to roughness - 3.0 ns

Instrumental error
Before removal of systematic bias 11.5 ns
After removal of systematic error 3.0 ns

Tab. 5.4: BELA pulse energy and pulse width measurement errors

Measurement Measurement condition RMS error

Pulse width (FWHM)
Before removal of systematic error 11.9 ns
After removal of systematic error 4.9 ns

Pulse energy
Before removal of systematic error 35 %
After removal of systematic error 20 %
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Fig. 5.3: Pulse width measurement error (Before removal of systematic error). Gap in data is caused by
the high PFD

Fig. 5.4: Pulse width measurement error (After removal of systematic error). Gap in data is caused by
the high PFD
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Tab. 5.5: Predicted instrument working limit with high APD-A gain based on di�erent degradation levels
(BOL: Beginning of life, EOL: end Of Life).; Green: Meet/better than the requirement; yellow:
Sometimes not meet the requirement; Red: Not meet the requirement

BOL EOL

Region
No Low Medium High

degradation degradation degradation degradation
Over smooth plains 1260 km 1180 km 1125 km 1060 km
Over rough terrains 1200 km 1145 km 1090 km 1040 km
Over crater walls 700-1050 km 670-1000 km 640-950 km 615-890 km

Tab. 5.6: Predicted instrument working limit with low APD-A gain based on di�erent degradation levels
(BOL: Begin Of Life; EOL: End of life)

BOL EOL

Region
No Low Medium High

degradation degradation degradation degradation
Over smooth plains 1100 km 1050 km 985 km 925 km
Over rough terrains 980 km 940 km 900 km 850 km
Over crater walls 575-900 km 550-850 km 530-810 km 500-760 km

5.2 Expected instrument coverage

We determine the coverage of the instrument by checking the PFD for each measurement. We
simulate the pulse detection algorithm and the process performed by BELA to detect the pulse.
This simulation environment can predict the PFD of a speci�c return pulse in a speci�c noise
environment (See section 3). On top of the calculated PFD, we add the impact of degradation
on the receiver optical subsystem transmission and the laser power, which �nally leads to a
decrease in return pulse amplitude and signal to noise ratio.

Surface slope and roughness both cause a broadening on the return pulse width. In smooth
plains the broadening of the return pulse has the smallest value, while crater walls cause the
largest broadening because of the highest slope angles. As spacecraft is not in circular orbit,
the broadening varies with altitude because of the footprint size.

Figure 5.5 shows the return pulse width against spacecraft altitude for di�erent types of
terrains, while �gure 5.6 shows the detectable pulses (PFD lower than 10 %) at di�erent alti-
tudes and return pulse widths. These plots are generated assuming the instrument gain code
to be 7 and APD-A gain to be 1.5 MV/W (see section 1.5) and also assuming a low instrument
degradation.
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Fig. 5.5: The FWHM of the return pulse as a function of altitude for di�erent terrain types; Green: over
a smooth plain; Purple: over a rough terrain; Blue: over a crater wall

One can conclude that with high APD-A gain, the smooth plains can be covered up to an
altitude of 1180 km, rough terrains can be covered up to an altitude of 1145 km. Some shallow
crater walls can be covered up to 1000 km but steep crater walls provide a reassureable re-
turn pulse if the spacecraft altitude is less than 670 km. The instrument can meet its ranging
requirement for smooth plains and rough terrains even with the highest degradation.

On the other hand, with lower APD-A gain of 0.75 MV {W and with low degradation, the
smooth plains can be covered up to 1050 km and the requirement can be met, but over the
other terrains or with higher degradation the maximum working limit of the instrument would
be below the requirement. Figures 5.7 to 5.14 show the average PFD over the entire surface of
the planet for beginning of the mission and end of the extended mission for both APD-A gains
of 1.5 MV {W and 0.75 MV {W . One can see that as a result of the MPO orbit evolution (see
section 1.3 and �gure 1.4) at the end of 2-year mission, the altitude of spacecraft over the North
Pole is higher and therefor the average PFD has higher values in the northern hemisphere. The
same applies to the southern hemisphere where due to the lower altitude of spacecraft at the
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end of mission, the average PFD is also lower.

Fig. 5.6: The range of altitude and return pulse width that make the pulse detectable (PFD ă 0.1)

5.2.1 The impact of degradation on the coverage

Tables 5.5 and 5.6 provide the working limit of the instrument over di�erent terrain types and
in di�erent degradation levels for high and low APD-A gains. Because of the wide range of
slope angles on the crater walls, the working limit of the instrument over this type of terrain
is shown in a range. The �rst value on this range corresponds to the steep (>30 deg) and the
second value corresponds to the shallow (<15 deg) crater walls. One can notice that the impact
of degradation decreases the working limit of the instrument by 50 km (for low degradation)
to 150 km (for high degradation).

5.2.2 The impact of local albedo on the coverage

The above PFD and coverage is assuming a constant value of 0.19 for the surface albedo all
over the planet’s surface. Moreover, the local re�ectance can vary between 4 % to around
50 % [Gouman, 2015]. This means that when the PFD is zero, there is still a chance of having a
false detection caused by the low re�ectivity of the surface at the laser spot. The return pulse
energy as a function of spacecraft altitude and local re�ectance is given by equation 1.2. In this
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Fig. 5.7: Average probability of false detection at the beginning of mission over Mercury’s northern hemi-
sphere (APD-A gain = 1.5 MV/W, Low degradation)

Fig. 5.8: Average probability of false detection at the beginning of mission over Mercury’s southern hemi-
sphere (APD-A gain = 1.5 MV/W, Low degradation)
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Fig. 5.9: Average probability of false detection at the end of extended mission over Mercury’s northern
hemisphere (APD-A gain = 1.5 MV/W, Low degradation)

Fig. 5.10: Average probability of false detection at the end of extended mission over Mercury’s southern
hemisphere (APD-A gain = 1.5 MV/W, Low degradation)
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Fig. 5.11: Average probability of false detection at the beginning of mission over Mercury’s northern hemi-
sphere (APD-A gain = 0.75 MV/W, Low degradation)

Fig. 5.12: Average probability of false detection at the beginning of mission over Mercury’s southern
hemisphere (APD-A gain = 0.75 MV/W, Low degradation)
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Fig. 5.13: Average probability of false detection at the end of extended mission over Mercury’s northern
hemisphere (APD-A gain = 0.75 MV/W, Low degradation)

Fig. 5.14: Average probability of false detection at the end of extended mission over Mercury’s southern
hemisphere (APD-A gain = 0.75 MV/W, Low degradation)
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equation, ET , Tr and rR are instrumental parameters and we assume them as �xed values.
As the minimum detectable pulse energy ERmin is a constant value, one can write that ρ{z2wl

is constant for the minimum detectable pulse energies. zwl is the maximum working limit of
the instrument. This altitude corresponds to the critical (minimum detectable) pulse energy,
where the PFD of the return signal reaches 10%.

We take into account that the local albedo, ρ, can di�er from ρ0 “ 19%. The real working
limit of the instrument can be written as

zwlreal “ zwl0 .
a

ρ{ρ0 “ zwl0 .
a

ρ{0.19 (5.1)

Where zwl0 is the working limit of spacecraft when the albedo is assumed to be 19 % and ρ
is the real local albedo. In �gure 5.15 the real working limit of the spacecraft is plotted against
the local albedo for di�erent terrains. Over an area with the lowest re�ectivity, the instrument
would not be able to work higher than 550 km even over a smooth plain. On the other hand,
with highest local re�ectivity, the real working limit of the instrument could reach 2000 km
for smooth plains and a return pulse from the steepest crater wall could be detected up to
an altitude of 1200 km. These considerations should be applied to the expected coverage, as
soon as there is an accurate re�ectance map available for the planet.

5.3 Expected performance in measuring surface features

5.3.1 Topography measurement accuracy

The horizontal resolution of the topography measurement depends on the proximity of laser
spots on the planet surface at the end of mission. The laser spot size changes with the
spacecraft altitude. It has a size of 24 m to 66 m depending on the spacecraft altitude. The
consecutive spot to spot distance is 245 m at 480 km and it decreases to 174 m at the altitude
of 1050 km. The laser spots in two adjacent orbits are separated by 25 km at the equator,
crossing at the poles. But the distance between tracks decrease at the end of the mission
lifetime. At the EOL, the accumulated measurements are expected to be 6 km apart at the
equator as a results of multiple passes and orbital phasing.

The accuracy of the elevation recovery at the laser spot is equal to the total range error
(Table 5.7). As described in section 5.1, the key parameter here is the pointing uncertainty.
The vertical accuracy with 15 arc sec pointing uncertainty is expected to be around 4.4 meters
(1 ´ σ). If we assume the pointing uncertainties to be half this value (7.5 arc sec) the vertical
accuracy will improve to 2.8 meters and if we assume the pointing error to be 3 arc sec, the
total local height accuracy of DTM will be around 1.5 meters.
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Fig. 5.15: Real instrument working limit as a function of local re�ectance of the surface for di�erent
terrains, the vertical bar shows the average albedo
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Tab. 5.7: Instrument performance in local height measurement

Measurement Pointing uncertainty
systematic

RMS errorremoval

Height

15 arc seconds No 4.4 m
7.5 arc seconds No 2.8 m
3 arc seconds No 1.5 m
3 arc seconds Yes 1.4 m

Tab. 5.8: Regional performance in local height measurement

RMS error

Measurement Condition
smooth rough crater
plains terrains walls

Height
15 arc seconds 1.55 m 2.15 m 8.70 m
7.5 arc seconds 1.05 m 1.40 m 5.40 m
3 arc seconds 0.65 m 0.8 m 2.70 m

The accuracy of the elevation recovery will be di�erent at di�erent latitudes and also over
di�erent terrain types (Table 5.8). The most accurate range measurements would be collected
over smooth plains, with a RMS of 0.65 to 1.50 meters (depending on the pointing uncertainty).
Over the rough terrains, we expect an accuracy of 0.80 to 2.15 meters, while over crater walls
we expect larger RMS of 2.70 to 8.70 meters, depending on the pointing uncertainty.

The accuracy of the orbit using radio science data is predicted by Marabucci [2012] and is
shown in table 5.9. According to this study the radial component is negligible with respect to
the radial error on altimetry given in Table 5.7.

Figures 5.16 and 5.17 show the instrument performance map in local height measurements
over the entire surface of the planet and �gure 5.18 shows the same performance over a smaller

Tab. 5.9: Position formal uncertainties after Doppler orbit reconstruction using multi-arc approach
[Marabucci, 2012]

Formal uncertainties R (m) T (m) H (m)
0.0476 13.377 16.772
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area around the North Pole. It can be seen that over the smooth plains, the instrument has the
best accuracy. The accuracy gets worse over cratered areas and the worst accuracy happens
over crater walls.

5.3.2 Performance in measuring the surface slope

There are two ways for determining the surface slope from laser altimetry data. The �rst
method is to calculate the slope by dividing the height di�erence of two consecutive shot
by distance between the spots (double shot slope measurement). The second method is to
determine the slope inside the laser slope by using the width of the return pulse (single shot
slope measurement).

According to Gardner [1992] the accuracy of double shot slope measurements can be cal-
culated from the following equations.

V arptanSq “
2F

Np∆xq2
rV arp∆ξq ` z2ptanSq2ptan θtq

2 ` V arp∆φqs (5.2)

And the accuracy of single shot slope measurement can be calculated from:

V arptanSq “
F

2N
rptanSq2 ` ptan θtq

2 `
V arp∆ξq

z2ptan θtq2
s (5.3)

To predict the error with the "single shot" method, one can use the suggested equation in
Gardner [1992]. But instead we calculate directly the slope error from the broadening of the
return pulse using the equations 4.4 to 4.10. Using this approach has two advantageous: First,
the impact of low-pass �ltering, which causes larger errors on slope measurement on smaller
slopes, is not taken into account in Gardner’s equation. Second, we can distinguish between
negative errors and positive errors on the slope measurement, which are di�erent over smaller
slope angles. Since the absolute slope angle cannot be smaller than zero, the negative error
on slope measurement cannot be bigger than the slope angle itself.

Table 5.10 provides the accuracy of these measurements with di�erent methods and with
di�erent assumptions. Figure 5.19 shows the single shot measurement errors (positive and
negative) in di�erent surface slopes. These errors are calculated from the direct measurement
of pulse broadening. In smaller slope angles, the negative error goes to zero, while the positive
side of error reaches higher values with RMS of 7.7 degrees. With the increase of slope angle,
the RMS of this error decreases to a minimum value of 1.8 degrees.
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Fig. 5.16: Local height measurement error over Mercury’s northern hemisphere (m)

Fig. 5.17: Local height measurement error over Mercury’s southern hemisphere (m)
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Fig. 5.18: Local height measurement error over the North Pole (m)

Figure 5.20 provides the same errors with an assumption that a priori knowledge of rough-
ness is available. By comparison to �gure 5.19, it can be seen that the slope measurement error
is always lower if a priori knowledge of roughness is available. As can be seen in �gure 5.20, the
positive measurement error in small slope angles has a RMS of 3 degrees, while the negative
error is close to zero. In larger slope angles the negative error goes up but it cannot be larger
than the slope angles itself.

Figure 5.21 compares the average value of positive and negative errors calculated from the
broadening of the return pulse in �gure 5.20 with the same error calculated using the suggested
equation in Gardner [1992]. In the small slope angles, the Gardner’s equation predicts smaller
errors, but over the higher slope angles, both approaches predict the same error RMS. The
accuracy of double shot slope measurement is always better than one degree, while the single
shot method leads to average accuracies between 1.2 to 3.8 degrees.

Figures 5.19 and 5.20 are plotted for the altimetry observations with low PFD. Considering
all the observations, including the ones with high PFD, we see another increase in RMS error at
larger slope angles (see the red dots in �gure 5.21).

The other conclusion that can be drawn is that with single shot method and no a priori
knowledge of roughness, the slopes smaller than 5-6 degrees are hard to detect. The reason is
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Fig. 5.19: Single shot slope measurement error in di�erent slope angles (Assumption: no knowledge of
local roughness is available)

Fig. 5.20: Single shot slope measurement error in di�erent slope angles (Assumption: a priori knowledge
on local roughness is available
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Fig. 5.21: Slope measurement average error compared to the measurement error from suggested equa-
tion in Gardner [1992]

that the amplitude of error at slope angles smaller than 5-6 degrees are as big as the slope itself.

5.3.3 Performance in measuring the surface roughness

The surface slope and roughness both cause a broadening in the return signal and there is
no straight forward way to di�erentiate between them. One approach is to use the double
shot method for measuring the surface slope and then use the pulse broadening to determine
the roughness assuming that the slope inside the laser spot is constant. The other possible
approach would be to have a priori knowledge on either slope or roughness and use the pulse

Tab. 5.10: Instrument performance in measurement of surface slope and roughness

Measurement Condition STD error

Slope (single shot)
No knowledge of roughness 3.1 deg

a priori knowledge of roughness 2.0 deg

Slope (double shot) 15 arc seconds pointing error 0.16 deg
3 arc seconds pointing error 0.11 deg

Roughness No priori knowledge of slope 1.7 m
Local slope as a priori 0.45 m
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Fig. 5.22: Single shot slope measurement error over the North Pole of the planet (deg)

Fig. 5.23: Single shot slope measurement error over the South pole of the planet (deg)
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Fig. 5.24: Double shot slope measurement error over Mercury’s northern hemisphere (deg)

Fig. 5.25: Double shot slope measurement error over Mercury’s southern hemisphere (deg)
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Fig. 5.26: Double shot slope measurement error over the North Pole (deg)

broadening to calculate the other variable.

Table 5.10 provides the accuracy of the roughness measurements for both the conditions
that a priori information on slope is available or that it is not. This means that depends on how
accurate we can predict the slope angles, the roughness measurement will have a RMS error of
0.45 up to 1.7 m. Figure 5.27 also shows the same accuracy over surfaces with di�erent slope
angles.

Figures 5.23 to 5.26 and tables 5.11 and 5.12 provide more information on the distribution of
slope and roughness measurement errors over di�erent regions and terrains of the planet. For
instance one can clearly see that the single shot slope measurement accuracy is better over
crater walls and worse over smooth plains, while the double shot slope measurement has bet-
ter accuracy over plains and �at surfaces. Knowing this, we recommend to use a combination
of both approaches to determine the slope angles over the surface of the planet.

Also, all the di�erent slope measurement approaches have better accuracy in the equatorial
regions when compared to north and South poles. For example, the double shot slope mea-
surement has a very good accuracy of 0.08 deg over the equatorial region. At the beginning
of life the accuracy of slope measurement is better over the North Pole due to lower altitude
of the spacecraft, while at the end of life, the accuracy over the South pole is better.
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Tab. 5.11: Regional performance in slope and roughness measurement

RMS error

Measurement smooth rough crater
plains terrains walls

Slope (single shot-No roughness knowledge) 3.2 deg 3.6 deg 1.6 deg
Slope (single shot-Roughness as a priori) 2.0 deg 2.2 deg 1.4 deg
Slope (double shot-15” pointing error) 0.12 deg 0.14 deg 0.24 deg
Slope (double shot- 3” pointing error) 0.10 deg 0.11 deg 0.12 deg
Roughness (No knowledge of slope) 0.42 m 0.52 m 3.5 m
Roughness (Slope as a priori info) 0.32 m 0.32 m 0.8 m

Fig. 5.27: Roughness measurement error in di�erent slope angles

5.3.4 Albedo measurement performance

The local albedo can be directly calculated from the received pulse energy. A bias observed on
the measured pulse energy (details in section 2), can cause a systematic error on the albedo
measurement. Table 5.13 provides the errors of the albedo measurement (δα) before and after
removal of systematic bias.
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Tab. 5.12: Regional performance in slope and roughness measurement (BOL condition)

RMS error

Measurement Equatorial North South
region pole pole

Slope (single shot-No roughness knowledge) 3.1 deg 3.2 deg 3.9 deg
Slope (double shot-15” pointing error) 0.08 deg 0.18 deg 0.22 deg
Slope (double shot- 3” pointing error) 0.04 deg 0.14 deg 0.15 deg
Roughness (No knowledge of slope) 1.8 m 085 m 1.45 m
Roughness (Slope as a priori info) 0.45 m 0.4 m 0.5 m

Tab. 5.13: Instrument performance in measurement of absolute albedo (αreal “ αmeasured ˘ δα)

Measurement Condition RMS error

Surface albedo (δα)
Before removal of systematic bias 7 %
After removal of systematic bias 4 %

5.3.5 The impact of instrument degradation

The e�ect of degradation on the instrument working limit is presented in section 4.3. Here
we want to investigate the impact of degradation on the instrument measurement accuracy.
Table 5.14 provides this e�ect in four situations: BOL situation with no degradation and EOL
situation with three di�erent levels of degradation. As it can be seen from this table, there
is a very small impact (3% inferior in worst case scenario) on the measurement accuracy due
to the degradation e�ects. Considering table 5.14 and table 5.5, one can conclude that the
degradation e�ects will cause an earlier rise in the probability of false detection of the pulse
and a lower working limit for the instrument, but if the pulse is detected, there is no major
impact on the measurement accuracy as a result of the degradation.
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Tab. 5.14: Predicted performance degradation of BELA instrument over its mission lifetime

Accuracy degradation

Measurement Low Medium High
degradation degradation degradation

Local elevation 0.8 % 1.6 % 2.4 %
Surface slope 0.6 % 1.2 % 1.8 %
Surface roughness 1 % 2 % 3 %
Local albedo 0.1 % 0.1 % 0.2 %

5.3.6 Performance sensitivity to Mercury average slope angle

In section 4.2 we mentioned that because of the absence of knowledge about the slopes at
meter size baselines, we extrapolated the average slope angles at longer baselines to shorter
baselines using a power function and we scale our slope model based on the predicted average
slopes.

In reality, the power function might change in smaller slopes and as a result the average
slope angles might be smaller than the predicted values. This will impact the results of the
elevation recovery, slope and roughness measurement. Since we do not have any information
on this, we continued to use one power function for the performance model. But, here we
want to do a sensitivity study to �nd the impact of smaller slope values on our measurement
accuracies.

Let us assume a break point at 100 meters for the slope extrapolation and then assume
that average slope angle stays constant for baselines lower than this. This assumption is quali-
tatively similar to the slope-baseline function over the surface of Moon [Pommerol et al., 2012].
Using this assumption, the average slope angles will be around 3 degrees, instead of around 7
degrees in the main model. We repeat the performance analysis using this slope model to �nd
the sensitivity of instrument to average slope angles. The results of this study can be found
in table 5.15.

As expected, all the modelled measurement expected accuracies have smaller values with
respect to the previous slope model, but the single shot slope measurement has a slightly
higher error. The reason is that this measurement is less accurate at smaller slope angles. The
biggest change here is in the elevation recovery, where we get around 33% smaller errors.
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Tab. 5.15: Instrument performance when assuming a break point for surface slope extrapolation

Measurement Condition STD error

Elevation recovery Pointing error = 15” 3.1 m
Pointing error = 3” 0.9 m

Slope (single shot) No knowledge of roughness 3.5 deg
a priori knowledge of roughness 2.2 deg

Slope (double shot)
15 arc seconds pointing error 0.14 deg
3 arc seconds pointing error 0.11 deg

Roughness
No priori knowledge of slope 1.05 m

Local slope as a priori 0.35 m

Tab. 5.16: Instrument performance in ∆H measurement over crossover points

Condition
Pointing Systematics

RMS error
uncertainty removal

Temporal proximity
1.5” (Only jitter) No 1.22 m
1.5” (Only jitter) Yes 1.07 m

No temporal proximity

15” No 6.2 m
7.5” No 4.0 m
3” No 2.1 m
3” Yes 2.0 m

5.4 Height di�erence performance on crossover points

Crossovers points are locations where two altimetry ground tracks intersect (�gure 6.13). It can
be imagined as a di�erential measurement between two observations at the same location but
at di�erent times. Any di�erence in the height measurements δh at a crossover intersection
is either caused by errors in the orbit or pointing reconstruction, interpolation errors of the
surface topography between BELA footprints and/or any residual geophysical signal (e.g., due
to mismodelings of the planetary rotation).

According to Steinbrügge et al. [2018], the pointing error is one of the main sources of un-
certainty in the crossover analysis. However, when the two intersecting tracks are close in time,
only the error caused by the spacecraft pointing jitter [Casasco, 2017] should be accounted for.

Most of the pointing error is caused by deformation of the spacecraft optical bench, which is
a very slow process. Since crossovers are a di�erential measurement, we assume this "quasi-
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Fig. 5.28: Crossover point and discrepancies dR (Rowlands, 1999)
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constant" component to be negligible over short timescales.

These considerations lead to an improved error budget for BELA crossover analysis (see Ta-
ble 5.16), likely increasing its impact on both orbit determination and on the expected accuracy
of its recovery of geophysical parameters (e.g., tidal deformations) with respect to previous
estimates [Marabucci, 2012, Steinbrügge et al., 2018].



6. PRECISE ORBIT DETERMINATION USING DOPPLER AND LASER ALTIMETRY DATA

This chapter addresses the work that is done on precise orbit determination (POD) of MPO
using radio science data using Bernese software [Dach et al., 2015] and the study of orbit im-
provement using Bernese and We present our extensive modelling on orbit determination using
Doppler tracking and on altimetry crossover measurements. Then we present the results on
Doppler-only orbit determination and on the impact of BELA crossover measurements on orbit
improvement separately.

6.1 Theory of orbit determination for deep space missions

Orbit determination is the process for obtaining knowledge about the motion of objects such
as moons, planets, and spacecraft relative to the center of mass of the central planet for a
speci�c coordinate system. Precise orbit determination of deep space missions is not only
needed for the navigation of the spacecraft, but it can help us to determine the geolocation of
other measurements and the geophysical parameters of the planet, e.g. gravity �eld, amplitude
of libration. These parameters can then be used to give us an insight about the planet interior
structure.

Generally speaking, it can be said that at least six independent measurements are required
to determine uniquely an orbit without a priori knowledge. For the spacecraft orbit determina-
tion problem, the minimal set of parameters are the position and velocity vectors at a given
epoch. This minimal set can be expanded to not just determine the spacecraft’s orbit, but also
to include dynamic and measurement model parameters (such as tracking equipment biases
and environmental forces a�ecting spacecraft motion), which may be needed to improve the
prediction accuracy.

6.1.1 Least-squares adjustment

To drive the orbit of spacecraft from Doppler observation, we use Least-squares adjustment.
Here we present a summery of this method and for further detail we refer to Jäggi [2007].
Also for more information on other parameter estimation algorithms in the context of orbit
determination we refer to [Tapley et al., 2004].
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Let us assume that each observation may be expressed as a function of the parameters of
a given mathematical model. We write the system of observation equations as

L1 ` ε “ F pXq (6.1)

where F is the model function. If F is a non-linear function of the parameters, it can be
linearized as

L1 ` ε “ F pX0q `Ax (6.2)

where L1 is the the column array of actual observations, ε observation corrections, L “
L1 ` ε is the adjusted observations, X “ X0 ` x is the adjusted model parameters, X0 is
the approximate (or a priori) model parameters and x is the model parameter corrections with
respect to X0 (solution vector). The �rst Jacobi matrix, A, is de�ned by

A
.
“
BF pXq

BX

ˇ

ˇ

ˇ

ˇ

X“X0

(6.3)

Rearranging equation 6.2 yields

ε “ Ax´
`

L1 ´ F pX0q
˘

“ Ax´ l (6.4)

where the term l
.
“ L1 ´ F pX0q is referred to as “observed-minus-computed” (O–C). In

least-squares adjustment method, the solution of the equation 6.4 is obtained by minimiz-
ing the quadratic form εTPε. This variation problem can be solved by Lagrange multipliers.
According to [Jäggi, 2007] this yield to the normal equation system

`

ATPA
˘

x´ATPl “Nx´ b “ 0 (6.5)

where N .
“ ATPA is the normal equation matrix and b .

“ ATPl is the right-hand side
of the normal equation system. N is by de�nition a quadratic and symmetric matrix. If it is
regular, the solution vector can be written as

x “
`

ATPA
˘´1

ATPl “N´1b (6.6)

where N´1 is the inverse normal equation matrix.

6.1.2 Dynamics of orbit determination

Di�erent gravitational and non-gravitational forces act on a spacecraft. The equation of motion
of a spacecraft orbiting a planet including all perturbations can be written as
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:r “ ´GM
r

r3
` f1 pt, r, 9r, Q1, . . . , Qdq

.
“ f (6.7)

with the initial conditions

r pt0q “ r pa, e, i,Ω, ω, u0; t0q (6.8)

and
9r pt0q “ 9r pa, e, i,Ω, ω, u0; t0q (6.9)

where GM is the gravity constant times the mass of the Earth, r is the planetocentric
position of the spacecraft, expressed in the inertial frame, f1 is the perturbing acceleration
acting on the spacecraft, expressed in the inertial frame, and f is the total acceleration.

The acceleration f1 consists of all gravitational and non-gravitational accelerations taken
into account to model the orbit perturbations. The gravitational and non-gravitational pertur-
bations acting on the spacecraft, may depend on the time t, the position r, and the velocity
9r of the spacecraft, as well as on additional force model parameters Q1, . . . , Qd to be adjusted.

Often, the perturbation model consists of a known part with accelerations given by ana-
lytical models, and of a part which includes force model parameters to be adjusted. Following
the naming convention in Bertiger et al. [1994], we address the equation of motion 6.7 as de-
terministic if f1 only consists of (deterministic) accelerations given by analytical models. This
implies that initial conditions, e.g., given by six Keplerian elements a, e, i,Ω, ω, u0 at time t0,
and scaling factors Q1, . . . , Qd of analytically known accelerations (dynamical parameters) may
be addressed as deterministic orbit parameters.

The actual orbit rptq is expressed as a truncated Taylor series with respect to the unknown
orbit parameters Pi about the a priori orbit, which we assume to be always available and is
represented by the (a priori) parameter values P0,i:

rptq “ r0ptq `
n
ÿ

i“1

Br0
BPi

ptq ¨ pPi ´ P0,iq (6.10)

where n denotes the total number 6`d of orbit parameters and Br0
BPi
ptq describes the orbital

change due to a change in the parameter Pi [Jäggi, 2007].

Equation 6.10 allows us to improve the a priori orbit provided that the orbit parameter cor-
rections pi “ Pi ´ P0,i and the partial derivatives of the a priori orbit with respect to the
orbit parameters are known. Equation 6.10 should be addressed as the “linearized” solution of
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the original (non-linear) orbit determination problem. Alternatively, it is also possible to again
use the dynamic models together with the improved dynamical parameters to propagate the
improved initial state vector by numerical integration. Usually the latter method is used in this
work. If Pi, i “ 1, . . . , n are deterministic orbit parameters, we also speak of dynamic orbit de-
termination. If additional pseudo-stochastic parameters occur in the equation of motion (6.7),
we speak of a special kind of reduced-dynamic orbit determination [Jäggi, 2007].

6.1.3 Variational equations

Because initial conditions and force model parameters are estimated as part of the orbit deter-
mination process, knowledge of the partial derivatives of the a priori orbit with respect to the
estimated parameters as a function of time is required for modeling the observations [Jäggi,
2007].

Let us assume that Pi is one of the parameters de�ning the initial conditions or the dynamics
in the equation of motion (6.7), and that the partial derivative of the a priori orbit r0ptq with
respect to this parameter is designated by the function

zPiptq
.
“
Br0
BPi

ptq (6.11)

The initial value problem associated with above equation is obtained from the dynamic
force models by taking the partial derivative of the equation of motion (6.7). The result is
subsequently referred to as the variational equation of parameter Pi, which can be written as

:zPi “ A0 ¨ zPi `A1 ¨ 9zPi `
Bf1

BPi
(6.12)

with the 3ˆ 3 (Jacobian) matrices de�ned by

A0ri;ks
.
“
Bfi
Br0,k

and A1ri;ks
.
“
Bfi
B 9r0,k

where fi denotes the component i of the total acceleration f and r0,k denotes the compo-
nent k of the planetocentric position from 6.7 [Jäggi, 2007].

The variational equation (6.12) is a linear, homogeneous di�erential equation system of sec-
ond order in time with initial values zPi pt0q ‰ 0 and 9zPi pt0q ‰ 0. For Pi P tQ1, . . . , Qdu,
equation 6.12 is inhomogeneous, but has zero initial values since the initial spacecraft state
does not depend on the force model parameters. It is important to mention that the homoge-
neous part of equation 6.12 is the same for dynamical parameters and for parameters de�ning
the initial conditions, which allows for the implementation of an e�cient integration process
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[Beutler, 2005].

The solutions of the variational equations related to the orbit parameters Pi, i “ 1, . . . , n

are needed to set up the �rst Jacobi matrix (??), which allows us to eventually solve for the im-
provements of the orbit parameters in a standard least-squares adjustment process together
with all other relevant parameters, and to �nally improve the orbit using equation 6.10. Although
each variational equation 6.12. represents a di�erent initial value problem, it is not necessary
to solve di�erential equation systems as their solutions can be represented by de�nite integrals
[Beutler, 2005].

6.1.4 Orbit determination using multi-arc approach

If the dynamics of the spacecraft is complicated and when there is a large number of solved-
for parameters, the above solution may not be su�cient. In these cases, the trajectory could
be divided into shorter arcs. It allows obtaining convergence and considerably improves the
estimation of the global parameters.

In this strategy, each arc has its own initial conditions and is independent from the others.
The solved-for parameters are divided into two groups: the local parameters that are de�ned
for each arc (i.e. initial state vector), and global parameters (e.g. the gravity �eld coe�cients).

In this way, the total number of parameters increases, since each arc has its individual set
of local parameters. The total number of solved-for parameters are higher in this strategy, but
we can absorb the errors caused by the lack of knowledge and unmodelled dynamics. The arc
length must be chosen wisely: if they are too long, the errors accumulate. if they are too short,
the solution becomes unstable.

6.2 Doppler-only orbit determination for MPO: modelling

Navigation of deep space probes is most commonly operated using the spacecraft Doppler
tracking technique. Orbital parameters are determined from a series of repeated measure-
ments of the frequency shift of a microwave carrier over a given integration time. Just a small
number of software packages are nowadays used to process Doppler observations. The Astro-
nomical Institute of the University of Bern (AIUB) has developed the Doppler data processing
capabilities within the Bernese GNSS Software. This software has been extensively used for
Precise Orbit Determination of Earth orbiting spacecrafts using GPS data collected by on-board
receivers and for subsequent determination of the Earth gravity �eld [Bertone et al., 2015].
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6.2.1 Dynamical model

We use a full force model containing all the gravitational and non-gravitational forces to propa-
gate the orbit of spacecraft. The gravitational forces that are used in this model are the Mercury
gravity �eld GGMES_100V07 (up to d/o 50), the gravity of Sun and planets. We also apply the
relativistic corrections including the Schwarzschild term, Lense-Thirring and De sitter.

Fig. 6.1: Geometry of tracking of the spacecraft around Mercury from the Earth: xsat is the Mercury-
centric position of the MPO, xM and xEM are the Solar system barycentric positions of Mercury
and Eath-Moon barycenter (EMB), xE is the position of the Earth barycentre with respect to the
EMB and xant is the position of the ground antenna

A sketch of the dynamics used to compute the observables is showed in �gure 6.1. To
compute the range distance from the ground station on the Earth to the spacecraft around
Mercury, and the corresponding range-rate, we need the following state vectors, each one
evolving according to a speci�c dynamical model:

‚ The position of the spacecraft in Mercury centric frame.

‚ The Solar System barycentric (SSB) position of Mercury.

‚ The Solar System barycentric (SSB) position of Earth–Moon system.

‚ The position of the Earth barycenter with respect to the Earth-Moon barycenter.
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‚ The geocentric position of the ground antenna.

Fig. 6.2: Deep space network

The communication with interplanetary missions is supported by a worldwide network of
Antennas that is called Deep Space Network (DSN). The DSN relies on three observation points
at three di�erent locations around the globe: California (USA), Canberra (Australia) and Madrid
(Spain). Each observation point is about one third the length of the Earth’s surface from the
other two. This is to ensure that communication with any spacecraft is always possible by at
least one of the three centers, whose antennas are about 120 degrees from each other.
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Because of the geometry of the system shown in �gure 6.1 the communication between
the antenna on the Earth’s surface and the antenna on the spacecraft is not always possible.
The tracking period will usually have 15-16 hours of observation that will be followed by a dark
period. For the visibility condition, the spacecraft should be visible form Earth, the available
ground station should be visible form the spacecraft and the spacecraft should be above the
horizon of the ground station. We consider all these factors in our modelling of the system.

6.2.2 Observation model

Doppler tracking observations conceptually seek to measure the relative velocity of the Earth
and a spacecraft by comparing the frequency of the radio signal received from the space-
craft with the frequency of a ground-based reference signal. When the signal transmitted by
the spacecraft is derived from an onboard oscillator, the measurement is said to be “one-
way.” If the spacecraft transponds a signal transmitted from the ground and the ground-based
reference for the Doppler is the same one that drives the transmitter, the observation is “two-
way” [Asmar et al., 2005].

Our simulations of Doppler tracking measurements include 2-way X-band and K-band Doppler
measurements, station and planetary eclipses and the relativistic corrections.

According to Iess and Boscagli [2001], a nominal white noise can be associated with the track-
ing measurements error. Assuming accuracy performances of the transponder in Ka band, the
following Gaussian errors have to be added to simulated range and range-rate [Cicalò et al.,
2016] .

σr “ 15cm @300 s

σrr “ 1.5ˆ 10´4 cm{s´1 @1000 s integration time

σr{σrr „ 1ˆ 105 s

where σr is sigma of range error and σrr is sigma of range-rate error. From a comparison
of the accuracies for the range and the range-rate it turns out that σr{σrr „ 1ˆ 105s, which
implies that the range-rate measurements are more accurate than the range when we are ob-
serving phenomena with a period shorter than 1ˆ 105 s. Since the spacecraft orbital period,
and then the periods related to the gravity �eld perturbations, are less than 104s, the POD is
performed mainly with the range-rate tracking data (Milani et al. 2002).
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We assume a white noise on Doppler observations. Based on the characteristics determined
by the MORE team, we assume the sigma of the noise to be 4 mHz on X-band and 1.5 mHz on
Ka band. When the Sun-Earth-spacecraft angle has smaller values and the spacecraft is behind
the Sun, the telemetry link has to pass through the plasma of the Sun and this cause an extra
noise on the measurements. Figure 6.3 shows the power spectral density of one-way plasma
phase scintillation versus the Sun-Earth-spacecraft angle. If di�erential X-Ka downlinks are
available, the downlink plasma contribution can be estimated and removed. We expect to be
able to calibrate the plasma noise, but we perform orbit determination tests in both scenarios
that the plasma noise is calibrated or not.

We model three ground stations around the globe that can be used for receiving signals
from the spacecraft. We study the impact of having di�erent number of ground stations on
the accuracy of the orbit recovery. The daily tracking period from each station is approximately
8 hours, but loss of the radio link caused by occultation has also been accounted for.

6.2.3 Modelling the non-gravitational forces and accelerometer model

We model the solar radiation pressure (SRP) and planetary radiation pressure (PRP) due to re-
�ected and emitted radiation. To consider the e�ect of non-gravitational forces on the space-
craft, we use a 33-plates macromodel of MPO, including both visible and IR optical properties.
The details of the calculation of non-gravitational forces in Bernese software is given in Girardin
[2016].

The proximity of Mercury to the Sun has caused di�culty in modelling the non-gravitational
forces such as SRP and PRP. A simple, cannonball model for the strongest e�ect (direct solar
radiation pressure) can only provide order-of-magnitude estimates of the force. More elaborate
models, that would take into account the shape of spacecraft, will also have at least 10% error
on the estimation of the non-gravitational forces at each epoch [Santoli et al., 2018].

The pointing accuracy that is needed for instruments onboard MPO, is reached thanks to
the onboard reaction wheels. Therefore there will be unavoidable manoeuvres for desaturation
of the reaction wheels, which are necessary to remove the accumulated angular momentum.
These desaturation maneuvers are foreseen approximately every 12 hours, during these ma-
neuvers, the unbalanced thrusters will produce a large along-track ∆V . The knowledge of the
∆V associated to desaturation maneuvers is possible to a level of 2 - 5% (1.2 - 3 mm/s).

The desaturation maneuvers consist of 60 impulse at every 9 s (total: 540 s). Following
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Fig. 6.3: Power spectral density of one-way plasma phase scintillation at f = 0.001 Hz versus Sun-Earth-
spacecraft angle [Asmar et al., 2005]
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Fig. 6.4: Modelling of Doppler observation using three ground stations for three month of mission. The
loss of data in the end of this period is caused by occultation of spacecraft behind Mercury. At
the beginning of this period the spacecraft orbital plain is perpendicular to the Earth-Mercury
line of sight and therefore, there is no loss of signal caused by occultation.

Fig. 6.5: Pro�le of the MPO thruster �ring during the desaturation maneuvers
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the �rst assessment of the MORE team using the instrument characteristic, the desaturation
maneuvers will have estimated uncertainties equal to:

‚ knowledge of ∆V in radial direction: 0.85ˆ 10´3m{s;

‚ knowledge of ∆V in along track direction: 0.15ˆ 10´3m{s;

‚ knowledge of ∆V in cross track direction 2.10ˆ 10´3m{s;

For the simulation, instead of each ∆V , we use an equivalent and constant acceleration for
each period of 9 sec computed from:

ar “
∆V r

∆t
(6.13)

as “
∆V s

∆t
(6.14)

aw “
∆V w

∆t
(6.15)

where ∆V r , ∆V s and ∆V w are components of the impulses in radial, cross-track and
along-track and ar , as and aw are components of the equivalent acceleration respectively. The
assumption here is that the RSW coordinate system doesn’t change during the ∆t period of 9
seconds.

To overcome the di�culties in determining the non-gravitational forces, a three-axis high
sensitivity accelerometer (ISA – Italian Spring Accelerometer) is placed on-board MPO to give
accurate information on the non-gravitational accelerations. ISA detects the displacements
of a proof–mass as a result of perturbing accelerations and uses them to estimate the non-
gravitational accelerations.

The ISA error model is presented in Cicalò et al. [2016]. In short, the model consists of the
following terms:

‚ Spacecraft orbital period term or resonant term:

‚ Mercury orbital period term or main thermal term.

‚ Other systematic components
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Fig. 6.6: Spectrum of the ISA error model integrated over 88 d; Thick green line shows the expected
behaviour from requirements for a comparison [Cicalò et al., 2016]
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‚ Random component: it consists of a random background at 10´6cm{s2{
?
Hz

The measurement bandwidth of ISA is between 3 ˆ 10´5 Hz and 10´1 Hz. The amplitude
ascribed to the resonant term component is a critical parameter. According to Cicalò et al.
[2016], considering a calibration, a residual amplitude after calibration of 1 ˆ 10´7 cm{s2 can
be assumed. Also Mercury orbital period term or main thermal term has an amplitude of
4.2ˆ 10´6 cm{s2. This term of the accelerometer noise is described by a sinusoidal function
with the period of Mercury orbital period around the Sun.

The modelling of the accelerometer noise has a huge impact on the results of the POD.
On the other hand, there are a lot of uncertainities in the model. For instance, good thermal
control and calibration e�ects might bring the noise below to lower values, while assuming
an calibrated accelerometer can cause problems for the POD . To have a fair estimate of the
accelerometer noise in our modeling we use the value of 1ˆ10´6 cm{s2 from Iafolla et al. [2011].

6.2.4 Parameter estimation model

We perform several orbit reconstruction tests using daily arcs with noise modulated Doppler
data. We take the initial condition of each arc from the simulation, add some random o�set
to it and use them as a priori values for the estimation. The sigma of the initial o�set in each
direction is chosen as:

σp∆Xq0 “ 10 m (6.16)

σp∆V q0 “ 0.01 m{s (6.17)

We use a realistic dynamical model to produce synthetic Doppler observations. We perform
several orbit reconstruction tests using daily arcs with noise modulated Doppler data. We use
a realistic observation model, taking into account the availability of ground antenna, visibility
conditions and occlusion of spacecraft behind Mercury. Then we solve for the initial state vec-
tor of each arc separately and �nd the RMS of error of the orbit determination by comparing
the reconstructed orbit with the real one. The goal of these tests is to �nd the best possible
orbit determination accuracy that can be achieved using only Doppler data and the impact of
di�erent settings on the results.

We assume two series of maneuvers, each consist of 60 constant accelerations every 9 s
(total: 540 s) to be performed per day. These maneuvers are modelled in the simulation to-
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gether with the accelerometer model.

In orbit reconstruction process, the models for the non-conservative forces (i.e. solar ra-
diation pressure) were replaced by the noisy simulated accelerometer measurements. To sim-
ulate the accelerometer measurements at each observation time, we �rst calculate the non-
gravitational acceleration that acts on the spacecraft, then we read the accelerometer noise
that comes from the conversion of noise to time domain. Finally, we add the noise to the total
non-gravitational accelerations and create the accelerometer measurement.

For the �rst step of orbit recovery, we do not solve for the gravity �eld and therefore use the
same gravitational force model with errors on the initial state vector as the “a priori” knowledge
of the orbit. At the moment the scale and bias parameters of the accelerometer is assumed
to be known in the orbit determination. Later, this has to be updated and these parameters
have to be considered as solved-for parameters. Finally, a dynamic orbit recovery based on
the Doppler and simulated accelerometer data is carried out.

6.3 Doppler-only obit determination: results

6.3.1 Doppler-only obit determination: zero test results

To make sure about the convergence of the code we start with a zero test. In this test we
do not apply any desaturation maneuver or accelerometer noise model and we use the exact
same force model for the simulation and reconstruction. We perform the test on a time period
with no occultation. We add noise to the Doppler observation and an error on the initial state
vector and we would like to see if the code can converge to the real orbit or not. The position
residuals and Doppler residuals resulting from this test are shown in �gures 6.7 and 6.9 for
one arc (24 hours).

An improvement in the residuals can be seen up to the third iteration, but after the third
iteration the level of error stays the same. A periodic term with the period of MPO orbital
period around Mercury can be seen in the position residuals, which is caused by the error in
the estimation of initial state vector. Since we use the same force model in both simulation
and estimation, this periodic term is the only term of error that can be seen in the position
residuals. Also while the norm of the position residuals reaches to values around 0.5 meter in
the third iteration, the radial direction of the position residual has an error around 1-2 cm. We
do not have a reference to compare our zero test position residuals with, but since the RMS
of Doppler residuals are in the third iteration reaches the the order of Doppler noise, we can
validates the orbit determination process.
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In the next step, we repeat the test on a time period where we have gaps in the Doppler
data as a result of spacecraft occultation behind Mercury. The result is plotted in �gure 6.10,
where it can be seen that the position residuals are in the order of 2 meters.

Fig. 6.7: Doppler residuals in di�erent iterations resulted from a zero test for one daily arc

6.3.2 The impact of solar plasma noise

In section 6.2.2 the impact of solar plasma on making additional noise on Doppler data is dis-
cussed. To calculate this e�ect, We assume that the given Doppler noise is for the situation
the spacecraft is relatively far from the Sun (around 30 degrees). Then we �nd the SUN-Earth-
Spacecraft at each observation time and using the Allan deviation from �gure 6.3, we calculate
the increase in Doppler noise.

We need to stress that e�ect of Solar plasma noise will be calibrated up to some point using
the X-band and K-band Doppler data together [IMPERI, 2015-2016]. Here we perform an orbit
recovery test to see the impact of including this extra noise source and assuming the worst
case scenario that no calibrations applies to the noise.

Figure 6.11 compares the norm of the position residuals resulting from above mentioned
tests. In the case of having a varying noise, the residuals do not have good values during the
days that the spacecraft is passing behind the Sun and the Sun-Earth-Mercury angle has small
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Fig. 6.8: Norm of position residuals in di�erent iterations resulted from a zero test for one daily arc

Fig. 6.9: Position residuals in radial, along-track and cross-track directions in the last iteration of orbit
reconstruction zero test
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Fig. 6.10: Norm of position residuals in di�erent iterations resulted from a zero test when there are gaps
in the Doppler data because of MPO’s occultation behind Mercury for one daily arc

values.

6.3.3 Orbit recovery tests for 100 days

The results of the full orbit reconstruction for 100 days of the mission using a complete model
(including the desaturation maneuvers and the accelerometer) with di�erent assumptions are
presented in table 6.1. Figure 6.12 shows the norm of the position residuals in 5 days of mission
using a constant Doppler noise and 2 ground stations available. It can be seen that with three
ground station we reach the best accuracy of about 4.5 m in the norm of position residuals.
with two ground stations the accuracy will degrade to around 6.1 m and with one ground sta-
tions the norm of position residuals will reach to around 9.5 m. These values are comparable
with the values that are archived by the MORE team [Cicalò et al., 2016].

We need to mention that using a single ground station causes a divergence in the orbit
recovery of some daily arcs. This problem usually happens during the daily arcs when the
spacecraft goes to occultation in each orbital period. We conclude that the imperfect knowl-
edge on non-gravitational forces (especially the desaturation maneuvers) combined with the
lack of Doppler observations for more than two third of the daily arcs causes this problem.
In this situation the accelerometer is not able to estimate the non-gravitational forces with a
su�cient accuracy and it causes a failure in the recovery of the orbit. This problem needs to
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Fig. 6.11: Orbit residuals in 100 days of the mission. Purple: assuming a constant Doppler noise; Green:
Assuming the impact of solar plasma on Doppler noise
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Tab. 6.1: Position errors in orbit recovery tests with di�erent assumptions. X, Y and Z are components
of inertial frame

RMS errors (m)
Condition Norm X Y Z

3 ground stations 4.54 4.06 1.52 1.48
2 ground stations 6.15 5.13 2.40 2.38
1 ground station 9.51 7.55 4.08 4.00

be investigated by using a better model of the accelerometer noise and by adding empirical
accelerations to see whether or not the e�ect of unmodelled dynamics can be absorbed.

Fig. 6.12: Norm of position residuals in 5 days of mission using 2 ground stations
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6.4 Improvement of orbit and geophysical parameters using laser altimetery data

6.4.1 Modelling

In this section, we use the modelling for the laser altimetery, including the range noise model
and planet terrain model presented in chapters 2 and 4, to produce realistic laser altimetry ob-
servations for the whole duration of nominal mission. Then we use the PyXover [Bertone et al.,
2019], Python software package recently developed by Dr. Stefano Bertone at NASA Goddard
Space Flight Center (GSFC) to estimate the impact of BELA measurements at crossover points
on the recovery of orbit and geophysical parameters. We present the modelling that is used in
this study and the preliminary results.

The simulation results, including appropriate relative weights for the crossovers and an ex-
tended parametrization to account for orbital errors in each arc, are applied to our analysis of
the full simulated dataset acquired by the BELA instrument. Crossover measurement weights
are based on both the observation geometry (see �gure 6.13) and the individual errors associ-
ated with each BELA measurement (also see section 4).

To �nd the impact of the laser altimetry observations at crossover points on the orbit re-
covery, we �rst simulate a series of laser altimetry observations with realistic frequency (10
observations per second) in one year of mission. This simulation is based on the modelling
in chapters 2 and 4 and contains a realistic range error depending on the spacecraft altitude
and the planet terrain on the laser spot. Then we detect the locations of the laser altimetry
ground track crossover points and we set up orbit and geodesy improvement in a least square
minimization of crossover discrepancies.

6.4.2 Detection of the crossover points

A crossover measurement is a di�erential measurement between two distinct observations of
the same surface location at two di�erent times. Any di�erence in the height measurements
at a crossover intersection is mainly due to the following e�ects:

‚ Errors in the spacecraft orbit and attitude, or BELA boresight orientation

‚ Interpolation errors of the surface topography between MLA footprints

‚ Geophysical signal due for instance to mismodeled time-varying planetary rotation or to
tidal vertical motions

For the detection of crossover points we separate laser altimetry observations in arcs
(roughly one arc per orbit) where the PFD is smaller than 10 %. As a result we have around 10
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Fig. 6.13: Intersection of two ground-tracks. ∆: altimetry observations, crossover locations: ‹ rough, ‹
�ne search [Bertone et al., 2019]

arcs of data in each day of the mission. Then we geolocate BELA observations on the ground
by using an iterative procedure. Then we look for intersections among all point of arcs. Most
crossover points, are distributed around the poles of the planet at high latitudes, because of
the geometry of the orbit. Figure 6.14 shows the distribution of crossover points in the �rst
two months of mission.

6.4.3 Results

Figures 6.15 to 6.24 show the value of the crossover discrepancies (∆h) sensitivity to the space-
craft orbit, attitude, rotational parameters and tidal deformations pdp∆hq{dpparameterqq. Fig-
ures 6.15 to 6.17 show the sensitivity of the crossover discrepancies to the orbit. Among them,
�gure 6.15 shows a much higher sensitivity to orbit in radial direction in the latitudes between
0 to 85 degrees, while 6.16 shows the same sensitivity to along-track direction over the sur-
face of the planet. The sensitivity to cross-track direction 6.17 seems similar in northern and
southern hemisphere but the sensitivity seems to be higher at lower latitudes and close to the
planet equator.

Figures 6.18 and 6.19 show the sensitivity to the attitude of spacecraft. They all show a
higher sensitivity at lower latitudes. Figures 6.20 and 6.23 show the sensitivity to the orien-
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Fig. 6.14: Distribution of crossover points (red dots) around the North Pole of the planet in two months
of mission (green lines are altimetry ground tracks and red points are crossover points)

tation and rotational parameters of the planet. They also show a higher sensitivity at lower
latitudes and close to the equator. Figure 6.24 presents the sensitivity to the Love number h2.
It also shows the same pattern: higher sensitivity around the equator.

The inverse of these sensitivities is then closely related to the formal errors expected from
the recovery of the orbital and geodetoc parameters. Together with the residuals dp∆ hq, the
partial derivatives constitute the basis for a least square improvement of the spacecraft orbit
and planetary geodesy. The presented results of this work is still preliminary and it will be
investigated further.

At the moment the weights of the individual BELA observations is not used, but a full anal-
ysis should make use of the sigma of error of each observation which is available in the BELA
simulated data. Direct altimetry data (by comparing them with a MLA based DTM) the improve-
ment of orbit and planet geophysical parameters using the direct altimetry data.

Figures 6.15 to 6.24 show the importance of crossovers at latitudes close to the planet
equator. Unfortunately, the orbit of MPO doesn’t allow for a high number of crossovers at
lower latitudes. Therefore, we suggest to design several o�-nadir maneuvers during the period
that the spacecraft is passing over the equator. These maneuvers can be performed in a few
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Fig. 6.15: Crossover measurement p∆hq sensitivity to the spacecraft orbit correction in radial direction
(unitless)

Fig. 6.16: Crossover measurement p∆hq sensitivity to the spacecraft orbit correction in along-track di-
rection (unitless)
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Fig. 6.17: Crossover measurement p∆hq sensitivity to the spacecraft orbit correction in cross-track di-
rection (unitless)

Fig. 6.18: Crossover measurement p∆hq sensitivity to the spacecraft attitude corrections in pitch direc-
tion (m{arcsec)
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Fig. 6.19: Crossover measurement p∆hq sensitivity to the spacecraft attitude corrections in roll direction
(m{arcsec)

Fig. 6.20: Crossover measurement p∆hq sensitivity to the declination of the planet spin pole at J2000
(m{arcsec)
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Fig. 6.21: Crossover measurement p∆hq sensitivity to the right ascension of the planet spin pole at J2000
(m{arcsec)

Fig. 6.22: Crossover measurement p∆hq sensitivity to the planet rotation rate (m. Julian year{arcsec)
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Fig. 6.23: Crossover measurement p∆hq sensitivity to the planet amplitude of libration (m{arcsec)

Fig. 6.24: Crossover measurement p∆hq sensitivity to the Love number h2 (m)



6.4. IMPROVEMENT OF ORBIT AND GEOPHYSICAL PARAMETERS USING LASER ALTIMETERY
DATA 109

minutes each day to avoid a noticeable negative impact on the measurements of other instru-
ments. As a result, the number of crossover points at lower latitudes can have a huge impact
on improving the spacecraft orbit and the planet geophysical parameters. These maneuvers
can also be designed to be performed over smooth plains, so that the BELA does not miss an
important information about the planet terrain.
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7. CONCLUSION AND PERSPECTIVE

7.1 Objectives and approach

The main objectives of BELA are to measure the �gure parameters of Mercury, the topographic
variations relative to the reference �gures and other properties of the surface e.g. local slopes,
surface roughness and albedo. However, it is also possible to use the laser altimetry data in
the form of crossovers to signi�cantly improve the spacecraft orbit and infer geophysical prop-
erties. The main goal of this PhD thesis is to analyse the performance of the instrument in
a comprehensive in-orbit performance model and to recommend technical settings, potential
calibrations and approaches to enhance the scienti�c outcome of BELA.

We use the laser altimetry performance model described in Gardner [1992] as our basis and
we implement the test results on BELA in the laser altimetry test laboratory of the University
of Bern to our modeling of the instrumental noise. We then model the probability of false
detection for each observation and based on that, we produce a coverage map over di�erent
surface terrains. This results in a performance map over the surface of Mercury and we study
the quality of observations and the expected accuracy of the recovery of surface features, e.g.
local slopes, roughness and albedo, in di�erent conditions and over di�erent terrains.

Together with this, we also perform a Doppler-only orbit determination and we study the
potential contribution of using BELA data at crossover points to the recovery of MPO orbit and
of Mercury geophysical parameters. Our extensive modelling of Doppler orbit determination in-
cludes gravitational and non-gravitational forces for orbit propagation, desaturation maneuvers
and accelerometer noise model and the simulation of Doppler tracking measurements include
2-way X-band and K-band Doppler measurements, station and planetary eclipses, solar plasma
noise and the relativistic corrections. We perform several Doppler-only orbit reconstruction
tests using daily arcs with noise modulated Doppler data. Then, to study the impact of BELA
on improving the orbit and geodesy, we simulate a series of laser altimetry observations around
crossover points. Then we set up orbit and geodesy improvement in a least square minimisa-
tion of crossover discrepancies. The preliminary results are presented in the last chapter of
the thesis.
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7.2 Summary of the results

Several tests have been performed on the RFM standalone of BELA instrument: Gaussian pulses
are sent to the RFM and the measured time of �ight, pulse width and pulse energies are com-
pared to the expected ones. We use these laboratory-based performance tests to construct
an accurate instrument noise model.

We draw a few main conclusions from these tests. First, systematic biases have been ob-
served in all three laser altimetry measurements (TOF, pulse width and pulse energy); Second,
the instrument TOF measurement accuracy in laboratory condition is very high with respect
to the requirement. For short pulses and with a spacecraft height lower than 1000 km we
set around 1.64 ns (equivalent to 25 cm in range measurement). The accuracy decreases with
increasing height and the received pulse width but its RMS is still below 3.35 ns (equivalent to
50 cm in range). Finally, the accuracy of pulse width and pulse energy measurements highly
depends on the possibility of removing the systematic bias.

We use the results of the above laboratory-based performance tests to develop a compre-
hensive performance in-orbit performance model for BELA during its primary mission orbits
at Mercury. We use this performance model to evaluate the measurement performance in
di�erent conditions and over di�erent terrains.

One of the most important performance parameters of the instrument is the PFD. The PFD
determines the working limit of the instrument in di�erent conditions. We assume the signal to
be detectable when the PFD is below 10%. The PFD is determined at di�erent gain settings and
among them the highest performance happens with gain code 7 (gain code 15 also has a similar
performance) and with APD-A gain of 1.5 MV/W. With this gain setting and after considering
the e�ects of degradation, the maximum working limit of the instrument ranges between 1040
to 1180 km over the smooth plains and rough terrains. Therefore the instrument meets the
ranging requirement. It also means that BELA will be able to have a full coverage (except for
some crater walls) of the whole planet in the �rst year of the mission even with the highest
possible degradation.

Using the high gain settings (gain code of 7 or 15 and APD-A gain of 1.5 MV/W) over the crater
walls the working limit ranges between 700 km to 1150. Also for local albedos lower than 14%,
the working limit of the instrument would be less than 1050 (even for smooth plains). It means
that other than steep crater walls at high altitudes and local dark spots, the rest of the planet
will be fully covered by BELA. Over the crater walls, the detection of the pulse will depend on
the altitude of the spacecraft and the slope angle of the wall. For instance, in the �rst two
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months of the mission all the crater walls between latitudes of around 80 deg North to 40 deg
South will be fully covered and only highly steep crater walls outside this latitude range would
not be covered by the instrument.

At the end of the extended mission (two years) the latitude of Periherm will go down to
around 40 deg South and as a result the orbital height will increase to around 1300 km over
the North pole. As a result of this, the BELA will not be able to cover the area around the North
Pole in the last few months of the extended mission, even over smooth plains and with the
lowest degradation.

To avoid any danger arising from exceeding the APD breakdown voltages, the recommended
HV has decreased to 340 V (correspond to APD-A gain of 0.75 MV/W). In this case, the maxi-
mum working limit of the instrument over �at surfaces and with low degradation is expected
to be 1050 km and over other terrains or higher levels of degradation, the working limit is
always below 950 km. This is 100 km lower than the ranging requirement and as a result the
instrument will not be able to cover the area around the South Pole in the �rst two months of
mission. However, considering the rotation of the argument of periherm, the instrument will
be able to cover both poles with one year of data. We have to stress that even though with
APD-A gain of 0.75 MV/W, the instrument will be able to achieve full coverage by the end of
the mission but the density of data around the poles will be considerably lower.

For the TOF (or range) measurement, pointing calibration has the highest impact on per-
formance. Therefore a further calibration of BELA using its own scienti�c data will the layout
of future. For pulse width and pulse energy measurements, systematic bias calibration plays
the same role. However, it is not clear yet how far the systematic biases can be removed.
The reason for this, is that the systematic biases are detected using the RFM standalone and
using synthetic Gaussian pulses as input. More realistic tests based on non-Gaussian pulses
has to be performed to determine whether the instrument has the same behaviour and if the
calibration can fully remove the systematic o�set.

We present two di�erent methods for surface sloe measurement: single shot method and
double shot method. We show that the accuracy of double shot is considerably higher than
the single shot, however they measure the slope angle in di�erent baselines. The accuracy of
double shot slope measurement is always better than one degree, while the single shot method
leads to average accuracies between 1.2 to 3.8 degrees. Also, single shot slope measurement
error decreases with the slope angle, while the other way around is true for double shot slope
measurement. Therefore, one might consider using a combination of both approached to de-
termine the surface slope of the planet.
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For single shot slope measurement, we distinguish between negative errors and positive
errors on the slope measurement, which are di�erent over smaller slope angles. Since the
absolute slope angle cannot be smaller than zero, the negative error on slope measurement
cannot be bigger than the slope angle itself. In smaller slope angles, the negative error goes to
zero, while the positive side of error reaches higher values with RMS of 7.7 degrees. With the
increase of slope angle, the RMS of this error decreases to a minimum value of 1.8 degrees.
Slope measurement error is always lower if a priori knowledge of roughness is available.

Gunderson and Thomas [2010] predict the accuracy in range measurement to be between 25
cm up to 2 meters (before the PFD goes higher than 0.1). The lower limit of this is in agreement
with the measurement accuracy of the instrument from laboratory tests and the higher limit
is in agreement with the measurement accuracy of in-�ight performance analysis, while we
predict this errors with higher accuracy and in di�erent conditions and over di�erent terrains.
The predicted accuracy of the pulse widths error in Gunderson and Thomas [2010] is between
5 to 20 ns and we predict this accuracy to be in the range of 4-15 ns depending on the altitude
and the systematic bias.

Steinbrügge et al. [2018] predicte the accuracy in roughness measurement to be around 1.5
meters, while our study shows a value in the range 0.3 to 0.5 m over smooth or rough terrain.
However, we perdict the error to go up to 3.5 m over crater walls. Steinbrügge’s study also
predicts the minimum detectable terrain slope (using single shot method) at lower altitudes to
be 10 degrees and our study shows this value to be around 5-6 degrees. Moreover, we predict
that at high altitudes the instrument will only be capable of measuring slopes up to around
15´ 20 degrees, while we expect to be able to detect almost all the surface slopes, including
the steepest crater walls, from altitudes lower than 670 km when the APD-A gain = 1.5 MV/W .

One of the improvements in our study with respect to previous publications, is the more
accurate modeling of BELA measurement noise by using the latest test results on the BELA.
The other very important improvement is that by using an in-orbit model of the laser altimetry
and by using a ground model for the Mercury surface, we are able to predict the performance
over di�erent regions and terrains with much higher accuracy than before. As a result, it has
become clear that the range measurement accuracy cannot be as good as it has been in the
laser altimetry laboratory and in the best case scenario (best possible pointing calibration and
over a smooth plain) this error will have a value of around 80 cm (whereas the instrument itself
is able to detect ranges down to 25 cm in laboratory conditions).

The instrument degradation impact on the measurement accuracies is negligible. However,
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it considerably changes the working limits of the instrument. In other words, the instrument
will loose more signals with high degradation, but if the return signal is detected, then the
measurement accuracies will be almost the same.

By studying the performance over crossover points with temporal proximity, we noticed a
good performance in measuring the ∆H (with RMS of around 1.1 m to 1.2 m). This will be
valuable for measuring the tidal deformation of the planet and also for the improvement of
orbit accuracy using laser altimetry data.

Chapter 6 presents the results of the work that is done on the precise orbit determination
of MPO using radio science data and laser altimetry data. The results of the full Doppler orbit
reconstruction for 100 days of the mission shows that with three ground station we reach the
best accuracy of about 4.5 m in the norm of position residuals. With two ground stations
the accuracy will degrade to around 6.1 m and with one ground stations the norm of position
residuals will be around 9.5 m. We need to mention that using a single ground station causes
a divergence in the orbit recovery of some daily arcs. This problem usually happens during the
daily arcs when the spacecraft goes to occultation in each orbital period. We conclude that the
imperfect knowledge on non-gravitational forces (especially the desaturation maneuvers) com-
bined with the lack of Doppler observations for more than two third of the daily arcs causes this
problem. In this situation the accelerometer is not able to estimate the non-gravitational forces
with a su�cient accuracy and it causes a failure in the recovery of the orbit. This problem
needs to be investigated by using a better model of the accelerometer noise and by adding em-
pirical accelerations to see whether or not the e�ect of unmodelled dynamics can be absorbed.

In the last part of the thesis, we calculate the sensitivity of crossover discrepancies to the
spacecraft orbit, attitude, rotational parameters and tidal deformations. The results show the
importance of crossovers at latitudes close to the planet equator. The inverse of these sen-
sitivities is then closely related to the formal errors expected from the recovery of the orbital
and geodetic parameters. The presented results of this work is still preliminary and it will be
investigated further.

7.3 Recommendations for the improvement of BELA performance

One of the advantages of using a comprehensive in-orbit simulation, is the ability to use this
environment to simulate the instrument condition in �ight and compare di�erent observations
under di�erent conditions and over di�erent terrains. Using this simulation environment, we
are able to see what kind of data might be problematic or have bad resolution, what kind of
change could improve it, what are the settings that should be used for the instrument to have
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the maximum performance and what techniques/weightings can be used to combine di�erent
observations.

We highlight two main aspects which would improve the performance of the instrument:

7.3.1 Gain settings

The BELA team should consider the possibility of using a APD-A gain higher than 0.75 MV/W to
improve the performance of the instrument, but lower than 1.5 MV/W to avoid any danger to
it. Also, switching between the gain setting at low and high altitudes can be considered. In this
approach, at lower altitudes, the instrument will use the safe low APD-A gain without losing
any data and in high altitudes (higher than 850 km), the instrument will switch to high APD-A
gain to reach the requirement and detect as much data as possible. We need to point out that
changing the gain settings will not impact the quality of the measurements and only changes
the working limit of the instrument.

7.3.2 DTM recovery

For generating the DTM from the altimetry observations, one can only use the range measure-
ment data. The sigma of range error has di�erent values depending on the slope angle and
spacecraft altitude. Unless there is a very good pointing calibration for BELA line of sight, at
high spacecraft altitude and over crater walls, the error can get values higher than 10 meters.
Because of this, one might consider using other altimetry observation, such as the broadening
of the return pulse, to determine the local slopes and integrate them along the ground track
to recover the DTM.

Due to the low accuracy of range measurement and high accuracy of the single pulse slope
measurement over highly steep surfaces like the crater walls, this approach can be very useful
for DTM recovery. In contrary, over the smooth plains, the single shot slope measurement has
a bad accuracy, so one can use the double shot slope measurements to recover the local slopes.

The other recommended approach is to use both observations for DTM recovery, but give
them di�erent weightings depending on the expected surface slope. This can be done in a
closed loop, so that in the beginning we use the current knowledge of the surface features to
determine the �rst weightings and then, after the recovery of the surface features, the updated
surface model can be used to update the observation weightings.
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7.4 Future studies and possible experiments

We recommend eight pieces of study to further improve the performance of the instrument
in the future:

7.4.1 Investigating the potential sources for the systematic biases

The source of the systematic bias that has been observed on the measurements (chapter 2)
is not yet known, though the BELA team observed that they might be a product of the pulse
detection algorithm that is used in RFM. More tests are needed to con�rm or reject this idea.
Also, we have to consider that they might be the result of the experimental setup used in the
laboratory.

7.4.2 Calibration of systematic biases for all types of return signal

Theoretically, the systematic biases on the instrument measurements can be removed from
the observations using the suggested equation in tables 2.2 and 2.3 to improve the quality of
the observations. Still, these tests have been performed by using a Gaussian signal sent to
RFM, while the real pulses from the ground will not be Gaussian.

To adapt our tests to non-Gaussian signals, we �rst need to determine the shape of the
return pulses based on di�erent terrains that we see on Mercury. Then, another set of similar
laboratory performance tests with non-Gaussian pulses should be performed on the BELA �ight
spare model to con�rm weather or not we see the same behavior with non-Gaussian signals.

7.4.3 Optimisation of the pulse families

BELA uses four prede�ned pulse families to detect the return signal (See sectio 3 for more
details). If the shape of the return signal matches one of the pulse families, the instrument
detects the signal. One of the most important advantages of BELA is the possibility of changing
the pulse families that are used to detect the signal. We need to be able to properly use this
advantage to improve the performance of the instrument.

We recommend to use an optimization algorithm to improve the families of pulse templates
that are currently used to detect the pulses in BELA. The performance improvement has been
tested in a few special cases and it is shown that, e.g. using pulse families that are combina-
tions of two gaussian signals might be able to improve the performance of the instrument at
low SNR values. This study can be done by using both the pulses that were measured during
the tests in laboratory and also by using the predicted shape of the return pulses from the
di�erent regions and terrains. Some simple tests with the PFD simulation environment has
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been performed with di�erent optimized pulse templates. The results of these have con�rmed
the possibility of having higher instrument working limit by optimizing the pulse families but
this needs more investigation.

7.4.4 Pointing calibration study using crossover points

The dominating part of the range measurement error is the pointing uncertainty. Therefore
determining the possible alignment o�sets caused by launch and due to changes in the thermal
environment could dramatically improve the range measurement performance.

One possible approach is to use BELA’s range measurement data at crossover point for align-
ment calibration of a laser altimeter with respect to the spacecraft reference frame. Crossover
points, specially in o�-nadir situations, are extremely sensitive to the accurate knowledge of
the laser altimeter boresight and consequently on the alignment of the laser altimeter instru-
ment. This study needs to be done in a realistic simulation of BELA in-�ight around Mercury,
such as the one described in section 4.

7.4.5 Improving the orbit and planet geophysical parameters using laser altimetry crossovers

The preliminary results of geodesy improvement using PyXover is presented in section 6.4. This
preliminary results includes the sensitivity analysis of crossover discrepancies to the di�erent
parameters of orbit and planet geophysics. We will continue this study by �nding the �nal
impact of one year laser altimetry crossover data on the improvement of geodesy. Also, we
will study the impact of using the observation weighting based on the error model presented
in chapter 4 to see of a better weighting of the laser altimetry data will improve the results.

7.4.6 Studying the impact of o�-nadir maneuvers for orbit and geodesy improvement

The results of 6.4 show the importance of crossovers at latitudes close to the planet equator.
Unfortunately, the orbit of MPO doesn’t allow for a high number of crossovers at lower lati-
tudes. Therefore, we suggest to design several o�-nadir maneuvers during the period that the
spacecraft is passing over the equator. These maneuvers can be performed in a few minutes
each day to avoid a noticeable negative impact on the measurements of other instruments.
As a result, the number of crossover points at lower latitudes can have a huge impact on im-
proving the spacecraft orbit and the planet geophysical parameters. These maneuvers can also
be designed to be performed over smooth plains, so that the BELA does not miss important
information about the planet terrain.
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7.4.7 Further developing the simulation environment

As shown in chapter 6, the impact of BELA on the orbit determination is studied using a
the simulation environment in Bernese software (for the observation model) and the PyXover
code to determine the impact of laser altimetry on the orbit and planet geophysical parameters.

The in-orbit simulation environment of BELA in the Bernese software can be further devel-
oped to include the impact of BELA on precise orbit determination and gravimetry inside the
same environment. For this, the crossover discrepancies can be used as constraint in radial
direction. Bernese can also be further developed to solve for other geophysical parameters
e.g. tidal deformation, amplitude of libration in parallel with the orbit and gravity �eld. Possi-
ble application of such a code would be to perform any in-orbit simulation test including the
o�-nadir looking tests for determining some speci�c geometrical and geophysical parameters
of the planet.

7.4.8 In-orbit performance evaluation of Ganymede Laser Altimeter (GALA) for the JUICE Mission

Ganymede Laser Altimeter (GALA) is the laser altimeter of ESA’s JUICE mission to Jupiter icy
moons. It is designed based on BELA, so that there is a lot of similarities in both laser altime-
ters. The in-orbit performance model developed during my PhD could be applied to predict
the performance of GALA in orbit around Ganymede. For this, the instrument properties in
the instrument model have to be adopted to GALA’s properties. Then the orbit of the space-
craft and the planet surface model have to be updated accordingly. Finally the same study can
be done for GALA and the performance of the instrument including the working limits, TOF,
pulse width, pulse energy can be evaluated. Also the accuracy of the measurement of surface
properties, e.g. surface slope, roughness and albedo variations can be studied in the same
environment.
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Appendix A

MPO RELATIVE ORBIT ERROR MODELLING USING THE BERNESE GNSS SOFTWARE: A
TECHNICAL REPORT ON BELA

A.1 Scope of the report

This report provides a measure of the sensitivity of the MPO orbit propagation to measure-
ment errors in the initial conditions. This is needed to describe the accuracy of the in-�ight
calibration of the BELA instrument relatively to the SIMBIO-SYS instrument onboard MPO. We
de�ne the relative orbit error as the error that would get on MPO position after propagating its
orbit for 1 minute from the initial condition, also a�ected by experimental errors.

A.2 Introduction

The BELA to SIMBIO-SYS calibration approach consists in using these instruments to observe
the same area on the surface of Mercury. Thus, the link between the instruments is estab-
lished through the ground observations. The problem, which arises with this approach is that
coordinates of ground observations are subject to di�erent errors. The relative orbit error is
one of the sources of error in this process. In order to model the MPO orbits and calculate the
relative orbit error, we used the Bernese GNSS Software (BSW, Dach, 2015), which has been
developed at the astronomical institute of the University of Bern and has been used for satellite
orbit determination since 1988. We added some routines to the software to use it for orbit
modelling of interplanetary trajectories.

A.3 Assumptions

The nominal initial position of the probe depends on the orbit determination method. Here
we assume the current ESA initial navigation accuracy and we assume that we cannot use
other techniques like VLBI. With these assumptions, the orbit determination accuracy at the
beginning of mission would be around 10 meters in the line of sight of Mercury from Earth and
100 meters in other orthogonal directions (we assume this is a 1-sigma error). The initial epoch
for our modelling is assumed to be the current estimated arrival date of MPO to Mercury, i.e.,
27/03/2025 - 22:14:32.14
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A.4 Modelling the orbit

In our orbit propagation, we use the d/o 50 gravity �eld Hgm005 (derived from NASA Messen-
ger data). Moreover, we model the gravitational e�ect of the Sun and of other planets on the
orbit of MPO. We also assume a cannonball model for the spacecraft (With the area to mass
ratio of 0.01 kg/m2) to take into account the e�ect of solar radiation pressure. In our model the
e�ect of IR radiation and albedo from the surface of Mercury on the orbit of the spacecraft are
ignored because their e�ect is at least one order of magnitude smaller than the e�ect of solar
radiation pressure (Stanbridge et al, 2011) so that their e�ect on the orbit after 1 min would
be negligible. With these assumptions, the MPO orbit has been propagated over one day and
veri�ed against DLR provided orbit. (Figures 1, 2 and 3)

Fig. A.1: Bernese propagated orbital eccentricity against DLR’s propagated orbit

A.5 Approach

We assume the modelling error for MPO position at time t0tobe :

drpt0q “ rmodelpt0q ´ rtruept0q (A.1)

At time t1 “ t0 ` 1 min., we then have a position error as below:
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Fig. A.2: Bernese propagated orbital semi major axis against DLR’s propagated orbit

drpt1q “ rmodelpt1q ´ rtruept1q (A.2)

What we are interested in is |drpt1q˘drpt0q|, i.e. the relative orbit error. The question now is
how to construct rmodelptq and rtrueptq. For rtrueptq we can assume a true initial state vector,
a true gravity �eld and then propagate the trajectory from t0 to t1. The state vector at the
initial epoch 27{03{2025´ 22 : 14 : 32.14 is

r144.01056,´2127.59657, 2545.080057,´0.578022,´2.193193,´1.304730s

The coordinate system for the state vector is the Mercury centric J2000 frame. the positions
are given in km and the velocities are in km/s. To compute rmodel we can consider three
di�erent types of modelling errors: The error due to determination accuracy of the initial
position, of the initial velocity and the error due to uncertainties in the gravity �eld coe�cients.
Here we neglect the e�ect of initial velocity and focus on the other two. To test the impact
of uncertainties in the gravity �eld we used four existing gravity �eld models of Mercury to
propagate the trajectory with the same initial state vector and compare the �nal positions after
1 minute. In this study, changing the gravity �eld model resulted in 2.2 cm 1 ´ σ error after 1
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Fig. A.3: Bernese propagated orbital inclination against DLR’s propagated orbit
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minute, which is negligible. Now we want to model a certain position error for rmodelatt0 using
the same velocity and gravity �eld as for rtrue. We can rewrite the relative orbit error as:

Relative orbit error “| drpt1q ´ drpt0q |
“| rmodelpt1q ´ rtruept1q ´ rmodelpt0q ` rtruept0q |
“| rmodelpt1q ´ rmodelpt0q ´ rtruept1q ` rtruept0q | (A.3)

By setting drmodel ” rmodelpt1q ´ rmodelpt0q and drtrue ” rtruept1q ´ rtruept0q, we have:

Relative orbit error = | drmodel ´ drtrue | (A.4)

For calculating the relative orbit error, we run the BSW with 200 di�erent initial positions
randomly distributed around the true initial position. σ1pt0q “ r10, 100, 100sm We use 5 sec
integration step size and in each case, we determine the �nal position after 1 min. The �nal
positions then used to calculate the standard deviation of the relative orbit error are in the
same coordinate frame we had for the initial errors (x- line of sight of Mercury from Earth,
y-orthogonal direction to x in ecliptic plan and z- orthogonal to x and y). In a second step, we
assume that the accuracy of the initial state is improved by one order of magnitude using VLBI
or after orbit reconstruction. Therefore, the 1-sigma error would be 1 meter in line of sight
direction and 10 meters in other directions σ2pt0q “ r10, 100, 100sm. Then we propagate the
orbit 200 times.

A.6 Results

As a result we get that when the initial position error standard deviation is 10 meters in the line
of sight and 100 meters in other directions, the relative orbit error ppt1q´drpt0q|q after 1 min is
1.1 cm in line of sight and about 11 cm in other directions. σ1prelativeerrorqpt1q “ r1.1, 10.7, 11.9s

cm On the other hand, when we assume that the initial position error is one order of magnitude
smaller, we get a relative orbit error after 1 min of 0.1 cm in line of sight and 1 cm in other
directions. σ2prelativeerrorqpt1q “ r0.1, 1.1, 1.1s cm. Therefore, we can conclude that the relative
orbit error after 1 min. is negligible caused by uncertainties in the initial position determination
and the gravity �eld.
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Abstract

The BepiColombo Laser Altimeter (BELA, Thomas et al., 2007) is on its way to Mercury on board the Mercury Planetary
Orbiter (MPO), one of the two spacecrafts of the European Space Agency’s BepiColombo mission (Benkhoff et al., 2010). It will
arrive at Mercury by 2025 and start it’s measurements of Mercury’s surface. The goal of this study is to analysis the performance
of BELA by determining the in-orbit measurement quality and recovery of surface features by using a comprehensive performance
model for BepiColombo laser altimeter.

To determine the performance in-flight, we first model the probability of false detection for each observation and based on that,
we produce a coverage map over different surface terrains. Then we use the laser altimetry performance model described in Gardner
(1992) as our basis and we implement the end-to-end test results on BELA in the Starsim laboratory of the University of Bern to
our modeling of the instrumental noise.

Finally, we produce a performance map over the surface of Mercury and we study the attainable topography and the expected
accuracy of the measurements of surface properties e.g. local slopes, surface roughness and albedo in different conditions and over
different terrains. We also suggest potential calibrations which could result in improved performance.

Keywords: BELA; laser altimetry; Performance; Mercury; Topography

1. Introduction

1.1. Laser altimetry

Laser altimetry is a powerful remote sensing technique used
in both Earth and planetary science. The basic concept is rather
simple: we measure the time-of-flight (TOF) of a pulse of light
from an orbiter to the surface and back. The range z from the
laser to the illuminated spot on the surface is related to the laser
pulse time-of-flight ∆T by

z = c
∆T
2

, (1)

with c the speed of light. This means that a 1 ns delay corre-
sponds to around 15 cm in range. As the laser operates several
times per second, e.g. at 10 Hz, the repeated laser footprints
provide a terrain profile and finally measurements obtained at
different orbits allow the construction of a global terrain model
of the planet.
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1.2. BELA
BELA is the laser altimeter of the ESA BepiColombo mis-

sion to Mercury and has successfully launched on 20 th Octo-
ber 2018 (Benkhoff, 2018). The main objectives of BELA are
to measure the figure parameters of Mercury, to establish ac-
curate reference surfaces, topographic variations relative to the
reference figures, surface roughness, local slopes and albedo
variations, also in permanently shaded craters near the poles.

The instrument was built in collaboration of several institu-
tions and industries in different countries. The main contribu-
tors were the Physikalisches Institut in Bern, the DLR Institute
of Planetary Research in Berlin and the Instituto de Astrofisica
de Andalucia in Spain as well as the Max-Planck-Institute for
Solar System Research in Germany.

BELA uses the ”direct-detection” approach to laser altime-
try. Pulses with high energy (∼ 50 mJ) at 1064 nm are emit-
ted from a Q-switched laser at 10 Hz. The emission time of
each pulse is measured by a photodiode. The laser beam is re-
flected from the surface and received around 5 ms later at a 20
cm diameter telescope. The image is refocused onto a silicon
avalanche photodiode (APD) through a narrow bandpass inter-
ference filter. The signal is then sampled and fed to a digital
pulse discrimination electronics. This system determines the
time of flight (and therefore range), the integrated pulse inten-
sity, and its width. The data are passed to a digital processing
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unit which controls the operation and services the spacecraft
interface (Thomas et al., 2007).

BELA will provide 2 ns time resolution which is commen-
surate with the expected knowledge of the spacecraft position.
The experiment will provide return pulse intensity and width
information allowing for an assessment of surface albedo and
roughness at 20 m scales including in unilluminated polar craters.
The instrument properties (Steinbrügge et al., 2018) are sum-
marized in Table 1 in order to get a complete overview about
the assumptions made for the modeling.

We define two kinds of gain for BELA: The Avalanche Pho-
todiode Assembly (APD-A) gain, which is a function of APD
high voltage (HV) and determines the AEU input voltage am-
plification and the instrument gain code, defining the voltage
gain factor of the Analogue Electronics Unit (AEU). The in-
strument gain code has an integer value between 0 to 15, cor-
responding to the lowest and highest amplification, while the
APD-A gain is between 0.75 MV/W (Mega-Volts / Watt) to
1.5 MV/W depending on the HV set point.

An APD-A gain of 0.75 MV/W corresponds to high voltage
(HV) set point of 370 V, while an APD-A gain of 1.5 MV/W
corresponds to the HV set point of 340 V. The recommended
HV set point was reduced from 370 V to 340 V to avoid any
danger arising from possibly exceeding the APD breakdown
voltage. We need to stress that 340 V produces a responsivity
(gain) that is considerably lower than can be achieved in opti-
mum condition.

1.3. Previous studies and goals

Gunderson et al. (2006) presents an analytical model of the
BELA system performance. The model draws on a diverse set
of instrument and environmental parameters to predict signal-
to-noise ratios, false detection probabilities and range measure-
ment uncertainties. The model shows that the baseline instru-
ment is capable of meeting the performance requirements of
PFD < 0.1 and range error < 10 m out to altitudes of 1050
km. Gunderson and Thomas (2010) extended the above model
to contain the time-varying orbital conditions and instrument
degradation over the mission life time. Also measurement ac-
curacy predictions has been broadened to include albedo and
return pulse width in addition to range accuracy.

Steinbrügge et al. (2018) presents a semi-analytical instru-
ment performance model, in which signal-to-noise ratio, single
shot probability of false detection, range errors and the accuracy
of pulse width reconstruction are estimated. It also performs
numerical simulations of the instrument performance expected
in orbit about Mercury and studies the measurement accuracy
of topography, surface slopes and roughness, and tidal ampli-
tude.

In this study, we focus on a comprehensive performance
analysis for BELA by including all of the above factors syn-
thesised in one single numerical model. Moreover, we base
our analysis on a more accurate instrument noise model based

on the noise information gathered from the laboratory tests on
BELA. Our modelling contains an instrument degradation model,
a planet surface model and an in-flight model of the laser al-
timetry. We use these models to have an extensive and accurate
performance evaluation of BELA on its orbit around the planet
Mercury.

In section 2, we present our extensive modeling of BELA
in orbit around Mercury. Section 3 presents our results about
the different measurements noises and the working limits of the
instrument. Finally, we summarize our conclusions in section 4.

2. Modeling

2.1. In-flight model of the laser altimeter
Our modeling consists of several different components, as

detailed in figure 1. In particular, we model the error bud-
get for the three main measurements by BELA: Time of flight
(TOF), pulse width and pulse energy measurements, including
the noise directly from the instrument, the noise caused by un-
certainties in the dynamics of the system and the noise affecting
measurements due to the properties of the surface. Therefore,
our setup consists of a model for the planet surface properties
(e.g. local height, slope, roughness), in a dynamical model for
the rotation of the planet and one for the orbit and attitude of
the spacecraft carrying the instrument.

We this model to predict the accuracy of the instrument in
measuring the surface properties. We also study the working
limit of the instrument by modeling the PFD for each observa-
tion.

We determine a set of observation epochs for BELA, based
on a repetition rate of 10 Hz for the whole nominal mission.
At these epochs, we use the dynamical model to determine the
position of MPO around Mercury and the rotational state of the
planet itself. Then using the spacecraft attitude and knowing the
position of the instrument inside the spacecraft frame, we cal-
culate the onward laser leg, the incidence time and position on
the planet surface. Then from the planet terrain model, we de-
termine the surface properties at the laser spot (see section 2.4)
and we calculate the properties of the return signal. Then, we
calculate the laser return leg and finally, using the instrument
model and considering the noise from different sources, we de-
termine the TOF, pulse width and pulse energy measurement
errors (Hosseiniarani et al., 2018).

2.2. Laser altimetry noise model
2.2.1. TOF measurement noise model

The time of flight (TOF) measurement, like any other ob-
servation is not ideal. The TOF measurement error is a combi-
nation of the following error sources (Gardner, 1992):

• Error due to surface slope:

σ(∆T )slope =
2
√

2
C

[
F
N

+
1
Ks

] 1
2

z tan θt tan S (2)
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Table 1: Instrument parameters in the beginning of life used for the modelling

Parameter Symbol Value Unit
Laser pulse energy Et 50 mJ
Laser pulse width (1-σ, Gaussian) σ0 2.2 ns
Shot frequency f 10 Hz
Wavelength λT 1064 nm
1/e2 beam divergence (half cone) ΘT 25 µrad
Telescope radius rR 0.1 m
Field of view of the receiver telescope ΘR 450 rad
Transmission of receiver optics Tr 76.7 %
Gain M 122.4 − 242.6
Analog (TIA) bandwidth B0 25 MHz
Sample resolution adc 12.5 ns

Figure 1: Modelling of an in-flight laser altimeter

• Error due to surface roughness:

σ(∆T )Roughness =
2
C

[
F
N

+
1
Ks

] 1
2

S td(∆ζ) (3)

• Error due to pointing uncertainties:

σ(∆T )PointingError =
2
√

2
C

z tan S S td(∆Φ) (4)

• Instrumental error

where

F: Excess noise factor of the detector
N: Mean number of total detected phones
Ks: Ratio of receiver area to speckle correction area
θt: Laser beam divergence HW @ e−1/2 (rad)
C: Speed of light (m/s)
z: Altimeter altitude (m)
S: Surface slope (rad)
∆Φ pointing uncertainty

The total TOF measurement error can be formulated as the
quadratic sum of the above values. The last component of the
TOF measurement is the instrumental error which just depends
on the instrument properties and pulse detection algorithm. This
error is called ”system error” in the work of Gardner, but here,
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Figure 2: geometry of a beautiful laser altimeter and ground target

for avoiding a confusion between this and the systematic bias in
different measurements, we call this component ”instrumental
error”.

BELA uses a digital pulse sampling and performs a pulse
fitting on the signal using a specific pulse detection algorithm.
This technique is different from older laser altimetry techniques
which try to detect the analog signal among the noise and is
more advantageous since it leads to a better TOF resolution. As
a result of using this algorithm, the nature of BELA instrumen-
tal errors are different from the instrumental errors in [Gardner
et al, 1992]. Therefore, we do not use the proposed equation
in [Gardner et al, 1992] for instrumental errors and instead we
measure this error by analysing the test results on BELA at the
laser altimetry test laboratory of the University of Bern. The
summary of the results are provided in section 2.5 and the de-
tail of this study is presented in section ??.

2.2.2. Pulse width measurement noise model
According to Gardner (1992), the return pulse from the planet

surface, experiences a broadening because of the surface slope,
the surface roughness and the beam curvature, resulting in a
total error σt, so that

σt =

√
σ2

0 + σ2
bc + σ2

r + σ2
s (5)

with

σbc =
2z
c

tan2 θt : beam curvature (6)

σr =
2
c

S td(∆ζ) : roughness effect (7)

σs =

√
2z
c

tan θt tan S : slope effect (8)

Where Std(∆ζ) is the definition of roughness in our work. Due
to the limited bandwidth of the receiver system, the analog
signal experiences an additional broadening (Gunderson and
Thomas, 2010), which can be expressed by

σp =
(
2
√

2πB0

)−1
(9)

leading to a total temporal width of the return pulse after the
receiver electronics

σ =

√
σt

2 + σp
2 (10)

The full width half maximum (FWHM) of the pulse can be cal-
culated as

FWHM = 2
√

2 ln 2σ (11)

Fig. 6 provides the FWHM of the return pulse width in dif-
ferent altitudes and over different terrain types. According to
the model described in Gardner (1992), the error on pulse width
measurement has the same component as the TOF error with the
difference that the pointing error has no impact on the results.
The components of pulse width error can be calculated using

S td(σ)roughness =
2
c

[ F
2N

] 1
2

S td(∆ζ) (12)

and

S td(σ)slope =
2
c

[ F
N

] 1
2

z tan θt tan S (13)

The third component of the pulse width measurement is the
instrumental error in the pulse width measurements. For the
same reason as TOF error, we do not use the proposed equation
in [Gardner et al, 1992] for instrumental errors and instead cal-
culate this error by analysing the tests results on BELA at the
laser altimetry test laboratory of the University of Bern that is
explained in section 2.5.

2.2.3. Pulse energy measurement noise model
The pulse energy measurement is not sensitive to the local

slope and roughness and it is independent of the pointing uncer-
tainties. Thus, for determining the performance in pulse energy
measurement, we only consider the instrumental errors from the
laboratory based tests.

In order to compute the value of Eqs. (2) to (4) and also (12)
to (13) for realistic operative configurations of BELA, we de-
veloped a detailed modeling for both ESA BepiColombo orbit
and attitude and for Mercury surface properties.

2.3. Dynamical model of Bepicolombo spacecraft
2.3.1. Spacecraft orbit

For modelling the orbit of MPO around Mercury, we use an
extensive force model, including Mercury gravity field GGMES-
100V07 (up to degree and order 50), solid tides, solar and plan-

etary -including albedo and IR- radiation pressure, third body
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perturbations and relativistic effects including the Schwarzschild,
Lense-Thirring and de Sitter terms. To consider the effect of
non-gravitational forces on the spacecraft, we use a 33-plates
macromodel of MPO, including both visible and IR optical prop-
erties.

With these assumptions, the MPO orbit has been propagated
and verified against orbits provided by ESA (Jehn, 2015). This
modelling is done using the planetary extension of the Bernese
GNSS Software (Dach et al., 2015) that has been developed at
the Astronomical Institute of the University of Bern (AIUB).

The Mercury Planetary Orbiter (MPO) is a three-axis sta-
bilised spacecraft with a periherm altitude of 480 km and an
apoherm altitude of 1508 km. The orbit is polar with its peri-
herm over the equator to ensure a global coverage of the planet
and has a period of 2.3 h. At the start of mission the argument
of the periherm is around 16 degree, the altitude of spacecraft
over the North Pole is around 800 km and over the south pole
is around 1050 km. But the orbital elements drift over time and
the argument of periherm goes to around -40 degree at the end
of extended 2-year mission (Jehn, 2015; Luedicke, 2014).

Also the orbit becomes more elliptical, so that after two
years of mission (one year of nominal and one year of extended
mission), the periherm is expected to lower to 260 km and the
apoherm is also expected to increase to around 1720 km. It has
to be mentioned that considering the uncertainties of the grav-
ity field determined by the analysis of the NASA MESSENGER
radio science data (e.g., Genova et al. (2019)), the orbit of the
spacecraft after two year might be different from the predicted
orbit and in the worst case scenario, the orbit can get even be-
low 100 km after two years in Mercury orbit (Luedicke, 2014).

2.3.2. Pointing uncertainty
The Attitude and Orbit Control Subsystem (AOCS) contri-

bution to attitude estimation varies between 1.06 to 2.09 arc
seconds, depending on the AOCS configuration (e.g. number
of Gyro and star trackers involved)(Casasco, 2017). Neverthe-
less, the biggest contribution to BELA’s attitude estimation is
caused by thermo-elastic effects which correspond to deforma-
tions of the spacecraft optical bench and distortions between the
star trackers’ lines-of-sight and the BELA line-of-sight.

BELA’s pointing performance can be compatible with the
20 arc seconds scientific requirements only if the static and
slowly-varying thermo-elastic distortions can be cross-calibrated
against camera data and the orbital position of the spacecraft is
known with high accuracy by means of the radio science exper-
iment (Marabucci, 2012).

Several approaches for in-flight calibration of BELA’s line
of sight are suggested. Among them, in-flight cross-calibration
with high spatial resolution images taken by BepiColombo on-
board camera provides the best cross-calibration accuracy and
allows compliance with the requirement . According to Casasco

(2017), such an in-flight calibration can reduce the pointing un-
certainty to an average value of 15 arc seconds (2σ).

Hence, we assume this value as our first estimate of the
pointing error. Moreover, we take into account the possibil-
ity of further calibrations of BELA based on, e.g., data analysis
at crossover points. For this reason, we compare the measure-
ment errors resulting from three possible pointing error values:
the nominal 15 arc second error; 7.5 arc seconds (calibration of
50% of pointing error); 3 arc seconds (a best case scenario with
an 80% decrease in pointing error).

2.4. Mercury terrain model

For determining the in-flight performance of BELA, we need
to have a realistic model of the surface of Mercury. We use
the MESSENGER MLA and camera derived digital elevation
model (DEM) (Becker et al., 2016), local slopes and roughness
and a reflectance model.

2.4.1. Surface elevation model
We linearly interpolate the DEM from Becker et al. (2016)

which has a resolution of 665.24 meters/pixel.

2.4.2. Terrain types
We consider two types of terrains in our simulation of the

Mercury’s surface, according to Figure 1 of Denevi et al. (2013):
a) smooth plains and b) rough (cratered) terrains. On the sur-
face of Mercury, topographic depressions turn out to be rather
smooth, whereas most of the highlands are heavily cratered
(Yang et al., 2016).

2.4.3. Local slope model
Slope and roughness have different definitions in different

studies. According to the model presented in Gardner (1992),
we differentiate the vertical linear variation of surface height,
which we assume as slope, from the quasi-random height vari-
ation, i.e. the RMS, of which is assumed as roughness in our
model (Figure 2).

The distribution of slopes is only known for baselines larger
than the average laser altimetry footprint (the size of footprint
increases with the altitude). To model the expected average
slopes within the laser altimetry footprint, we fit the distribution
of average slope angles given in Pommerol et al. (2012) using
an exponential law y = Axb. We get A = 1.182 and b = −0.416
for the smooth plains and A = 2.533 and b = −0.311 for the
rough terrains (see Fig. 3). Based on this fit, we extrapolate the
expected slopes down to the laser altimetry footprint sizes.

We model the local slopes by differentiating the DEM, then
rescale it so that the average slope at each baseline is consistent
with the extrapolated values from Pommerol et al. (2012). This
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extrapolation predicts an average slope of around 7 degrees over
a 20 meter baseline. We need to stress that the slope angles over
meter sized baselines is not known for Mercury and our derived
average slope is coming from the best model to our knowledge.
In reality there might be one or multiple break points within the
power law for slope extrapolation. As consequence the fit at
smaller baselines might be significantly different and the aver-
age slope might be smaller than this prediction. Since there is
no information available on this we continue with our extrapo-
lation results, but later we perform a sensitivity study to find the
impact of smaller slopes on instrument measurement errors.

Figure 3: Extrapolation of average slope to smaller baselines

2.4.4. Surface roughness model
Similar to the slope angles, the mean roughness of mer-

cury’s surface is only known in kilometer-scale baselines. There-
fore, we fit a power law such as

y = Axb (14)

to values from Susorney et al. (2017) to extrapolate the aver-
age roughness at the laser altimetry footprint size for different
terrain types (Figure 4. We get A = 57.91 and b = 0.8769 for
smooth plains and A = 69.49 and b = 0.8769 for rough terrains.

.

Figure 4: Extrapolation of roughness to smaller baselines

Figure 5: Mercury surface terrains. khaki: Smooth plains; gray: rough terrains
(Denevi et al., 2013)

2.4.5. Surface reflectance model
Maps are available from MLA data or from MESSENGER

MDIS camera data (?), but due to the insufficient accuracy at the
laser altimeter wavelength of 1 µm, we rather base our analysis
on the distribution of reflectance provided in J. (2015), which is
an asymmetrical Gaussian with average value 0.19.

2.5. BELA instrument noise model

The modelling of the BELA instrument in our simulation is
based on the experimental results obtained in the Starsim lab-
oratory of the University of Bern. We send several thousand
Gaussian pulses to the Range finder module (RFM) standalone
and test the instrumental performance on determining the range,
pulse width and pulse energy.

The detailed investigation is presented in HosseiniArani (2019).
To summarise, a systematic offset in TOF, pulse width and pulse
energy measurement noises seems to be present depending on
the altitude and gain settings. Further assessment of these is-
sues shall be investigated in future work. The pulse width error
contains both random errors and biases terms due to laser di-
vergence and receiver impulse response. These terms can be
subtracted from the pulse width measurement. Knowing the
specifications of the instrument, it is possible to calibrate the
systematic part of this error (Gardner, 1992).

We also see a scale error when we measure the pulse energy,
i.e. a systematic bias in the measured pulse energy that is pro-
portional to the amount of expected pulse energy. To improve
the instrumental accuracy, such an offset should be removed
from the measurements. in our analysis, we assume only the
random noise after removing the systematic biases on the mea-
surements.

2.5.1. Instrument degradation model
According to different studies by Gunderson and Thomas

(2010), Kallenbach et al. (2013), Heesel (2014) and Metz (2014),
there will be three major instrument degradation affecting the
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Table 2: Instrument laboratory-based performance before and after calibration
for systematic offset

Measurement Altitude Error STD
< 1000 km 1.00 ns

Time of flight ≥ 1000 km 1.28 ns
total 1.13 ns
<1000 km 4.2 ns

Pulse width ≥ 1000 km 6.2 ns
total 5.3 ns
< 1000 km 18 %

Pulse energy ≥ 1000 km 26 %
total 20 %

instrument: The degradation of the laser power, the degrada-
tion of the physical transmission of receiver optical subsystem
(ROSS) and the degradation of the APD bulk dark current.

BELA delivers at least 300 million laser pulses with 50 mJ.
In the study by Kallenbach et al. (2013), a BELA laser life
model, containing flight representative optics, passed the re-
quired 300 Mshots of operation at 10 Hz repetition rate. This
life model shows a initial power degradation of around 10%
after about four million shots that is presumed to be caused
by a phenomenon known as ”infant mortality” (See figure 7 of
Kallenbach et al. (2013) and is probably the influence of early
mortality of the diode laser bars. When present, this typically
occurs during the first 10 to 20 MShots of operation. This re-
duction in laser power could be compensated for by increasing
the pump time.

A degradation of 8.3% has been measured after 200 kRad
of gamma irradiation and a total degradation of 11.3% has been
measured following an additional 200 kRad of proton irradia-
tion (See Fig. 9 of Kallenbach et al. (2013) ). This degradation
too could be compensated by increasing the pump time from
(typically) 125 µ sec to 200 µ sec. However, the BELA laser
should only experiences up to 20 krad of irradiation during the
full mission duration of BepiColombo at its well-shielded loca-
tion (Kallenbach et al., 2013).

Considering all these laser degradation effects effects to-
gether, we study three possible scenarios for laser power degra-
dation: no degradation of the pulse energy during the nomi-
nal life time (through compensation); a 10% degradation (ei-
ther from the ”infant mortality” phenomenon or from the bad
shielding against radiation); a 20% degradation due to uncom-
pensated effects of both infant morality and radiation in space
(worst case scenario).

The degradation also effects the performance of BELA re-
ceiver. The ROSS transmission was measured to be 76.7 %
during the tests at the University of Bern. But according to the
BELA reports by Heesel (2014) and Metz (2014), this value at

the end of the nominal life is expected to be 67.3%. Since the
degradation of ROSS transmission is due to the radiations and
it startes from the launch date, we use the value for EOL for the
whole simulation of two years of mission.

The last parameter that we expect to degrade is the APD
bulk dark current. The value of this parameter at the BOL is 50
pA, but according to Gunderson and Thomas (2010), we expect
an increase up to 100 pA.

Four degradation scenarios will be considered in the simula-
tions. First, the beginning of life condition with no degradation
at all. Second, a low degradation where we only assume the
degradation of ROSS transmission. In this scenario, it is as-
sumed that the laser power can be compensated and there will
be no decrease in the power. Considering that there is a redun-
dant laser, this will be the most likely scenario for the time the
spacecraft arrives Mercury.

Third, we assume a medium level of degradation, where we
also assume a 10 % depredation of laser power and a 25% in-
crease in APD bulk dark current (Idb) in additional to the ROSS
transmission degradation. Finally the final scenario contains a
high level of degradation where all the impacts has considered
at it’s maximum level (20 % depredation of laser power and a
50% increase in APD bulk dark current, Idb). This will be the
least likely scenario.

2.5.2. The impact of solar noise on the instrument measure-
ments

Gunderson et al. (2006) and Gunderson and Thomas (2010)
have studied the impact of solar noise on the range error and
they find that range errors arising from SNR effects in the re-
ceiver chain will be dominated by other range error compo-
nents. The latest study shows that both the range error and pulse
width error at low altitudes in the presence of the solar back-
ground are insensitive to the solar background, even at aphe-
lion, where the solar backscatter is strong. Therefore we ignore
this impact in our study.

3. Results

3.1. BELA in-orbit measurement error

3.1.1. Time of flight measurement errors
Table 4 shows the main components of the simulated TOF

measurement errors computed as described in section 2.3 for
several assumptions about the pointing uncertainty and calibra-
tion. It can be clearly seen that the error caused by pointing
uncertainty is the dominating part of range measurement error.

The results of TOF measurements in different condition are
summarized in table 5. A major improvement can be done on
TOF measurement by the calibration of pointing uncertainties.
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Table 3: Degraded values of instrument parameters over its mission lifetime (Begin Of Life: BOL; End Of Life: EOL; Receiver Optical Sub-System: ROSS).

Time BOL EOL
degradation level No degradation Low Medium High
ROSS transmission 76.7% 67.3% 67.3% 67.3%
Laser pulse energy 50 mJ 50 mJ 45 mJ 40 mJ
APD bulk dark current 50 pA 50 pA 75 pA 100 pA

Table 4: Components of TOF (range) measurement error

Component of error Pointing RMS errorcaused by uncertainty
the surface slope 1.33 ns (0.20 m)

the roughness 1.6 ns (0.24 m)

pointing uncertainty
15 arc sec. 27.9 ns (4.19 m)
7.5 arc sec. 17.4 ns (2.61 m)
3 arc sec. 9.3 ns (1.4 m)

Instrumental errors 1 ns (0.15 m)

Table 5: BELA TOF measurement total error

Measurement Pointing uncertainty RMS error
15 arc sec 30.7 ns

TOF error 7.5 arc sec 19.8ns
3 arc sec 10.0 ns

Pulse width (FWHM) - 4.9 ns
Pulse energy - 19 %

But there is no huge improvement done on by removing the sys-
tematic bias of the instrumental noise.

3.1.2. Pulse width and pulse energy measurement errors
Table 6 and 5 show the pulse width and pulse energy mea-

surement errors due to different error sources. If no systematic
bias removal is preformed, the dominating part is the instru-
mental error. So the key parameter in determining the pulse
width is the systematic bias on instrumental error and whether
it can be removed or not. Table 5 show the total accuracy with
and without the systematic biases.

Table 6: Components of pulse width (FWHM) measurement error

Component of error RMS error
Caused by the surface slope 2.45 ns
Caused by roughness 3.0 ns
Instrumental error 3.0 ns

3.2. Expected instrument coverage

3.2.1. Average PFD over the surface of planet
We determine the coverage of the instrument by checking

the PFD of for each measurement. We simulate the pulse de-
tection algorithm and the process performed by BELA to detect
the pulse. This simulation environment can predict the PFD of
a specific return pulse in a specific noise environment (See ap-
pendix)

On top of the calculated PFD, We add the impact of degra-
dation on ROSS transmission and laser power, which finally
leads to a decrease in return pulse amplitude and signal to noise
ratio.

Surface slope and roughness both cause a broadening on
the return pulse width. In smooth plains the broadening of the
return pulse has the smallest value and crater walls cause the
largest broadening because of the highest slope angles.

Figure 6 shows the return pulse width against spacecraft al-
titudes for different types of terrains, while figure 7 shows the
detectable pulses (PFD lower than 10 %) at different altitudes
and return pulse widths. These plots are generated assuming the
instrument gain code to be 7 and APD-A gain to be 1.5 MV/W
(see section 1.2) and also assuming a low instrument degrada-
tion.

One can conclude with high APD-A gain, the smooth plains
can be covered up to 1180 km, rough terrains can be covered
up to 1145 km. Some shallow crater walls can be covered up
to 1000 km but the steep crater walls can only be covered if the
spacecraft altitude is less than 670 km. In this situation the in-
strument can meet the requirement for smooth plains and rough
terrains even with the highest degradation.

On the other hand, with lower APD-A gain of 0.75 MV/W
and with low degradation, the smooth plains can be covered up
to 1050 km and the requirement can be met, but over the other
terrains or with higher degradation the maximum working limit
of the instrument would be below the requirement. Figures 8 to
?? show the average PFD over the entire surface of the planet
for beginning of the mission and end of the extended mission
for both APD-A gains of 1.5 MV/W and 0.75 MV/W.
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Table 7: Predicted instrument working limit with high APD-A gain based on different degradation levels (BOL: Beginning of life, EOL: end Of Life).; Green:
Meet/better than the requirement; yellow: Sometimes not meet the requirement; Red: Not meet the requirement

BOL EOL

Region No Low Medium High
degradation degradation degradation degradation

Over smooth plains 1260 km 1180 km 1125 km 1060 km
Over rough terrains 1200 km 1145 km 1090 km 1040 km
Over crater walls 700-1050 km 670-1000 km 640-950 km 615-890 km

Table 8: Predicted instrument working limit with low APD-A gain based on different degradation levels (BOL: Begin Of Life; EOL: End of life)

BOL EOL

Region No Low Medium High
degradation degradation degradation degradation

Over smooth plains 1100 km 1050 km 985 km 925 km
Over rough terrains 980 km 940 km 900 km 850 km
Over crater walls 575-900 km 550-850 km 530-810 km 500-760 km

Figure 6: The FWHM of the return pulse as a function of altitude for different
terrain types; Green: over a smooth plain; Purple: over a rough terrain; Blue:
over a crater wall

Figure 7: The range of altitude and return pulse width that make the pulse
detectable (PFD < 0.1)

3.2.2. The impact of degradation on the coverage
Tables 7 and 8 provide the working limit of the instrument

over different terrain types and in different degradation levels
for high and low APD-A gains. Because of the wide range of
slope angles on the crater walls, the working limit of the instru-
ment over this type of terrain is shown in a range. The first value
on this range corresponds to the steep and the second value cor-
responds to the shallow crater walls. One can notice that the
impact of degradation decreases the working limit of the in-
strument by 50 km (for low degradation) to 150 km (for high
degradation).

3.2.3. The impact of local albedo on the coverage
The above PFD and coverage is assuming a constant value

of 0.19 for the surface albedo all over the planet’s surface. More-
over, the local reflectance can vary between 4 % to around 50 %
(J., 2015). This means that when the PFD is zero, there is still a
chance of having a false detection caused by the low reflectiv-
ity of the surface at the laser spot. The return pulse energy as a
function of spacecraft altitude and local reflectance is given by

ER = ET .ρ.Tr.r2
R/z

2 (15)

Where ET , Tr and rR are instrumental parameters and we
assume them as fixed values. As the minimum detectable pulse
energy ERmin is a constant value, one can write that ρ/z2

wl is
constant for the minimum detectable pulse energies. zwl is the
maximum working limit of the instrument. This altitude corre-
sponds to the critical (minimum detectable) pulse energy, where
the PFD of the return signal reaches 10%.

We take into account that the local albedo, ρ, can differ from
ρ0 = 19%. The real working limit of the instrument can be
written as

zwlreal = zwl0 .
√
ρ/ρ0 = zwl0 .

√
ρ/0.19 (16)
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Figure 8: Average PFD at the beginning (left) and end (right) of mission over Mercury’s northern hemisphere (APD-A gain = 1.5 MV/W, Low degradation)

Figure 9: Average PFD at the beginning (left) and end (right) of mission over Mercury’s southern hemisphere (APD-A gain = 1.5 MV/W, Low degradation)

Where zwl0 is the working limit of spacecraft when the albedo
is assumed to be 19 % and ρ is the real local albedo. In figure 12
the real working limit of the spacecraft is plotted against the lo-
cal albedo for different terrains. Over an area with the lowest
reflectivity, the instrument would not be able to work higher
than 550 km even over a smooth plain. On the other hand, with
highest local reflectivity, the real working limit of the instru-
ment could reach 2000 km for smooth plains and a return pulse
from the steepest crater wall could be detected up to an altitude
of 1200 km. These considerations should be applied to the ex-
pected coverage, as soon as there is an accurate reflectance map
available for the planet.

3.3. Expected performance in measuring surface features

3.3.1. Topography measurement accuracy
The horizontal resolution of the topography measurement

depends on the proximity of laser spots on the planet surface at
the end of mission. The laser spot size changes with the space-
craft altitude. It has a size of 24 m to 66 m depending on the
spacecraft altitude. The consecutive spot to spot distance is 245
m at 480 km and it decreases to 174 m at the altitude of 1050
km. The laser spots in two adjacent orbits are separated by 25
km at the equator, crossing at the poles. But the distance be-
tween tracks decrease at the end of the mission lifetime. At the
EOL, the accumulated measurements are expected to be 6 km
apart at the equator as a results of multiple passes and orbital
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Figure 10: Average PFD at the beginning (left) and end (right) of mission over Mercury’s northern hemisphere (APD-A gain = 0.75 MV/W, Low degradation)

Figure 11: Average PFD at the beginning (left) and end (right) of mission over Mercury’s southern hemisphere (APD-A gain = 0.75 MV/W, Low degradation)

phasing.

The accuracy of the elevation recovery at the laser spot is
equal to the total range error (Table 9). As described in section
3.1, the key parameter here is the pointing uncertainty. The ver-
tical accuracy with 15 arc sec pointing uncertainty is expected
to be around 4.4 meters (1 − σ). If we assume the pointing
uncertainties to be half this value (7.5 arc sec) the vertical accu-
racy will improve to 2.8 meters and if we assume the pointing
error to be 3 arc sec, the total local height accuracy of DTM
will be around 1.5 meters.

The accuracy of the elevation recovery will be different at

different latitudes and also over different terrain types (Table 10).
The most accurate range measurements would be collected over
smooth plains, with a RMS of 0.65 to 1.50 meters (depending
on the pointing uncertainty). Over the rough terrains, we ex-
pect an accuracy of 0.80 to 2.15 meters, while over crater walls
we expect larger RMS of 2.70 to 8.70 meters, depending on the
pointing uncertainty.

The accuracy of the orbit using radio science data is pre-
dicted by Marabucci (2012) and is shown in table 11. Accord-
ing to this study the radial component is negligible with respect
to the radial error on altimetry given in Table 9.

Figures 13 and 14 show the instrument performance map in
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Figure 12: Real instrument working limit as a function of local reflectance
of the surface for different terrains, the vertical bar shows the average albedo
(0.19)

Table 9: Instrument performance in local height measurement

Measurement Pointing uncertainty RMS error

Height

15 arc seconds 4.4 m
7.5 arc seconds 2.8 m
3 arc seconds 1.5 m
3 arc seconds 1.4 m

Table 10: Elevation recovery error over different terrains

RMS error

Condition smooth rough crater
plains terrains walls

15 arc seconds 1.55 m 2.15 m 8.70 m
7.5 arc seconds 1.05 m 1.40 m 5.40 m
3 arc seconds 0.65 m 0.8 m 2.70 m

Table 11: Position formal uncertainties after Doppler orbit reconstruction using
multi-arc approach [Marabucci, 2012]

Formal uncertainties R (m) T (m) H (m)
0.0476 13.377 16.772

local height measurements over the entire surface of the planet
and figure 15 shows the same performance over a smaller area
around the North Pole. It can be seen that over the smooth
plains, the instrument has the best accuracy. The accuracy gets
worse over cratered areas and the worst accuracy happens over
crater walls.

Figure 13: Local height measurement error over Mercury’s northern hemi-
sphere (m)

Figure 14: Local height measurement error over Mercury’s southern hemi-
sphere (m)

3.3.2. Performance in measuring the surface slope
There are two ways for determining the surface slope from

laser altimetry data. The first method is to calculate the slope
by dividing the height difference of two consecutive shot by dis-
tance between the spots (double shot slope measurement). The
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Figure 15: Local height measurement error over the North Pole (m)

second method is to determine the slope inside the laser slope
by using the width of the return pulse (single shot slope mea-
surement). According to Gardner (1992) the accuracy of double
shot slope measurements can be calculated from the following
equations.

Var(tan S ) =
2F

N(∆x)2 [Var(∆ξ) + z2(tan S )2(tan θt)2 + Var(∆φ)]

(17)
And the accuracy of single shot slope measurement can be

calculated from:

Var(tan S ) =
F

2N
[(tan S )2 + (tan θt)2 +

Var(∆ξ)
z2(tan θt)2 ] (18)

To predict the error with the ”single shot” method, one can
use the suggested equation in Gardner (1992). But instead we
calculate directly the slope error from the broadening of the re-
turn pulse using the equations 6 to 11. Using this approach has
two advantageous: First, the impact of low-pass filtering, which
causes larger errors on slope measurement on smaller slopes, is
not taken into account in Gardner’s equation. Second, we can
distinguish between negative errors and positive errors on the
slope measurement, which are different over smaller slope an-
gles. Since the absolute slope angle cannot be smaller than zero,
the negative error on slope measurement cannot be bigger than
the slope angle itself.

Table 12 provides the accuracy of these measurements with
different methods and with different assumptions. Figure 16
shows the single shot measurement errors (positive and neg-
ative) in different surface slopes. These errors are calculated
from the direct measurement of pulse broadening. In smaller

slope angles, the negative error goes to zero, while the posi-
tive side of error reaches higher values with RMS of 7.7 de-
grees. With the increase of slope angle, the RMS of this error
decreases to a minimum value of 1.8 degrees.

Figure 17 provides the same errors with an assumption that
a priori knowledge of roughness is available. By comparison
to figure 16, it can be seen that the slope measurement error is
always lower if a priori knowledge of roughness is available.
As can be seen in figure 17, the positive measurement error in
small slope angles has a RMS of 3 degrees, while the negative
error is close to zero. In larger slope angles the negative error
goes up but it cannot be larger than the slope angles itself.

Figure 16: Single shot slope measurement error in different slope angles (As-
sumption: no knowledge of local roughness is available)

Figure 18 compares the average value of positive and neg-
ative errors calculated from the broadening of the return pulse
in figure 17 with the same error calculated using the suggested
equation in Gardner (1992). In the small slope angles, the Gard-
ner’s equation predicts smaller errors, but over the higher slope
angles, both approaches predict the same error RMS. The ac-
curacy of double shot slope measurement does not have a high

13



Table 12: Instrument performance in measurement of surface slope and roughness

Measurement Condition STD error

Slope (single shot) No knowledge of roughness 3.1 deg
a priori knowledge of roughness 2.0 deg

Slope (double shot) 15 arc seconds pointing error 0.16 deg
3 arc seconds pointing error 0.11 deg

Roughness No priori knowledge of slope 1.7 m
Local slope as a priori 0.45 m

Surface albedo (δα) - 4 %

Figure 17: Single shot slope measurement error in different slope angles (As-
sumption: a priori knowledge on local roughness is available

dependency on slope angle and is always better than one de-
gree, while the single shot method leads to average accuracies
between 1.2 to 3.8 degrees.

Figures 16 and 17 are plotted for the altimetry observations
with low PFD. Considering all the observations, including the
ones with high PFD, we see another increase in RMS error at
larger slope angles (see the red dots in figure 18).

Figure 18: Slope measurement average error compared to the measurement
error from suggested equation in Gardner (1992)

The other conclusion that can be drawn is that with single

shot method and no a priori knowledge of roughness, the slopes
smaller than 5-6 degrees are hard to detect. The reason is that
the amplitude of error at slope angles smaller than 5-6 degrees
are as big as the slope itself.

3.3.3. Performance in measuring the surface roughness
The surface slope and roughness both cause a broadening

in the return signal and there is no straight forward way to dif-
ferentiate between them. One approach is to use the double
shot method for measuring the surface slope and then use the
pulse broadening to determine the roughness assuming that the
slope inside the laser spot is constant. The other possible ap-
proach would be to have a priori knowledge on either slope or
roughness and use the pulse broadening to calculate the other
variable.

Table 12 provides the accuracy of the roughness measure-
ments for both the conditions that a priori information on slope
is available or that it is not. This means that depends on how
accurate we can predict the slope angles, the roughness mea-
surement will have a RMS error of 0.45 up to 1.7 m. Figure 23
also shows the same accuracy over surfaces with different slope
angles.

Figures 19 to 22 and tables 13 and 14 provide more infor-
mation on the distribution of slope and roughness measurement
errors over different regions and terrains of the planet. For in-
stance one can clearly see that the single shot slope measure-
ment accuracy is better over crater walls and worse over smooth
plains, while the double shot slope measurement has better ac-
curacy over plains and flat surfaces. Knowing this, we recom-
mend to use a combination of both approaches to determine the
slope angles over the surface of the planet.

Also, all the different slope measurement approaches have
better accuracy in the equatorial regions when compared to north
and South poles. For example, the double shot slope measure-
ment has a very good accuracy of 0.08 deg over the equatorial
region. At the beginning of life the accuracy of slope measure-
ment is better over the North Pole due to lower altitude of the
spacecraft, while at the end of life, the accuracy over the South
pole is better.
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Figure 19: Single shot slope measurement error over the North Pole of the planet (deg)

3.3.4. Albedo measurement performance
. The local albedo can be directly calculated from the re-

ceived pulse energy. A bias observed on the measured pulse
energy (details in section ??), can cause a systematic error on
the albedo measurement. Table 12 provides the errors of the
albedo measurement (αreal = αmeasured ± δα) after removal of
the systematic bias.

3.3.5. The impact of instrument degradation
The effect of degradation on the instrument working limit is

presented in section 2.5. Here we want to investigate the im-
pact of degradation on the instrument measurement accuracy.
Table 15 provides this effect in four situations: BOL situation
with no degradation and EOL situation with three different lev-
els of degradation. As it can be seen from this table, there is a
very small impact (3% inferior in worst case scenario) on the
measurement accuracy due to the degradation effects. Consid-
ering table 15 and table 7, one can conclude that the degradation
effects will cause an earlier rise in the probability of false detec-
tion of the pulse and a lower working limit for the instrument,
but if the pulse is detected, there is no major impact on the mea-
surement accuracy as a result of the degradation.

3.3.6. Performance sensitivity to Mercury average slope angle
In section 2.4 we mentioned that because of the absence of

knowledge about the slopes at meter size baselines, we extrap-
olated the average slope angles at longer baselines to shorter
baselines using a power function and we scale our slope model
based on the predicted average slopes.

In reality, the power function might change in smaller slopes
and as a result the average slope angles might be smaller than
the predicted values. This will impact the results of the ele-
vation recovery, slope and roughness measurement. Since we
do not have any information on this, we continued to use one
power function for the performance model. But, here we want
to do a sensitivity study to find the impact of smaller slope val-
ues on our measurement accuracies.

Let us assume a break point at 100 meters for the slope ex-
trapolation and then assume that average slope angle stays con-
stant for baselines lower than this. This assumption is qualita-
tively similar to the slope-baseline function over the surface of
Moon (Pommerol et al., 2012). Using this assumption, the av-
erage slope angles will be around 3 degrees, instead of around 7
degrees in the main model. We repeat the performance analysis
using this slope model to find the sensitivity of instrument to
average slope angles. The results of this study can be found in
table 16.

As expected, all the modelled measurement expected accu-
racies have smaller values with respect to the previous slope
model, but the single shot slope measurement has a slightly
higher error. The reason is that this measurement is less ac-
curate at smaller slope angles. The biggest change here is in the
elevation recovery, where we get around 33% smaller errors.

3.4. Height difference performance on crossover points

Crossovers points are locations where two altimetry ground
tracks intersect. It can be imagined as a differential measure-
ment between two observations at the same location but at dif-

15



Table 13: Regional performance in slope and roughness measurement

RMS error

Measurement smooth rough crater
plains terrains walls

Slope (single shot-No roughness knowledge) 3.2 deg 3.6 deg 1.6 deg
Slope (double shot-15” pointing error) 0.12 deg 0.14 deg 0.24 deg
Slope (double shot- 3” pointing error) 0.10 deg 0.11 deg 0.12 deg
Roughness (No knowledge of slope) 0.42 m 0.52 m 3.5 m
Roughness (Slope as a priori info) 0.32 m 0.32 m 0.8 m

Table 14: Regional performance in slope and roughness measurement (BOL condition)

RMS error

Measurement Equatorial North South
region pole pole

Slope (single shot-No roughness knowledge) 3.1 deg 3.2 deg 3.9 deg
Slope (single shot-Roughness as a priori) 2.3 deg 1.8 deg 1.9 deg
Slope (double shot-15” pointing error) 0.08 deg 0.18 deg 0.22 deg
Slope (double shot- 3” pointing error) 0.04 deg 0.14 deg 0.15 deg
Roughness (No knowledge of slope) 1.8 m 085 m 1.45 m
Roughness (Slope as a priori info) 0.45 m 0.4 m 0.5 m

Table 15: Predicted performance degradation of BELA instrument over its mission lifetime used for simulations (Begin Of Life: BOL; End Of Life: EOL)

Accuracy degradation

Measurement Low Medium High
degradation degradation degradation

Local elevation 0.8 % 1.6 % 2.4 %
Surface slope 0.6 % 1.2 % 1.8 %
Surface roughness 1 % 2 % 3 %
Local albedo 0.1 % 0.1 % 0.2 %

Table 16: Instrument performance when assuming a break point for surface slope extrapolation

Measurement Condition STD error

Elevation recovery Pointing error = 15” 3.1 m
Pointing error = 3” 0.9 m

Slope (single shot) No knowledge of roughness 3.5 deg
a priori knowledge of roughness 2.2 deg

Slope (double shot) 15 arc seconds pointing error 0.14 deg
3 arc seconds pointing error 0.11 deg

Roughness No priori knowledge of slope 1.05 m
Local slope as a priori 0.35 m
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Figure 20: Double shot slope measurement error over Mercury’s northern hemi-
sphere (deg)

Figure 21: Double shot slope measurement error over Mercury’s southern
hemisphere (deg)

Figure 22: Double shot slope measurement error over the North Pole (deg)

Figure 23: Roughness measurement error in different slope angles

Table 17: Instrument performance in ∆H measurement over crossover points

Condition Pointing RMS erroruncertainty

Temporal proximity 1.5” (Only jitter) 1.22 m
1.5” (Only jitter) 1.07 m

No temporal proximity

15” 6.2 m
7.5” 4.0 m
3” 2.1 m
3” 2.0 m

ferent times. Any difference in the height measurements δh at
a crossover intersection is either caused by errors in the orbit
or pointing reconstruction, interpolation errors of the surface
topography between BELA footprints and/or any residual geo-
physical signal (e.g., due to mismodelings of the planetary ro-
tation).

According to Steinbrügge et al. (2018), the pointing error is
one of the main sources of uncertainty in the crossover analy-
sis. However, when the two intersecting tracks are close in time,
only the errorcaused by the spacecraft pointing jitter (Casasco,
2017) should be accounted for.

Most of the pointing error is caused by deformation of the
spacecraft optical bench, which is a very slow process. Since
crossovers are a differential measurement, we assume this ”quasi-
constant” component to be negligible over short timescales.

These considerations lead to an improved error budget for
BELA crossover analysis (see Table 17), likely increasing its
impact on both orbit determination and on the expected accu-
racy of its recovery of geophysical parameters (e.g., tidal defor-
mations) with respect to previous estimates (Marabucci, 2012;
Steinbrügge et al., 2018).
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4. Conclusion and perspective

4.1. Summery of the results

We use the results of the laboratory-based performance tests
(HosseiniArani, 2019) to develop a comprehensive performance
in-orbit performance model for BELA during its primary mis-
sion orbits at Mercury. We use this simulation environment to
evaluate the measurement performance and the working limit of
the instrument in different conditions and over different terrains.

One of the most important performance parameters of the
instrument is the PFD. The PFD determines the working limit
of the instrument in different conditions. We assume the signal
to be detectable when the PFD is below 10%. The PFD is de-
termined at different gain settings and among them the highest
performance happens with gain code 7 (gain code 15 also has
similar performance) and with APD-A gain of 1.5 MV/W. With
this gain setting and after considering the effects of degradation,
the maximum working limit of the instrument ranges between
1040 to 1180 km over the smooth plains and rough terrains.
Therefor the instrument meets the ranging requirement. It also
means that BELA will be able to have a full coverage (except
for some crate walls) of the whole planet in the first year of
the mission (nominal mission) even with the highest possible
degradation.

Using the high gain settings (gain code of 7 or 15 and APD-
A gain of 1.5 MV/W) over the crater walls the working limit
ranges between 700 km to 1150. Also for local albedos lower
than 14%, the working limit of the instrument would be less
than 1050 (even for smooth plains). It means that other than
steep crater walls at high altitudes and local dark spots, the rest
of the planet will be fully covered. Over the crate walls, the de-
tection of the pulse will depend on the altitude of the spacecraft
and the slope angle of the wall. For instance, in the beginning
of the mission all the crater walls between the latitude of around
80 deg to -40 deg will be fully covered and only highly steep
crater walls outside this latitude range would not be covered by
the instrument.

At the end of the extended mission (two years) the argument
of Periherm will go down to around -40 deg and as a result the
orbital height will reach to high altitudes (around 1300 km) over
the North pole. As a result of this, the coverage will not be com-
plete over the North Pole at the end of extended mission, even
over smooth plains and with the lowest degradation.

To avoid any danger arising from possibly exceeding the
APD breakdown voltages, the recommended HV has decreased
to 340 V (correspond to APD-A gain of 0.75 MV/W). In this
case, the maximum working limit of the instrument over flat
surfaces and with low degradation is expected to be in the 1050
km and over other terrains or higher levels of degradation, the
working limit is always below 950 km which is 100 km lower
than the ranging requirement and as a result the instrument will
not have a full coverage of South Pole at the beginning of mis-
sion. However, considering the rotation of the argument of per-

iherm, the instrument will be able to cover both poles with one
year of data. We have to stress that even though with APD-
A gain of 0.75 MV/W, the instrument will be able to have a
full coverage in the whole mission but the density of the data
around the poles would be considerably less than the time we
use higher APD-A gains.

For the range measurement, pointing calibration has the high-
est impact on performance. Therefore a further calibration of
BELA using it’s own scientific data will be studied later. For
pulse width and pulse energy measurements, systematic bias
calibration plays the same role. However, currently, it is not
clear how far the systematic biases can be removed. The rea-
son for this, is that the systematic biases are detected using the
RFM standalone and using synthetic Gaussian pulses as input.
Therefore, a more realistic tests has to be done later with non-
Gaussian pulses to determine whether the instrument has the
same behaviour or not or whether the calibration can fully re-
move the systematic offset.

In the beginning of mission, the performance in all the mea-
surements in the northern hemisphere is better than the south-
ern hemisphere due to the lowest altitude of spacecraft. For the
same reason, at the end of extended mission, the performance
in southern hemisphere is better. In total, the best performance
in all the topographical measurements happens in the equato-
rial region where the altitude of spacecraft is always around it’s
lowest values. We also have to take into account that in some
points over the North Pole and in a lot of points over the South
pole, we will not have a correct measurement due to the high
PFD. Loosing the signal usually happens when we are passing
over a crater wall with high slope angle or when the local albedo
has lower values.

Gunderson and Thomas (2010) predicts the accuracy in range
measurement to be between 25 cm up to 2 meters (before the
PFD goes higher than 0.1). The lower limit of this is in agree-
ment with what is measured as measurement accuracy of the
instrument in the laboratory and the higher limit is also in agree-
ment with the results of our study. The difference is that that we
predict this errors with higher accuracy and in different condi-
tions and over different terrains.
The predicted accuracy of the pulse widths error in Gunderson
and Thomas (2010) is between 5 to 20 ns and we predict this
accuracy to be in the range of 4-15 ns depending on the altitude
and the systematic bias.

Steinbrügge et al. (2018) predicted the accuracy in rough-
ness measurement to be around 1.5 meters, while our study
shows a value in the range 0.3 to 0.5 m over smooth or rough
terrain, however we perdict the error to go up to 3.5 m over
crater walls. Steinbrügge’s study also predicts the minimum
detectable slope (using single shot method) at lower altitudes
to be 10 degrees and our study shows this value to be around
5-6 degrees. Moreover, we predict that at high altitudes the in-
strument will only be capable of measuring slopes up to around
15 − 20 degrees, while we expect to be able to detect almost all
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the surface slopes, including the steepest crater walls, from al-
titudes lower than 670 km when the APD-A gain = 1.5 MV/W
(and lower than 550 km when APD-A gain is 0.75 MV/W.)

One of the improvements in our study with respect to above
publications, is the more accurate modeling of BELA measure-
ment noise by using the latest test results on the BELA. The
other very important improvement is that by using an in-orbit
model of the laser altimetry and by using a ground model for
the Mercury surface, we are able to predict the performance
over different regions and terrains with much higher accuracy
than before. As a result, it has become clear that the range mea-
surement accuracy cannot be as good as it has been in the laser
altimetry laboratory and in the best case scenario (best possi-
ble pointing calibration and over a smooth plain) this error will
have a value of around 80 cm (whereas the instrument itself is
able to detect ranges down to 25 cm in the laboratory condi-
tion).

Instrument degradation impact on the the measurement ac-
curacies is negligible. But it considerably changes the working
limits of the instrument. In other words, the instrument will
loose more signals with high degradation, but if the return sig-
nal is detected, then the measurement accuracies will be almost
the same.

Finally, by studding the performance over crossover points
with temporal proximity, we noticed a good performance in
measuring the δH (with RMS of around 1.1 m to 1.2 m). This
will be valuable for measuring the tidal deformation of the planet
and also for the improvement of orbit accuracy using laser al-
timetery data.

4.2. BELA performance improvement

One of the most advantages of using a comprehensive in-
orbit simulation, is the ability to use this environment to simu-
late the real condition in flight and compare different observa-
tions under different conditions and over different terrains. Us-
ing this simulation environment, we are able to see what kind of
data might be problematic or have bad resolution and what kind
of change could improve it. What are the settings that should
be used for the instrument to have the maximum performance.
What techniques/weightings can be used to combine different
observations. To improve the performance of the instrument a
couple of points has to be mentioned:

4.2.1. Gain settings
The BELA team should consider the possibility of using a

APD-A gain higher than 0.75 MV/W to improve the perfor-
mance of the instrument, but lower than 1.5 MV/W To avoid
any danger. Also, switching between the gain setting in low
and high altitudes can be considered to increase the amount of
time the instrument works with high APD-A gain and decrease
the chance of any damage. In this approach, in lower altitudes,
the instrument will use the safe low APD-A gain without losing

any data and in high altitudes (higher than 850 km), the instru-
ment will switch to high APD-A gain to reach the requirement
and detect as much data as possible. We need to point out that
changing the gain settings will not impact the quality of the
measurements and only changes the working limit of the in-
strument.

4.2.2. DTM recovery
For generating the DTM from the altimetry observations,

one can only use the range measurement data. The sigma of
range error has different values depending on the slope angle
and spacecraft altitude and unless there is a very good pointing
calibration for BELA line of sight, at high spacecraft altitude
and over crater walls, the sigma of error can get values higher
than 10 meters. Because of this, one might consider using other
altimetry observation, the broadening of the return pulse to de-
termine the local slopes and integrate them along the ground
track to recover the DTM.

Due to the low accuracy of range measurement and high ac-
curacy of the single pulse slope measurement over highly steep
surfaces like the crater walls, this approach can be very useful
for DTM recovery. In contrary, over the smooth plains, the sin-
gle shot slope measurement has a bad accuracy, so one can use
the double shot slope measurements to recover the local slopes.

The other recommended approach is to use both observa-
tions for DTM recovery, but give them different weightings de-
pending on the expected surface slope. This can be done in
a closed loop. Such that in the beginning, we use the current
knowledge of the surface features to determine the first weight-
ings and then after the recovery of the surface features, the
updated surface model can be used to update the observation
weightings and so on.

4.3. Future studies

The in-orbit simulation environment of BELA in Bernese
software can be further developed to include the impact of BELA
on precise orbit determination and Gravimetry. It can also be
further developed to include the accuracies of the measurement
of geophysical parameters e.g. tidal deformation, libration am-
plitude. This code. then can be used to perform any in-orbit
simulation test including the off-nadir looking tests for deter-
mining some specific geometrical and geophysical parameters
of the planet.
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Appendix A. Single shot probability of false detection

Appendix A.1. Introduction

One of the most important parameters in determining a laser
altimeter performance is the PFD. This value shows if the de-
tected signal is reliable or not. We assume a detected pulse as
reliable if the PFD at that condition is below 10%. The PFD of
the instrument depends on the altitude of the spacecraft, return
pulse width and instrument gain settings.

Like the other classic laser altimeters, BELA sends a laser
pulse to the surface. The beam produces a spot of 20-50 m on
the surface. The laser beam is reflected from the surface and
around 5 ms later it is received with the telescope. The received
signal may have a much higher amplitude by the noise floor
(e.g. when the altitude is low and the surface is smooth) or it
may be close to or even below the noise level (e.g. when the
altitude is high and the surface is rough or steep). In both cases
the instrument tries to find the returned signal in the noise using
a specific (proprietary) algorithm. According to the require-
ment, the instrument should be able to detect the pulses up to
the altitude of 1050 km.

Appendix A.2. PFD determination in a simulation environment

We determine the single shot PFD in a simulation environ-
ment software developed at the University of Bern. We use the
simulation environment to simulate the RFM algorithm and to
see if the pulse can be detected or not. To have a value for
the PFD, we repeat the process several times for different pulse
width and pulse energies. then we check the number of times
the algorithm has been able to find the pulse inside the noise
environment and from this we calculate the PFD.

To provide the most realistic PFD calculation, we use the
noise samples that were measured onboard MPO during the fi-
nal tests of the instrument before flight. Tables A.18 and A.19
show the PFD in different altitudes and pulse widths. It can
be seen that the PFD increases with the pulse width. In other
words, the maximum working altitude decreases when we have
more broaden pulses arriving at the telescope.

Appendix A.3. The impact of Instrument gain settings

Table A.20 provides the results of the PFD tests that were
conducted on BELA at the University of Bern using the same
noise samples as in section ??, but in different gain settings.
Therefore one can use it to compare the impact of different
gains on the PFD results. BELA can have 16 different gain
codes (from 0 to 15). The gain code and the gain of the APD
can change the PFD (Thomas et al., 2019). We tested the PFD
in six different gain settings for the instrument: three gain codes
(0, 7 and 15) and two APD-A gains (0.75 and 1.5 MV/W).

As shown in tables A.20 to ??, using instrument gain code 7
BELA will have a better performance with respect to gain code

0, but the difference between gain codes 7 and 15 is negligi-
ble in most of the cases. It is important to mention that all the
tables in this section are provided assuming a constant surface
reflectance of 19% and no degradation on instrument character-
istics.

Appendix A.4. The impact of solar noise on PFD
In general the noise consists of four components. Solar

noise, shot noise, dark current and the electronic noise floor (see
Steinbrügge et al. (2018) for further details). The first contribu-
tion, the solar noise, is the sunlight reflected from the surface
of the planet within the field of view of the receiver. The sec-
ond contribution is the shot noise. This is the additional noise
caused by the statistical nature of the multiplication process that
the APD experiences when it is illuminated. This contribution
is called shot noise and depends on the incident optical power.

To add the impact of solar noise on top of the calculated
PFD, we use the relation between PFD to Signal-to-Noise. This
relation has been found empirically by testing the actually im-
plemented algorithm for a statistical set of laser pulses under
different SNR conditions by Steinbrügge et al. (2018).

PFD =
erfc(0.69 · SNR − 1.64)

1.98
(A.1)

Signal-to noise ration can also be calculated by the follow-
ing equation:

S NR =
R2

0M2P2
peakR2

i(
2q ∗ (Ids + (Is + Idb + Isn) M(2+x)) + n2

f

)
∗ B0R2

(A.2)

Where Is is the solar noise, IS N is the shot noise, Ids is APD
dark current (surface), Idb is APD dark current (bulk), M is the
nominal gain, x the excess noise factor and n f the noise floor.
The assumed values are given in table 1. The solar noise can be
calculated using the following equation:

Is = qεtεoεqeρ0 cos(i)AFoVΩR
Fλ
hc
σr f [A] (A.3)

Where:
AFOV = πH2 tan2 (θFoV )

[
m2

]
(A.4)

To find the impact of solar noise on PFD we first find the
SNR based on the PFD that is predicted without solar noise.
Then we find the change in SNR after adding the solar noise
and finally, we go back from SNR to PFD and find the cor-
rected PFD using the new value for SNR.

Assuming the noise floor to be 3.2 pA/
√

Hz, adding the
impact of solar noise on PFD, brings the PFD from zero up to
around 5% (in worst case) when sun is shining directly from be-
hind (figure A.25). The average value of PFD at zero incidence
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Table A.18: Probability of false detection in different altitudes and return pulse widths. provided for gain code 7 and APD-A gain = 0.75 MV/W

Table A.19: : Probability of false detection in different altitudes and return pulse widths. provided for gain code 7 and APD-A gain = 1.5 MV/W

Table A.20: PFD in different S/C altitudes and in different gain settings for a return pulse width of 10 ns
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Figure A.24: Process of calculating the impact of solar noise on PFD using
SNR to PFD relation

Figure A.25: PFD as a function of Sun incidence angle

angle would be 2.5 %. Considering that the effect of solar noise
can increase the PFD from zero to a maximum percentage of 5
% and considering that we assume the signal to be detectable
when the PFD is below 10%, we conclude that the solar noise
has a negligible impact on the coverage of BELA and therefore
it will not be considered on in-orbit simulations of BELA in
sections 3 and 4.

PFD tables in figures A.18, A.19 and ?? are provided as-
suming that the surface reflectance is 19%, where the reflectance
of Mercury surface vary between 5% to 45% in different re-
gions. At the moment there is no reliable global map at 1064
nm but after BepiColombo’s arrival at Mercury, updates on the
global reluctance map will be provided.

Finally it has to be mentioned that all the errors that are
given in this study are derived from the analysis of the test re-
sults in the laboratory and therefore, they don’t include the error
component due to orbital error or pointing uncertainties. The
in-flight performance of the instrument that includes all the er-
rors will be presented in another study.

Several hundred tests have been performed on RFM stan-
dalone of BELA instrument. On these tests Gaussian pulses are
send to the RFM and the measured time of flight, pulse width
and pulse energies are compared to the expected ones. There
are a few main conclusions to be drawn from this test. First,
the TOF measurement accuracy with respect to height accuracy
is very high. This accuracy for short pulses with a spacecraft
height of lower than 1000 km is around 1.64 ns (equivalent to

25 cm in range measurement). The accuracy decreases with
increasing height and the received pulse width but it’s RMS is
still below 3.35 ns (equivalent to 50 cm in range).

The energy measurement shows an overall accuracy of about
5% to 100% . But a linear offset also exists here. By analysing
the test results, it is shown that after calibration for this system-
atic offset, the error on energy measurement reduces to 20 %.

The probability of false detection determines the working
limit of the instrument in different condition. The PFD of the
instrument is determined at different gain settings and among
them the highest performance happens with gain code 7 (gain
code 15 also has similar performance) and with APD A gain of
1.5 MV/W. The maximum working limit of the instrument in
this case ranges between 1000 to 1600 km depends on the re-
turn pulse width. This is far better than the requirement of 1050
km, but it has to be mentioned that in flight around Mercury this
limit is expected to be less due to the degradation effects.
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