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Abstract

Large collections of labeled data have greatly improved the performance of Deep Neural
Networks in computer vision tasks. However, the vast majority of visual data generated daily
remains unlabeled, limiting the potential of supervised learning paradigms. This thesis explores
novel techniques to guide deep models towards learning generalizable visual patterns without
human supervision, with a particular focus on leveraging sparsity as a key principle.

Our primary tool in this endeavor is the design of Self-Supervised Learning (SSL) tasks
that do not require manual labeling. Beyond enabling learning from vast amounts of unlabeled
data, we demonstrate how sparsity-based self-supervision can capture relevant patterns often
overlooked by traditional supervised approaches. We design learning tasks that extract rich
representations from various visual modalities: shape information from images, temporal
dynamics from videos, and multimodal understanding from vision-language data.

A common thread running through our work is the strategic application of sparsity. In
contrastive learning, we show how token sparsity can enhance both computational efficiency
and representation quality. For video analysis, we leverage spatio-temporal sparsity to enable
efficient and scalable representation learning. In generative tasks, we demonstrate how sparse
conditioning can tackle complex problems like video prediction while implicitly modeling
world dynamics.

Notably, our task designs follow a unifying principle: the recognition and manipulation of
sparse patterns in data. The strong performance of the learned representations on downstream
vision tasks such as image classification, video understanding, and multimodal reasoning
validates this approach.

By consistently demonstrating that thoughtful application of sparsity can not only re-
duce computational demands but often improve the quality and generalizability of learned
representations, this work lays a foundation for more efficient, scalable, and effective visual
understanding systems. Our contributions pave the way for artificial systems with visual
perception and reasoning capabilities that can better leverage the vast amounts of unlabeled
visual data surrounding us.
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Chapter 1

Introduction

Computer vision, a field at the forefront of artificial intelligence, has undergone a remarkable
transformation in recent years. The advent of self-supervised learning (SSL) techniques has
ushered in a new era, fundamentally changing how we approach the challenge of teaching
machines to understand and interpret visual data. This paradigm shift moves beyond the
constraints of traditional supervised learning, opening up new possibilities for harnessing the
vast amounts of unlabeled visual data available in the world [33, 136].

While SSL has shown great promise in developing rich, transferable visual representations,
it also faces significant challenges. The computational demands of processing large-scale visual
datasets, the need for more efficient and scalable algorithms, and the quest for high-quality,
generalizable features are at the forefront of current research [34, 100]. These challenges
are particularly acute as we move towards processing higher resolution images, longer video
sequences, and complex multimodal data.

This thesis explores a promising approach to address these challenges: sparsity. By strate-
gically reducing the computational load through sparse processing of visual information, we
aim to enhance both the efficiency and effectiveness of SSL algorithms. Our work investigates
how sparsity can be leveraged across various aspects of SSL, from contrastive learning and
video understanding to generative models and multimodal learning.

Through a series of interconnected studies, we demonstrate that intelligent application
of sparsity can not only mitigate the computational burdens of SSL but also improve the
quality of learned representations. Our contributions span from novel loss functions that
induce shape bias in sparse SSL, to efficient post-training methods for video understanding,
to sparse conditioning in generative video prediction models. We also explore how sparsity
can be applied to knowledge distillation from foundation models, enhancing vision-language
representations while maintaining computational efficiency.

By addressing the core challenges of SSL through the lens of sparsity, this thesis aims to
contribute to the development of more efficient, scalable, and effective self-supervised learning
methods for visual understanding. Our work not only advances the state-of-the-art in specific

1
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visual tasks but also provides insights into the broader potential of sparsity as a key principle in
designing the next generation of SSL algorithms.

1.1 Self-Supervised Learning in Computer Vision

1.1.1 Fundamentals of SSL

Self-supervised learning (SSL) has emerged as a powerful paradigm in computer vision, ad-
dressing many limitations of traditional supervised learning approaches. At its core, SSL
leverages the inherent structure and patterns within unlabeled data to learn meaningful repre-
sentations without the need for explicit human annotation [61, 136].

The fundamental principle of SSL in computer vision is the design of pretext tasks. These
tasks force models to learn useful features by solving carefully crafted problems that can be
automatically generated from the data itself. Common pretext tasks include predicting the
relative position of image patches [61], solving jigsaw puzzles of scrambled image parts [192],
colorizing grayscale images [292], and reconstructing corrupted or masked inputs [110]. By
solving these tasks, models develop a rich understanding of visual concepts that can be
transferred to a wide array of downstream tasks, often surpassing the performance of models
trained with traditional supervised methods [38].

The advantages of SSL over supervised learning are significant. SSL can utilize vast
amounts of unlabeled data, which is abundantly available and easier to collect compared to
labeled datasets [34]. By learning from diverse, unlabeled data, SSL models can potentially
avoid biases introduced by human annotation [56]. Furthermore, features learned through
SSL often demonstrate better transfer to various downstream tasks [38], enhancing their
generalizability.

1.1.2 Recent Advancements

Recent years have witnessed remarkable advancements in SSL for computer vision, driven by
several key factors. The availability of massive unlabeled datasets has enabled SSL models to
learn from a diverse range of visual concepts [100]. The introduction of Vision Transformers
(ViTs) [67] has provided a powerful backbone for SSL models, capable of capturing long-range
dependencies in visual data. Additionally, novel contrastive and non-contrastive learning
approaches have enhanced the quality of learned representations [33, 38, 102].

These advancements have led to impressive results across various domains. In image
understanding, SSL models have achieved state-of-the-art performance in tasks such as image
classification, object detection, and semantic segmentation [34]. Extensions of SSL techniques
to video data have enabled improved action recognition and temporal understanding [244].
In the realm of multimodal learning, SSL ideas has been successfully applied to learn joint
representations of images and text, leading to powerful vision-language models [209]. These
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models often leverage weakly supervised learning approaches, utilizing large-scale paired
image-text data to learn robust visual-linguistic associations without the need for explicit
task-specific annotations.

As SSL continues to evolve, it promises to further bridge the gap between human and
machine perception, enabling more sophisticated and generalizable visual understanding
systems. However, realizing this potential requires addressing several key challenges, which
we will explore in the next section.

1.2 Challenges in Self-Supervised Learning

Despite the promising advancements in self-supervised learning (SSL), several significant
challenges remain that hinder its full potential in computer vision applications. These challenges
span various aspects of SSL, from computational constraints to the quality and generalizability
of learned representations.

One of the most pressing issues is computational efficiency. As SSL models and datasets
continue to grow in size and complexity, the computational demands become increasingly
prohibitive [226]. This challenge extends beyond the financial cost of training to include the
environmental impact of AI research and deployment. The need for efficient learning algorithms
and architectures that can handle large-scale visual data without excessive computational
overhead is paramount.

Closely related to computational efficiency is the challenge of scalability. As we move
towards processing higher resolution images, longer video sequences, and complex multimodal
data, the scalability of SSL approaches becomes crucial. Methods that work well on small-scale
problems may not necessarily translate to larger, more complex datasets, presenting challenges
in both algorithm design and resource allocation [100]. Developing SSL techniques that can
efficiently scale to handle these more demanding visual tasks is essential for the continued
advancement of the field.

Another critical challenge lies in the quality and generalizability of the learned features.
While SSL has shown promise in many areas, consistently exceeding the quality of features
learned through supervised methods remains an ongoing challenge [38]. This requires devel-
oping sophisticated learning objectives and architectures that can extract rich, hierarchical
representations from unlabeled data, comparable or superior to those learned from carefully
curated labeled datasets. Moreover, ensuring that these learned representations generalize well
across diverse downstream tasks and domains is crucial for the practical applicability of SSL
models.

The design of effective pretext tasks presents another significant challenge. While the
introduction touched on the principle of pretext tasks, the challenge lies in designing tasks that
lead to truly meaningful and transferable representations. This remains as much an art as a
science, with the choice of pretext task significantly impacting the quality and applicability
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of the learned features [136]. Creating tasks that induce the learning of semantically rich and
task-agnostic representations is an ongoing area of research.

Lastly, the challenge of bridging the gap between pre-training and fine-tuning persists.
While SSL has shown remarkable transfer learning capabilities, optimizing the process of
adapting pre-trained representations to specific downstream tasks, especially in low-data
regimes, remains an important area of investigation. This includes developing methods for
efficient fine-tuning and exploring few-shot learning scenarios where SSL can provide a strong
foundation.

Addressing these challenges is crucial for realizing the full potential of SSL in computer
vision. The next section will introduce sparsity as a key concept in our approach to tackling
these challenges, setting the stage for the specific contributions of this thesis.

1.3 Sparsity: A Key to Efficient SSL

In light of the challenges facing self-supervised learning, this thesis explores a promising
approach to address them: sparsity. While sparsity is not a new concept in machine learning,
its application to SSL in visual domains presents unique opportunities to enhance both the
efficiency and effectiveness of learning algorithms.

In the context of our work, sparsity refers to the strategic reduction of computational load
by processing only a subset of available information. This can manifest in various forms:

• Input Sparsity: This involves processing only a portion of input tokens or frames. In the
realm of computer vision, this could mean selecting some patches from images or random
frames from video sequences. By focusing computational resources on a small subset of
the input, we can significantly reduce processing time and memory requirements without
substantially compromising the quality of learned representations.

• Loss Sparsity: This approach focuses the learning objective on a subset of outputs or
features. By carefully designing loss functions that prioritize the most critical aspects
of the learning task, we can guide the model to learn more efficiently and potentially
capture more meaningful representations.

The application of sparsity to SSL offers several potential benefits in addressing the
challenges outlined in the previous section:

• Computational Efficiency: By processing only a subset of the input or focusing on
key aspects of the learning objective, sparse SSL methods can significantly reduce
the computational demands of training and inference. This not only makes SSL more
practical to deploy at scale but also aligns with growing concerns about the environmental
impact of AI research and deployment [226].
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• Scalability: Sparse approaches enable the processing of higher resolution inputs and
longer sequences, which is critical for tasks involving high-quality images or long videos.
This scalability is crucial as we move towards more complex visual understanding tasks
that require finer-grained analysis or longer temporal contexts.

• Feature Quality: Counterintuitively, strategic sparsity can lead to improved feature
quality. By forcing models to focus on the most informative parts of the input, we
can potentially learn more robust and generalizable representations. This aligns with
cognitive science research suggesting that human visual processing often relies on sparse,
key features rather than exhaustive analysis of every detail [195].

• Task Design: Sparsity opens up new possibilities in designing pretext tasks for SSL. By
focusing on sparse subsets of the input or output space, we can create more challenging
and informative tasks that encourage the model to learn rich, transferable representations.

• Transfer Learning: Sparse representations can be particularly beneficial in transfer
learning scenarios. They can capture essential features that are more likely to be relevant
across different tasks and domains, potentially improving the efficiency of fine-tuning
and few-shot learning.

In the subsequent chapters, we will explore how these principles of sparsity can be applied
across various aspects of SSL in computer vision. From enhancing contrastive learning
methods to improving video understanding and generative models, we will demonstrate that
sparsity is not just a tool for efficiency, but a key to unlocking more effective and generalizable
self-supervised learning algorithms.

1.4 Thesis Contributions

This thesis explores and demonstrates how sparsity can be leveraged to enhance SSL models
and representations in visual domains. Through five interconnected studies, we address the
challenges outlined earlier and make the following key contributions:

1.4.1 DILEMMA: Sparse Contrastive Learning with Shape Bias

In Chapter 3, we investigate the impact of token sparsity [3, 110] on contrastive learning
methods. We uncover potential pitfalls in naive sparse approaches and propose DILEMMA
(Detection of Incorrect Location EMbeddings with MAsked inputs), a novel loss function that
induces a shape bias [94]. This method not only reduces computational load through input
sparsity but also improves the quality of learned representations, particularly in shape-based
tasks. DILEMMA demonstrates how thoughtful application of sparsity can enhance both
efficiency and feature quality in SSL.
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1.4.2 SCALE: Sparse Aggregation for Video Understanding

Chapter 4 introduces SCALE (Spatio-temporal Crop Aggregation for video representation
LEarning), a post-training method that leverages sparsity to improve pretrained features and
extend their temporal range in video understanding tasks. By sparsely sampling video clips
and applying a self-supervised objective of masked clip feature prediction, SCALE enables the
use of higher resolution inputs and enhances long-term video understanding capabilities. This
work showcases how sparsity can be used to efficiently improve existing models and scale to
longer temporal ranges.

1.4.3 RIVER: Sparse Conditioning for Video Prediction

In Chapter 5, we extend the concept of sparsity to generative models, specifically video predic-
tion. RIVER (Random frame conditioned flow Integration for VidEo pRediction) introduces
sparse conditioning on past frames, making long-term video prediction computationally feasible
while maintaining high-quality outputs. By applying sparsity to conditional frames in gener-
ative models, RIVER demonstrates the potential of sparse techniques beyond discriminative
tasks. This work highlights the importance of exploring sparsity in the context of world mod-
els [104], which are implicit representation learners. By showing that sparse conditioning can
be effective in video prediction, RIVER opens new avenues for efficient generative modeling
in SSL, potentially bridging the gap between discriminative and generative approaches.

1.4.4 ViDROP: Efficient Video Representation Learning

Chapter 6 introduces ViDROP (Video Dense Representation through Omissive Processing),
addressing limitations in current video representation models. Unlike existing approaches
that rely on reconstruction-based methods requiring expensive fine-tuning [18, 84, 244, 256],
ViDROP combines masked token reconstruction with token dropping in an encoder-only
model. This novel approach achieves efficient and effective representation learning for videos,
eliminating the need for costly fine-tuning typically associated with sparse encoder / dense
decoder models. By enabling direct linear probing on learned representations, ViDROP
significantly reduces the gap between pretrained features and fine-tuned ones. This innovation
demonstrates how sparsity can overcome key challenges in video SSL, paving the way for
more efficient and adaptable video understanding models.

1.4.5 SF-CLIP: Sparse Distillation for Multimodal Learning

Finally, in Chapter 7, we apply sparsity in the context of multimodal learning. SF-CLIP (Solid
Foundation CLIP) uses sparse distillation from foundation models to enhance vision-language
representations. This method improves zero-shot learning and multilingual performance
while maintaining computational efficiency. SF-CLIP demonstrates how sparsity can be
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applied to knowledge distillation from foundation models [20] without sacrificing training
efficiency, merging strong spatial representations with the advanced language capabilities of
Large Language Models (LLMs).

1.4.6 Overarching Contributions

Collectively, these works make several overarching contributions to the field of SSL:

1. We demonstrate that sparsity, when thoughtfully applied, can significantly reduce com-
putational demands without compromising - and often improving - the quality of learned
representations.

2. Our work shows how sparsity can be leveraged across different modalities (images,
videos) and learning paradigms (contrastive learning, generative models, and multimodal
learning).

3. We provide novel insights into the design of sparse SSL algorithms, offering principles
that can guide future research in this area.

4. Our contributions open new avenues for scaling SSL to higher resolution inputs, longer
temporal sequences, and more complex multimodal scenarios.

By addressing core challenges in SSL through the lens of sparsity, this thesis contributes to
the development of more efficient, scalable, and effective self-supervised learning methods for
visual understanding. Our work not only advances the state-of-the-art in specific visual tasks
but also provides insights into the broader potential of sparsity as a key principle in designing
the next generation of SSL algorithms.
The list of research works associated with each chapter:

1. Chapter 3 - “Representation learning by detecting incorrect location embeddings” [220],
in AAAI 2023.

2. Chapter 4 - “Spatio-Temporal Crop Aggregation for Video Representation Learning”
[221], in ICCV 2023.

3. Chapter 5 - “Efficient Video Prediction via Sparsely Conditioned Flow Matching” [53],
in ICCV 2023.

4. Chapter 6 - “ViDROP: Video Dense Representation through Omissive Processing”,
manuscript in preparation.

5. Chapter 7 - “Building Vision-Language Models on Solid Foundations with Masked
Distillation” [222], in CVPR 2024.
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Chapter 2

Background

Self-supervised learning (SSL) has emerged as a powerful paradigm in unsupervised learning,
utilizing pretext tasks created from unlabeled data to provide supervision signals. This approach
offers advantages over traditional supervised learning, such as reduced reliance on expensive
labeled data and improved generalization. In natural language processing (NLP), the success
of transformer architectures [249] can be attributed to extensive self-supervised pre-training,
with models like BERT [58] and the GPT series [24, 207, 208] demonstrating significant
improvements through the use of vast amounts of unlabeled data.

In computer vision, SSL is driving similar advancements to those seen in NLP. A key
breakthrough has been the introduction of Vision Transformers (ViTs) [67], which adapt
the transformer architecture [249] for vision tasks. Models like VideoMAEv2 [256] and
DINOv2 [196] exemplify the potential of scaling up both model size and dataset volume in
SSL for vision tasks. These models’ impressive performance and versatility make them strong
candidates to be considered foundation models [20] - large-scale models trained on broad data
that can be adapted to a wide range of downstream tasks. These developments underscore
SSL’s crucial role in enhancing the capabilities of large-scale vision models, mirroring the
impact seen in NLP.

This chapter provides a comprehensive overview of SSL, focusing on its applications
to images and videos, and exploring multimodal weakly supervised learning. We begin by
discussing SSL methods for images, covering three main approaches: proxy tasks (self-created
tasks that induce useful representations), consistency-based methods, and reconstruction-based
approaches. Following that, we examine SSL for videos, addressing the unique challenges
and opportunities presented by temporal data, and highlighting video generation techniques.
Finally, we explore the intersection of SSL with multimodal learning, tracing the progression
from purely unsupervised methods to weakly supervised approaches. This section culminates
in a discussion of influential models like CLIP [209], which leverage large-scale image-text
pairs to learn powerful visual representations, bridging the gap between vision and language
understanding.

9
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2.1 Self-Supervised Learning for Image Representations

2.1.1 Proxy Tasks

Proxy tasks in self-supervised learning for image representations provide supervision signals
without requiring labeled data, inducing the learning of useful features that transfer well to
downstream vision tasks. Classic examples include classifying image patch locations [61, 192],
where the model learns spatial relationships by predicting the relative positions of image
patches, thereby developing an understanding of image composition and structure. Another
common task is reconstructing color channels [292], which challenges the model to predict
the color of grayscale images, encouraging recognition of objects and textures based on shape
and pattern. Additionally, recognizing various image transformations, such as rotations [95],
helps models learn rotation-sensitive features. This task encourages the model to understand
concepts like orientation, the typical positioning of objects (e.g., sky at the top), and shape
characteristics, rather than relying solely on low-level textures. Spotting specific artifacts [132]
further develops the model’s sensitivity to fine-grained image details. While not directly related
to end-goal vision tasks, these proxy tasks encourage models to learn generalizable features
valuable in a wide range of computer vision applications.

Building upon these classic approaches, recent advancements in proxy tasks have intro-
duced more sophisticated modifications of image content and positions. These newer tasks
leverage the capabilities of Vision Transformers (ViTs) [67], particularly their position encod-
ing, which enables complex spatial manipulations of image data. This evolution allows for
more challenging and informative pretext tasks, potentially leading to richer learned repre-
sentations. For instance, Corrupted Image Modeling (CIM) [80], drawing inspiration from
the ELECTRA model [47] in NLP, tasks the model with detecting corrupted image tokens
produced by models like BEiT [16]. This approach encourages the model to develop a nuanced
understanding of image composition and content. Another innovative method, MP3 [288],
extends the concept of jigsaw puzzles [192] to predict the positions of all tokens in an image,
fully utilizing ViTs for enhanced representation learning. While not all new approaches yield
significant improvements - for example, DABS [236] introduces patch misplacement detection
without notably boosting performance - these explorations continue to push the boundaries of
what can be learned through self-supervision in vision tasks.

2.1.2 Consistency-Based Methods

Consistency-based methods have become a cornerstone of self-supervised learning (SSL)
in computer vision, aiming to learn representations that remain consistent across various
transformations or views of the same data. At the heart of this approach lies contrastive
learning [248], which has gained prominence through instance discrimination techniques [66,
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272]. These methods learn to distinguish each training instance from others, even after applying
data augmentations, laying the groundwork for more advanced approaches.

Building on this foundation, frameworks like CPC [248] and SimCLR [33] have further
popularized contrastive learning by demonstrating its effectiveness in learning robust represen-
tations. These methods typically involve comparing positive pairs (augmented versions of the
same image) against negative pairs (different images) in a high-dimensional feature space.

Subsequent research has introduced various enhancements to the basic contrastive paradigm.
Momentum Contrast (MoCo) [38, 109] leverages a momentum-encoded key encoder to main-
tain a consistent dictionary of negative samples, improving training stability. BYOL [102]
and SimSiam [37] take a different approach by eliminating the need for explicit negative
pairs, instead focusing on avoiding representational collapse - a phenomenon where the model
outputs trivial, non-informative representations. These methods employ techniques such as
stop-gradient operations and predictor networks to maintain meaningful learning dynamics.

Clustering-based approaches like SwAV [28] extend the concept of positive samples beyond
simple data augmentation by grouping similar features, enabling more flexible learning of
visual concepts. NNCLR [71] further refines this idea by using nearest neighbors in feature
space to generate positive samples, enhancing the diversity of comparisons during training.

As the field has advanced, researchers have adapted consistency-based methods for
dense prediction tasks, which require detailed spatial understanding. Approaches such as
VADER [193], DenseCL [259], ReSim [275], PixPro [278], DSC [159], and DRLoc [169]
tailor contrastive pre-training strategies to focus on dense feature maps rather than global
representations. These methods enable the learning of spatially-aware features crucial for tasks
like semantic segmentation and object detection.

The advent of vision transformer architectures [67, 171] has spurred further innovations in
consistency-based methods. Approaches like MoCov3 [39] and SwinSSL [277] adapt existing
contrastive frameworks to leverage the unique properties of transformers, such as their ability
to model long-range dependencies. Concurrently, new architectures tailored specifically for
SSL, such as EsViT [155], have emerged, along with novel objectives like those introduced in
iBOT [299].

2.1.3 Reconstruction-Based Methods

Reconstruction-based methods have evolved significantly in self-supervised learning for image
representations. Traditional autoencoders [218] laid the groundwork by encoding input data
into a latent space and then reconstructing the original input. Recent advancements have
built upon this foundation, introducing more sophisticated approaches. Masked Autoencoders
(MAE) [110], for instance, improve learning by regressing missing pixel patches within given
contexts, forcing the model to understand the underlying structure of the image.

Beyond pixel-space reconstruction, models like AIM [74] and BEiT [16] perform infilling
in a fixed latent space, capturing more semantic information crucial for downstream tasks.
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Hybrid approaches, such as iBOT [299] and DINOv2 [196], further enhance this method by
integrating features of both reconstruction (via self-distillation [13]) and consistency learning.
These advancements have led to high-quality representations that excel in various tasks, from
KNN classification [88] to unsupervised semantic segmentation [105], demonstrating the
versatility and power of reconstruction-based SSL methods in computer vision.

2.1.4 Leveraging SSL Representations

Self-supervised learning (SSL) in computer vision has demonstrated its versatility through
various applications, mirroring the success seen in natural language processing (NLP). Fine-
tuning, a technique where pre-trained models are adapted to specific tasks with minimal labeled
data, has shown remarkable effectiveness. This approach, analogous to BERT [58] in NLP,
has proven valuable in vision tasks, particularly with newer methods like VideoMAEv2 [256].
However, while efficient in label usage, fine-tuning can be computationally intensive, especially
for video data.

Linear probing offers a quicker assessment of learned representations’ quality. This
technique, exemplified by contrastive methods such as SimCLR [33] and the weakly supervised
CLIP [209], is comparable to the robust performance observed with GPT-2 [208] in NLP. High
linear probing accuracy indicates that a single model can be adapted for different tasks by
simply changing the linear head, potentially saving significant costs associated with fine-tuning.

Few-shot learning, which has revolutionized NLP with models like GPT-3 [24], is still in
its early stages in computer vision. This approach enables models to perform new tasks with
very few labeled examples. Initial attempts in vision, such as those by Bai et al. [14] and Bar et
al. [17], show promising potential. As research progresses, few-shot learning in computer
vision is expected to bridge the gap between pre-training and downstream task performance,
potentially reducing the need for large labeled datasets in specific applications.

2.1.5 Efficiency Considerations in SSL

As self-supervised learning models grow in size and complexity, addressing computational
efficiency becomes crucial. FlashAttention [49, 50] has made significant strides in reducing
memory costs for transformer architectures, addressing the O(N2) memory problem of atten-
tion operations, where N is the number of image patches. However, the challenge of optimizing
compute efficiency remains, and further memory reduction is still desirable, especially for
processing videos that can contain thousands of tokens.

As an orthogonal solution, token dropping [3, 36, 73, 110] has emerged as a significant ad-
vancement in improving the training efficiency of vision transformers. This approach randomly
omits tokens during training, reducing computational load without sacrificing performance.
Initially explored through masking patches [16, 279], token dropping has proven more effective
when combined with a shallow dense decoder using mask tokens.
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2.2 Self-Supervised Learning for Video Representations

Self-supervised learning (SSL) for video data presents unique challenges and opportunities
not encountered with still images. The temporal dimension of videos offers rich information
for feature learning, but it also introduces complexity to learning algorithms and increases
computational demands. This section explores various approaches to SSL in video, highlighting
how researchers leverage the dynamic nature of video data to learn robust representations.

2.2.1 Proxy Tasks

One valuable strategy in self-supervised learning for video involves pretext tasks designed to
capture both spatial and temporal aspects. For example, tasks that require the model to deter-
mine the correct order of shuffled video frames [52, 64, 131, 181] aid in understanding activity
sequences within the videos. These tasks enable the model to learn temporal dependencies and
spatial coherence, which are crucial for effective video representation learning.

2.2.2 Consistency-Based Methods

Consistency-based approaches in video SSL focus on identifying consistent features across
different segments or views of the same video. These methods build upon techniques de-
veloped for image SSL but adapt them to the temporal nature of video data. A key strategy
involves ensuring that models identify consistent features across different segments of the
same video, such as clips captured at different times or under varied conditions [83, 212, 214].
This technique effectively captures invariant features across videos. To further enhance the
learning of robust video representations, some approaches incorporate additional modalities
like audio [183].

Advanced techniques in this domain combine contrastive methods with explicit temporal
constraints [51], integrating consistency-based learning with pretext tasks [133] for more
comprehensive feature learning. Some methods also incorporate optical flow [106] to capture
motion information explicitly. These approaches typically focus on learning representations
with limited temporal extent (few seconds), balancing the richness of temporal information
with computational feasibility.

2.2.3 Reconstruction-Based Methods

Reconstruction-based approaches in video self-supervised learning leverage generative models
to reconstruct segments or entire frames of videos, compelling the models to capture crucial
visual and temporal details. Models like VideoMAE [244], SpatiotemporalMAE [84], and
VideoMAEv2 [256] utilize masked input reconstruction methods, a technique popularized in
image SSL [110], successfully translating it to video.
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Other approaches formulate masked prediction tasks in the learned feature space [18] or
in some fixed latent space [237], enabling the models to learn more abstract representations.
Additionally, some methods consider directional predictions, such as forecasting future frames,
often formulated via contrastive predictive coding [248]. This approach has been effectively
applied to video data [96, 170, 173, 235, 271], emphasizing the temporal coherence and
progression in video sequences.

2.2.4 Learning from Multiple Views

Learning from multiple views is a powerful paradigm in video SSL, exploiting the multi-
dimensional nature of video data. This approach involves generating different perspectives or
“view” of the same video content, often through space-time cropping or other transformations.
Many self-supervised learning approaches leverage multiple views of the data, particularly
in contrastive formulations [83, 201, 212] or predictive learning [214], where the goal is to
achieve invariance to different views.

Beyond leveraging multiple views for SSL, some works propose general multi-view
video models. These models capture and fuse features at different spatio-temporal reso-
lutions [280], aggregate information over longer time spans [227, 254, 267, 268], or select
important frames [99]. Other methods focus on learning from the relationships between two
views. Some approaches predict overlap [293], relative distance [234], or engage in cross-view
feature prediction [238, 286] and reconstruction [188]. These strategies help in capturing the
coherence and consistency of features across various views, enhancing the robustness of the
learned representations.

2.2.5 Addressing Computational Challenges

Processing videos for SSL is significantly more resource-intensive than processing images,
especially when using Vision Transformers (ViT) [67]. Various techniques have been explored
to mitigate these challenges. One method employs factorized attention [19], as utilized in
SVT [212]; however, full spatio-temporal attention, as demonstrated in ViViT [6], generally
delivers superior performance. Another strategy leverages pretrained encoders for images or
short video clips to derive representations for longer video sequences [154].

Inspired by Masked Autoencoders (MAE) [110], using sparse input to the encoder paired
with dense outputs from a relatively shallow decoder can also reduce computational demands.
However, the cost associated with decoders remains significant at scale. Models like Video-
MAEv2 [256], EVEREST [125], and CrossMAE [90] address this by introducing sparse
reconstruction tokens to the decoder, further economizing on resources.

Addressing the data bottleneck presents another challenge, as video decoding is substan-
tially more costly than image decoding. While tools like FFCV [150] and its SSL variant [21]
are ineffective for video, wrappers such as decord [54] and Avion [296] offer some improve-
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ments, though they remain relatively slow. Data remasking techniques [18, 84] provide a
cost-effective way to alleviate data loading bottlenecks. Additionally, employing precomputed
latent representations of videos, rather than raw pixels, can reduce data loading times [130, 266].
This approach may be integrated with learned data augmentations within this latent space [152],
though it introduces higher costs at the inference stage due to the necessity of an expensive
encoder to convert raw pixel videos into the latent representation, complicating the use of
pretrained image models within the video domain.

2.2.6 Video Prediction

Video prediction models represent the pinnacle of unsupervised learning, often referred to
as world modeling [104]. These models aim to generate realistic future frames of a video
sequence based on past frames, requiring extensive knowledge about the physical world to
predict future states accurately. This capability is analogous to the complex understanding
demonstrated by advanced image generation models [157].

The field has evolved from traditional approaches using Recurrent Neural Networks
(RNNs)[11] to more sophisticated methods. Variational techniques[141] have been widely
adopted, often incorporating hierarchical structures to model longer sequences [153, 265].
To address the challenge of blurry predictions, researchers have explored hybrid approaches
combining adversarial loss [98] with Variational Autoencoders [151]. The success of large
language models [24] has inspired new directions, with autoregressive transformers [249]
emerging as powerful alternatives to RNNs. To mitigate computational costs and scale to
longer and higher-resolution videos, researchers have turned to vector-quantized codes [247].
These codes, obtained using techniques like VQGAN [75], are predicted either on a per-frame
basis [103, 149, 210, 228] or for sets of frames [281], offering a more efficient representation
of video content.

Score-based diffusion models [232], a class of generative models that gradually trans-
form noise into structured data, have shown impressive results in image generation [59, 211].
Building on this success, researchers have extended these models to the domains of video gener-
ation [117] and prediction [107, 116, 119, 252, 282]. While unconditional diffusion models can
approximate conditional distributions [117], directly modeling the conditional distribution has
been shown to yield better performance [240]. MCVD [252] introduces an innovative masking
approach to train a single model capable of generating past, future, or intermediate frames. This
technique allows for longer sequence generation by applying a moving window during training,
though it comes at the cost of increased computational requirements when conditioning on past
frames. Flexible diffusion models, such as FDM [107], tackle this challenge by employing a
per-frame UNet [217] architecture with attention mechanisms. This design allows the model to
handle a variable number of input frames, enabling conditioning on frames from the distant
past and predicting multiple future frames simultaneously. These advancements in diffusion
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models for video prediction demonstrate their potential to capture complex spatio-temporal
dynamics, positioning them as a promising approach for future research in this field.

2.3 Multimodal Weakly Supervised Learning

This section focuses on weakly supervised Vision-Language Models (VLMs), which have
gained prominence due to their wide range of applications. These models, trained on large-scale
paired image-text data without explicit labels, have demonstrated remarkable capabilities in
tasks such as zero-shot classification [209], visual question answering (VQA) [229], caption-
ing [158], text-to-image generation [216], and have even been integrated into Multimodal
Large Language Models (MLLMs) [166]. The weak supervision paradigm allows these models
to learn from vast amounts of naturally occurring data, potentially capturing rich and diverse
visual-linguistic relationships.

2.3.1 Contrastive Learning in VLMs

The contrastive learning framework [248] has been a cornerstone in the development of VLMs.
This approach utilizes dual encoders to map images and text into a shared embedding space,
where the goal is to maximize the similarity between corresponding image-text pairs while
minimizing it for non-corresponding pairs [209]. Models like CLIP and ALIGN [134] have
leveraged this technique to achieve impressive zero-shot learning capabilities across various
visual tasks. However, while effective at capturing high-level associations, this method often
struggles to encode finer compositional details [287], limiting the models’ ability to understand
complex visual scenes and their textual descriptions.

2.3.2 Challenges in Spatial and Linguistic Understanding

A significant limitation of standard contrastive training in VLMs is the insufficient capture of
compositional information, object attributes, and relations [223, 295]. This shortcoming arises
partly from the nature of web-scraped image-text pairs, which often lack the depth required
for understanding complex compositions [78]. The literature identifies this as a critical area
for improvement in VLMs [165, 197, 242], as it impacts the models’ ability to perform tasks
requiring fine-grained understanding of visual scenes.

To address these challenges, researchers have explored various approaches. Data-level
interventions, such as data augmentation and hard-negative mining, have shown promise.
Techniques include modifying text descriptions by word swapping or replacement [69, 287] and
enhancing captions using large language models (LLMs) [70, 78, 182]. While these methods
have demonstrated improvements, they risk overfitting to specific textual modifications and
may introduce hallucinations, a common problem with large language models [124].
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Another line of research introduces additional learning objectives to improve VLMs. This
includes incorporating self-supervision in the vision and text branches [63, 160]. Although
effective in enhancing model performance, these methods significantly increase the compu-
tational overhead of training large-scale VLMs [284]. For example, training MaskCLIP [63]
requires 1.75× more resources than vanilla CLIP, and training SLIP [186] takes 2.67× more.

2.3.3 Leveraging Foundational Models

Recent works have demonstrated the efficacy of leveraging vision foundational models - large-
scale models pretrained on diverse visual tasks - to enhance VLMs. These foundational models,
such as DINOv2 [196] and SAM [142], have shown robust feature understanding and the
ability to capture rich spatial features. This insight has guided research towards incorporating
these models into VLM architectures.

For instance, LiT [289] uses a frozen pretrained vision encoder instead of training one from
scratch, while Three Towers [144] employs a frozen vision encoder to guide CLIP’s vision
encoder. SAM-CLIP [253] takes a different approach, starting from a pretrained SAM [142]
model and fine-tuning it with both SAM and CLIP objectives via another larger pretrained CLIP
model. Despite the success of using pretrained vision models, the use of large language models
(LLMs) for VLM representation learning is still under-explored. However, LLMs have shown
promise when used as text rewriters in text-to-image generation models like DALLE-3 [230],
demonstrating improved results.

2.3.4 Multilinguality

As VLMs find applications in increasingly global contexts, the ability to understand and
generate content in multiple languages has become crucial. There are generally two approaches
to training multilingual CLIP models, each with its own trade-offs between performance and
computational efficiency.

The first method involves training the model directly on multilingual data. This approach
is exemplified by mSigLIP [290], which is trained on WebLI [35], and OpenCLIP [41], trained
on LAION5B [224]. By exposing the model to a wide range of languages during training,
this method leads to more naturally generalized multilingual capabilities. However, it requires
immense computational resources to handle such large and diverse datasets.

An alternative strategy to mitigate the high costs of direct multilingual training is to
align CLIP’s English text encoder with a pre-trained multilingual text encoder using parallel
sentences [27, 40, 65]. This method is more resource-efficient, leveraging existing models
and data. However, its effectiveness depends on the quality of the parallel sentences and the
alignment process, which can vary based on the languages involved and the quality of the
machine translation system used.
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Chapter 3

DILEMMA: Representation Learning
by Detecting Incorrect Location
Embeddings

Material in this chapter is based on: Sameni, Sepehr, Simon Jenni, and Paolo
Favaro. “Representation learning by detecting incorrect location embeddings.” In
Proceedings of the AAAI Conference on Artificial Intelligence, vol. 37, no. 8, pp.
9704-9713. 2023. https://doi.org/10.1609/aaai.v37i8.26160

© 2023 Association for the Advancement of Artificial Intelligence (AAAI).

As we explore the role of sparsity in self-supervised learning (SSL), a critical challenge
emerges: how can we leverage token sparsity in Vision Transformers (ViTs) to not only improve
computational efficiency but also enhance the quality of learned representations? This chapter
introduces DILEMMA (Detection of Incorrect Location EMbeddings with MAsked inputs), a
novel approach that addresses this challenge while demonstrating how strategic sparsity can
enhance model capabilities, particularly in shape discrimination.

Recent advancements in SSL have shown that pre-training with unlabeled data can surpass
supervised pre-training on various downstream tasks [109]. However, the generalization ability
of these representations, especially to shape-based tasks, remains an area ripe for improvement.
Our work builds upon the insight that representations with a shape bias tend to generalize better
to tasks such as object classification, detection, and segmentation [94, 239].

To illustrate this point, consider the transfer learning to a shape-based task like pose classi-
fication in the Yoga82 dataset [250] (Fig. 3.1). This example motivated our investigation into
whether incorporating a shape-sensitive regularization loss into state-of-the-art SSL methods
could lead to enhanced representation learning.

DILEMMA introduces two key components to foster shape discrimination in image rep-
resentations. First, a binary classification loss for detecting correct/incorrect positions of
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Dolphin plank Plank Sage Koundinya Eight angle

Figure 3.1: Difficulty of classifying Yoga82 images. As these examples show, texture alone
is not sufficiently indicative of the pose. Thus, models that perform well in this task may
demonstrate a strong shape discriminability.

object parts. Second, the utilization of randomized input sparsity with varying sparsity ratios,
ensuring diverse subsets of object parts contribute to the overall image representation. These
components draw inspiration from various SSL methods, including concept prediction [61],
jigsaw puzzle approaches [192], and token replacement detection used in natural language
processing [47]. Crucially, our implementation of input sparsity aligns with the broader theme
of this thesis, building upon techniques used in models like VATT [3] and MAE [110] to reduce
the computational workload of training with ViTs [67].

As illustrated in Fig. 3.2, our method operates by dividing an image into a grid of tiles,
mapping them to tokens, and combining them with positional embeddings. We then corrupt the
positional embeddings of a fraction of the tokens before feeding them to a ViT. The DILEMMA
loss classifies tokens into those with correct and incorrect positional embeddings. Importantly,
we implement input sparsification by discarding a randomized percentage of tokens, with the
sparsity ratio varying for each input. This dynamic sparsity approach helps to close the gap
between training and test data distributions.

We also employ a teacher-student architecture, reminiscent of MoCoV3 [39]. The student
network receives sparsified input with varying sparsity ratios, while the teacher network
processes all tiles. This approach not only reduces storage and computing resources but also
provides a more robust reference for the student network across different sparsity patterns.
Our contributions can be summarized as follows:

• A novel SSL regularization loss that enhances the shape discriminability of image
representations.

• Dynamic input sparsification and a teacher-student architecture to reduce memory usage,
bridge training-test data gaps, and accelerate training.

• Demonstrable performance improvements for established SSL methods including Mo-
CoV3 [39], SimCLR [33], DINO [29], and MAE [110] under equivalent computational
budgets.
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By focusing on shape discriminability and leveraging dynamic sparsity, DILEMMA not
only makes SSL methods more efficient but also improves their generalization capabilities,
aligning with the broader goals of this thesis in exploring how strategic sparsity can unlock
new capabilities in model training and application. The subsequent sections will provide a
deeper examination of the methodology, experiments, and results, illustrating how DILEMMA
contributes to the evolving landscape of efficient and effective self-supervised learning in
computer vision.

3.1 Background

This chapter extends the principles of self-supervised learning (SSL) for image representations
discussed in Section 2.1. DILEMMA draws inspiration from classic SSL proxy tasks such as
patch location classification [61, 192] and image transformation recognition [95, 132], as out-
lined in Section 2.1.1. However, it leverages the architecture of Vision Transformers (ViTs) [67]
to implement these ideas more effectively, aiming for improved transfer performance.

A key concept not previously discussed is the notion of shape bias versus texture bias
in learned representations. Recent work suggests that representations with a shape bias tend
to generalize better to downstream tasks [94, 239]. Interestingly, both CNNs and ViTs have
been shown to exhibit a texture bias, regardless of whether they are trained in a supervised or
unsupervised manner [187]. This insight motivates our approach in DILEMMA, where we aim
to enhance shape discriminability in the learned representations.

In the context of ViTs, our method relates to masked token prediction techniques [16, 110,
299] discussed in Section 2.1.3, but focuses on detecting misplaced tokens. This approach
shares similarities with methods identifying corrupted tokens in language models [46, 47].
As highlighted in Section 2.1.5, token dropping has emerged as an effective technique for
improving ViT training efficiency. DILEMMA extends this concept by introducing randomized
token dropping ratios, bridging the gap between pre-training and downstream task distributions.

3.2 Method

Let us define an image sample as x ∈ RH×W×C , i.e., x has H×W pixels and C color channels.
We apply two data augmentations [102] to x and obtain x̂1 and x̂2. Similarly to ViT, each
input x̂1 and x̂2 is divided in 14× 14 tiles, flattened and projected to N tokens t1,i, t2,i ∈ RD,
∀i ∈ U

.
= {1, . . . , N}, through a linear projection. We then combine each token t·,i, with a

positional embedding pi ∈ RD, which can be either learned or fixed.
As in MoCoV3 [39], we define a Student S and a Teacher T ViTs [67], where the Teacher,

also called momentum encoder, is obtained through the exponential moving average (EMA)
of the Student’s weights (thus, it is not trained). The Teacher receives as input all the tokens
t1,1, . . . , t1,N with the corresponding positional embeddings p1, . . . , pN . The Student instead



22 Chapter 3: DILEMMA

1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
25 26 27 28 29 30
31 32 33 34 35 36

1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
25 26 27 28 29 30
31 32 33 34 35 36

Student

9
7 11

22
12

33

7
9
11
22
12
33

N
Y
N
N
Y
N

2
1

14

35
36

CL
S

CL
S

Teacher

CL
S

CL
S

X
X

X

X
X

EMA

BCE
BCE
BCE
BCE
BCE
BCE

CL

matching locations

mismatching locations

data 

augmentation

data 

augmentation

N
Y
N
N
Y
N

ground

truth

which location 

is a mismatch?

1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
25 26 27 28 29 30
31 32 33 34 35 36

tiling positional embeddings

tiling positional embeddings

+

+

sparse

dense

Figure 3.2: DILEMMA training overview. A sample image is augmented twice and split into
tiles (we use a 14×14 grid). The Teacher network takes the complete set of tiles as input (dense)
and without mismatches in the positional embeddings for each token. The Student takes only a
subset of the tiles as input (sparse) and some tiles have incorrect positional embeddings. The
Student is then trained under two losses: one is the contrastive loss of the class tokens (CLS)
between the Teacher and the Student, and the other is the DILEMMA binary cross-entropy for
each token.

receives as input a sparse set M ⊂ U of tokens t2,i, i ∈ M . For a randomized fraction of these
tokens B ⊂ M the corresponding positional embdeddings qi, i ∈ M are incorrect, i.e., qi

.
= pi

if i ∈ M \ B and qi
.
= pj with j ∈ U \M , if i ∈ B. We call the ratio θ = |B|/|M | ∈ [0, 1],

between the cardinalities of B and M , the probability of a positional embedding mismatch. We
choose a different M and B sets for each sample at each iteration. We define a set of ground
truth labels yi = 0 (N) if i ∈ M \B and yi = 1 (Y) if i ∈ B. The i-th output token from the
Student is denoted with Si({qj ⊕ t2,j}j∈M ). We indicate the extra classification token with
i = 0 both at the input and output. Also, q0, p0 = 0, i.e., no location encoding.

Now we are ready to introduce the DILEMMA loss (see also the whole training method in
Fig. 3.2)

LDILEMMA = Ex

[ ∑
i∈M

yi log
(
σ
(
Y Si

(
{qj ⊕ t2,j}j∈M∪{0}

)))
+ (1− yi) log

(
1− σ

(
Y Si

(
{qj ⊕ t2,j}j∈M∪{0}

))) ]
(3.1)

where E[·] is the expectation over image samples, σ is the sigmoid function and Y is a linear
projection.

Because of the sparsity in the input to the Student network, we also obtain a computational
benefit. When we increase the sparsity of the input, we can also increase the mini batch size
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to fully utilize the GPU RAM. This is particularly significant with ViTs, because of their
quadratic scaling with the number of tokens (the memory usage is O(N2)). The fact that we
can significantly increase the mini batch size is particularly effective with contrastive learners.
Moreover, in this way it is also faster to train our model, because the average mini batch size is
much larger than when using dense inputs (in our case it is 2.5× more).

3.2.1 Combining DILEMMA and Contrastive Learning

The DILEMMA loss can be integrated with other SSL losses. Here we describe the integration
with the contrastive loss, but other choices follow an identical procedure.

The contrastive loss is defined as

LCNT = Ex

[
LCE

(
S0

(
{qj ⊕ t2,j}j∈M∪{0}

)
, T0 ({pj ⊕ t1,j}j=0,...,N )

)]
, (3.2)

where

LCE (A, V ) = −2τ
∑

n zn log softmax
(
A⊤

n V
τ

)
(3.3)

and A and V are G×m matrices, with m the minibatch size and G the vector size after the
projection Y (see eq. (3.1)), zj is the one-hot vector with 1 at the j-th position and the index n

indicates the class token within the minibatch.
When we combine both the DILEMMA and the contrastive losses into a single cost we

obtain

LUNION = λDILEMMALDILEMMA + LCNT, (3.4)

which we minimize and where λDILEMMA > 0 is a hyper parameter which we always set to 0.4

.

3.2.2 Implementation

Architecture. We use Vision Transformers (ViT) [67] with a patch size of 16 × 16 pixels
and an input image size of 224× 224 pixels, which gives a total of (224/16)2 = 196 tokens.
Due to computational limitations, we mostly use the small variant of the Vision Transformer
(ViT-S) which has 12 transformer blocks and 384 channels. For the three baselines: 1) For
MoCoV3 [39] experiments, we use 12 attention heads in each attention layer as specified in
the official implementation. This is different from most ViT-S implementations, which use 6
heads. This does not change the total number of parameters of the model, but incurs a speed
penalty. We use a 3-layer MLP for the projection and prediction heads with synchronized batch
normalization. We also freeze the weights of the patch embedding layer for better stability;
2) SimCLR [33] experiments are also conducted with the exact same settings, but without a
teacher network and instead both augmentations are sparisified, misplaced and then fed to
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the student network; 3) For DINO [29] we used the official implementation and, whenever
multi-crop is used, we have disabled random sparsity and used constant sparsity for the large
crops and no sparsity for the small crops (96× 96 images).

Pre-training Setup. For our main model, we pre-train DILEMMA on ImageNet-1K [56] with
the exact same hyper-parameters of MoCoV3 using three GeForce RTX 3090 GPUs for 100
epochs with a base batch size of 345. We set λDILEMMA to 0.4 and the probability of positional
embedding mismatch θ = 0.2. We use sparsity ratios of 0%, 40%, 55%, 65% with 1×, 2×,
3×, 4× base batch size and disable the DILEMMA loss when the input is dense.

To show the compatibility of the proposed method with other SSL methods, we also added
two short runs for SimCLR and DINO with multi-cropping. For the DINO experiments we
used ViT-Base to show that DILEMMA scales to larger models. Since input sparsity allows for
faster training, we also report results of DILEMMA variants with equal training time as the
baselines.

Linear Probing. To evaluate the pre-trained features for image classification, we train a simple
linear layer on top of frozen features, without any data augmentation (LinearF ). Note that it
is different from the standard linear probing, and we opt to use this method for its simplicity
and speed. It is also more aligned with the end goal of representation learning. In all the
linear probing experiments, we use the embedding of the CLS token of the last layer and
perform a coarse grid search over learning rates, batch sizes and whether to normalize the data
before feeding it to the linear layer or not (similarly to the added BatchNorm layer [127] in
MAE [110]). In contrast, DINO [29], obtains its representation by concatenating the CLS
token of the last four attention layers of the network.

3.3 Experiments

We evaluate the use of DILEMMA on several datasets, compare it to state-of-the-art (SotA)
SSL baselines, and perform ablations to show the role of each loss component. In each table,
where we compare to an SSL baseline, we indicate the baseline with a method name (e.g.,
MoCoV3 [39]) and use a +{DILEMMA/sparsity} to indicate that the baseline immediately
above is combined with just sparsity or with the DILEMMA loss, which includes sparsity. We
compare these two cases to show the added benefit of the DILEMMA positional classification
loss over the lone sparsity.

3.3.1 Classification on ImageNet-1K

We show that DILEMMA leads to better representations for ImageNet-1K than prior SotA
methods. Since this dataset has been used as a reference in SSL, it allows an easy comparison
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Table 3.1: ImageNet classification. The evaluation uses k-NN and linear probing with a
ViT-S/16 or, where indicated, a ViT-Base/16 architecture. The ↑ models are trained for a
number of epochs, such that the total training time (see column Time) is the same as for the
baseline methods. BS stands for Batch Size. † models are trained with multi-crop. ⋆ indicates
ViT-Base/16 models.

Method Epochs Time BS k-NN LinearF Linear

SimCLR 30 15.7h 512 41.46 50.21 -
+Sparsity 30 12.2h 512 41.11 49.73 -
+DILEMMA 30 12.2h 512 41.90 50.71 -

DINO⋆† 45 120.9h 192 61.35 65.46 -
+Sparsity⋆† 45 90.7h 192 62.33 68.49 -
+DILEMMA ⋆† 45 90.7h 192 62.48 68.55 -
+DILEMMA ⋆†↑ 60 121.0h 192 63.74 69.43 -

MoCoV3 100 102.8h 345 59.68 63.62 65.1
+Sparsity 100 68.4h 345 61.64 65.16 -
+DILEMMA 100 68.4h 345 61.97 65.62 66.6
+Sparsity↑ 150 102.6h 345 63.27 67.07 -
+DILEMMA ↑ 150 102.6h 345 64.69 68.03 -

MoCoV3 300 - 4096 67.90 72.72 73.2
DINO 300 - 1024 67.9 - 72.5
DINO† 800 - 1024 74.30 75.74 77.0
Supervised 300 - 1024 - - 79.8

with previous work. In all tested cases, DILEMMA shows a consistent and significant improve-
ment over the baseline it has been integrated with. Notice that the improvement due to the
positional loss, relative to the use of sparsity, becomes more significant with a longer training.

k-NN and Linear Probing. In Table 3.1, we evaluate the quality of the ImageNet-1K pre-
trained features. We either use a weighted k nearest neighbor classifier (we always use
k = 20) [272] or a simple linear layer on top of a frozen backbone and frozen features. Since
the use of sparsity has the added benefit of reducing the computational load at each iteration,
we also show the actual training time. For example, with a ViT-Base/16 model and multi-crop,
DINO + DILEMMA (denoted with the ↑ symbol) trains for 60 epochs in about the same time
DINO trains for 45 epochs. This gives a significant advantage in performance. Furthermore,
DILEMMA outperforms the baseline methods even if trained for the same number of epochs.
The improvement under the same number of epochs is about 1 − 2% due to sparsity and
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Table 3.2: Few-shot learning on ImageNet-1K. Our method significantly outperforms the
baseline in both the same training iterations and the same training duration settings. The ↑

variants are trained for the same duration as the corresponding (non-sparse) baselines. In the
Single-Crop case, DINO is shown only as a reference.

ImageNet-1% ImageNet-10%
Method k-NN LinearF k-NN LinearF

Si
ng

le
-C

ro
p

DINO 40.60 45.24 52.95 58.35
MoCoV3 38.48 43.69 50.83 56.08
+Sparsity 40.02 45.44 52.56 59.06
+DILEMMA 41.64 47.95 53.15 60.00
+Sparsity↑ 42.42 48.34 54.62 61.29
+DILEMMA ↑ 45.62 51.58 56.66 62.61

M
ul

ti-
C

ro
p DINO 41.79 46.88 53.00 59.48

+Sparsity 42.36 48.65 53.61 62.33
+DILEMMA 42.73 48.81 53.81 62.32
+DILEMMA ↑ 43.87 50.45 55.29 63.36

0.15 − 0.33% due to the positional classification loss for the k-NN evaluation. Similarly, it
is about 2 − 3% due to sparsity and 0.06 − 0.46% due to the positional classification loss
for our linear probing. Notice that the boost due to the positional classification loss becomes
more significant with more epochs (e.g, for MoCoV3 and under the same running time, the
k-NN evaluation shows a boost of 3.59% due to sparsity and an additional 1.42% due to the
positional classification).

For the sake of completeness, we have also included best reported numbers for ViT-S/16
with significantly larger batch sizes and more training epochs.
Few-shot learning. In Table 3.2, we simulate transfers to small datasets. With reference to
ImageNet, we use the model pre-trained on the whole unlabeled dataset, train a linear layer on
top of the frozen features of the 1% or 10% subsets [33] and then evaluate the results on the
whole validation set. The results show that adding DILEMMA to MoCoV3 or DINO yields a
more label-efficient representation than with the corresponding baselines. Notice that in this
implementation DILEMMA is based on MoCoV3, which, as was observed in DINO [29], has
a consistently worse k-NN accuracy than DINO. Nonetheless, the addition of DILEMMA can
more than compensate for the performance gap.

3.3.2 Downstream Tasks

We evaluate DILEMMA on several datasets to assess its generalization capability across dif-
ferent classification and detection tasks. While DILEMMA improves the performance over
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Table 3.3: Transfer learning for image classification. Our method demonstrates superior
performance across various datasets, significantly improving over the baselines. The ↑ variants
are trained for the same duration as the corresponding (non-sparse) baselines. −Position refers
to the MoCoV3 case where the input tokens lack corresponding positional embeddings.

Dataset M
oC

oV
3

-P
os

iti
on

+S
pa

rs
ity

+D
IL

EM
M

A

+S
pa

rs
ity

↑

+D
IL

EM
M

A
↑

D
IN

O

+S
pa
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ity

+D
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M

A

+D
IL

EM
M

A
↑

Aircraft 38.70 16.29 43.29 44.43 44.64 46.02 45.66 46.83 46.86 48.60
Caltech101 87.35 60.79 89.25 89.55 89.89 90.29 88.30 89.16 89.58 89.66
Cars 28.72 5.88 40.14 42.32 40.21 43.44 47.07 48.45 49.04 50.85
CIFAR10 91.97 31.36 92.28 93.03 93.53 94.20 90.61 92.47 92.46 93.39
CIFAR100 75.09 13.96 77.30 77.56 78.88 80.05 74.06 77.00 77.22 78.85
DTD 64.63 50.59 65.05 64.47 65.48 65.37 66.22 68.40 67.50 68.30
Flowers102 91.67 60.51 93.25 93.41 94.21 94.47 94.54 94.70 95.20 95.38
Food101 67.97 31.64 71.39 71.94 72.96 74.10 73.00 74.97 74.90 75.48
INat19 33.30 18.12 42.38 43.76 42.84 44.13 47.36 51.32 52.51 52.71
Pets 84.63 53.34 86.35 85.88 88.93 88.53 85.83 85.45 85.91 86.54
STL10 95.76 70.61 96.09 96.08 96.90 96.75 96.62 96.85 97.06 97.41
SVHN 64.56 20.02 64.60 65.41 64.52 66.30 53.74 66.65 70.01 71.47
Yoga82 56.41 15.25 62.29 63.76 63.24 64.90 59.90 61.90 62.87 64.00

Average 67.75 34.49 71.05 71.66 72.02 72.97 70.99 73.40 73.93 74.82

the baselines in all the datasets, the most significant improvement seems to occur for more
shape-based tasks, such as pose classification. The evaluation on object segmentation, which is
a dense downstream task, illustrates the representation captured by the non-CLS tokens.

Transfer Learning. In Table 3.3, we evaluate the transfer capability of our representations for
image classification on several datasets. We use: Aircraft [177], Caltech101 [81], Cars [145],
CIFAR10 [146], CIFAR100 [146], DTD [44], Flowers102 [191], Food101 [22], INat19 [126],
Pets [199], STL10 [48], SVHN [189], and Yoga82 [250]. We train a linear layer on top of the
frozen features to accelerate the process. DILEMMA performs well in transfer learning across
all datasets and significantly more on datasets with shape-based tasks, such as Yoga82 [250]
(for yoga position classification).

We also try to measure approximately how much shape matters in each dataset. We
evaluate MoCoV3 with tokens without their position embedding. For simplicity, we use the
same pre-trained MoCoV3 used throughout the experiments (although one should ideally use
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Table 3.4: Semantic segmentation on ADE20K. Due to our per-token loss and corresponding
feedback, we achieve better dense representations, resulting in notable improvements over the
baselines. The ↑ variants are trained for the same duration as the corresponding (non-sparse)
baselines.

Method
Seg. w/ Lin. Seg. w/ UPerNet

mIoU mAcc aAcc mIoU mAcc aAcc

MoCoV3 12.44 15.91 65.95 32.13 43.37 76.79
+Sparsity 15.77 19.87 67.70 33.66 45.27 77.44
+DILEMMA 16.81 21.05 67.84 33.79 45.33 77.68
+Sparsity↑ 15.93 20.03 67.87 34.03 45.90 77.47
+DILEMMA ↑ 17.11 21.48 67.98 34.98 46.73 77.97

DINO 23.51 30.42 68.73 30.64 43.90 74.52
+Sparsity 26.75 34.20 71.61 33.82 47.01 76.56
+DILEMMA 27.78 35.63 72.63 34.11 47.50 76.73
+DILEMMA ↑ 28.72 36.72 72.79 34.87 47.95 77.61

a MoCoV3 trained without position embeddings). We indicate this case with −Position in
Table 3.3. Without position embedding these features are equivalent to a bag of features. We
can see that the improvement due to DILEMMA relative to the baseline MoCoV3 follows the
corresponding relative degradation due to the bag of features representation. This suggests that
DILEMMA tends to generalize better on datasets with shape-based tasks.

Semantic Segmentation on ADE20K. In Table 3.4, we show the evaluation of DILEMMA
on semantic segmentation. This task strongly relates to the shape of objects, thus we expect
significant improvement from a boost in shape discriminability. The semantic segmentation
capability of self-supervised methods is usually evaluated by fine-tuning the model with an
extra decoder. For that we use UPerNet [274] on the ADE20K [297] dataset and train the
model for 160K iterations with a batch size of 2 for ViT-Base and 8 for ViT-Small. We also
follow the evaluation protocol of iBOT [299] and just train a linear layer (for 160K iterations
and a batch size of 16) for semantic segmentation with a frozen backend to directly assess the
per-token representation. The results show that DILEMMA is also better than the baseline
models for dense classification tasks. It yields remarkable mIoU improvements of 4.6% against
MoCoV3 and of 5.2% against DINO in the linear settings and under the same training time.

Unsupervised Object Segmentation. In Table 3.5, we evaluate the single frame object seg-
mentation task. We use the mask generated from the attention of the CLS token (thresholded to
keep 0.9 of the mass) as in DINO [29], and report the Jaccard similarity between the ground
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Table 3.5: Unsupervised object segmentation. We show the mean region similarity Jm and
the mean contour-based accuracy Fm for DAVIS, and the Jaccard similarity for VOC12. The ↑

variants are trained for the same duration as the corresponding (non-sparse) baselines.

DAVIS VOC12
Method (J&F)m Jm Fm Jac.sim.

MoCoV3 58.28 57.46 59.09 46.50
+Sparsity 58.94 57.05 60.83 45.34
+DILEMMA 60.00 57.99 62.02 48.89
+Sparsity↑ 58.03 56.74 59.33 45.93
+DILEMMA ↑ 59.84 57.98 61.69 49.36

DINO 57.01 55.13 58.90 41.60
+Sparsity 56.83 54.84 58.81 40.03
+DILEMMA 57.60 55.39 59.80 39.71
+DILEMMA ↑ 57.25 55.18 59.31 44.14

truth and the mask evaluated on the validation set of PASCAL-VOC12 [76]. For the videos
we use the DAVIS-2017 video instance segmentation benchmark [204] and by following the
protocol introduced in Space-time by Jabri et al. [129] we segment scenes via the nearest
neighbor propagation of the mask. In these evaluations, the role of the positional classification
loss seems to be more important than sparsity alone.

Humanoid Vision Engine Benchmark. We also use the newly introduced HVE [93] to
evaluate our shape bias in Table 3.6. In HVE Shape dataset, the input images are only the depth
map of the foreground object which only contains shape information. We see that DILEMMA
outperforms the base model which confirms our hypothesis that DILEMMA can focus on
shape. For the HVE Texture, only four grey scaled random crops of the foreground object are
concatenated and fed as input, so predicting the right class requires high texture discriminability.
Results on HVE Texture show that DILEMMA’s better shape understanding did not harm the
texture discriminability.

Robustness against Background Change. Following the background challenge evaluation
metric [273], we compute the classification accuracy of the model on a subset of ImageNet
(IN-9) by changing the background and foreground. As shown in Table 3.7, in O/N.F. (Only/No
Foreground), M.S/R/N. (Mixed Same/Random/Next), where the foreground is visible or
accurately masked out, we outperform the base model. When the foreground is not visible
(O.BB. (Only Background with foreground box Blacked out) and O.BT. (Only Background
with foreground replaced with Tiled background)) the model performs correctly and does not
just rely on the background for image classification.
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Table 3.6: Humanoid Vision Engine benchmark results. DILEMMA excels in shape
recognition on the HVE [93] Shape dataset and maintains strong texture discriminability on the
HVE Texture dataset. The ↑ models are trained for the same total time as the baseline methods.

Method Shape Accuracy Texture Accuracy

MoCoV3 80.78 82.66
+Sparsity 82.55 81.78
+DILEMMA 83.58 82.11
+Sparsity↑ 82.72 82.77
+DILEMMA ↑ 83.52 83.82

DINO 80.84 79.47
+Sparsity 83.18 81.01
+DILEMMA 83.58 80.79
+DILEMMA ↑ 83.64 81.45

Table 3.7: Robustness against background changes. We evaluate robustness using the back-
ground challenge metric [273]. Our models outperform the baselines in scenarios with visible
or accurately masked foregrounds, and perform correctly without relying on the background
when the foreground is not visible. The ↑ models are trained for the same total time as the
baseline methods.

Method
Background Change Clean

M.N.(↑) M.R.(↑) M.S.(↑) N.F.(↑) O.BB.(↓) O.BT.(↓) O.F.(↑) IN-9(↑)

MoCoV3 64.52 65.68 78.57 38.69 9.41 10.67 77.80 91.65
+Sparsity 65.53 67.75 80.25 38.72 9.48 10.40 78.15 92.52
+DILEMMA 65.19 68.37 79.63 39.19 8.42 9.68 78.37 92.00
+Sparsity↑ 66.25 69.60 81.26 40.25 10.99 10.25 80.10 92.77
+DILEMMA ↑ 68.86 71.16 81.85 40.40 8.69 10.64 82.42 93.46

DINO 65.56 68.94 79.95 33.28 9.70 9.90 80.99 92.17
+Sparsity 67.68 71.28 82.10 35.23 8.89 11.11 83.26 93.43
+DILEMMA 69.58 71.85 82.89 36.02 9.31 10.47 83.75 93.06
+DILEMMA ↑ 69.38 73.75 82.94 38.54 8.81 9.90 84.69 93.93

3.3.3 Ablations

In these experiments, we want to validate empirically a number of choices: 1) we ask how
much the trained model is robust to occlusions (sparsity) and positional errors; 2) whether the
selection of tokens should be random or guided; 3) whether the ratio of dropped tokens should
remain constant in time or instead vary; 4) what the relevance of the positional classification
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Table 3.8: Dropping ratio. A random drop-
ping ratio is better than a constant one.

IN100 IN-1K
Sparsity k-NN Linear k-NN Linear
0% (Dense) 76.16 77.50 53.27 58.20
75% 73.98 77.78 52.99 57.90
Random 74.46 78.82 55.71 59.55

Table 3.9: Mismatch probability. Too much
mismatch between the tokens and their posi-
tions hurts performance.

IN-1K Yoga82
θ k-NN Linear k-NN Linear
0.3 55.34 59.79 34.95 56.63
0.2 55.63 59.84 35.94 57.26

Table 3.10: Mismatch detection (MD). De-
tecting misplaced tokens for dense inputs is
easily solved, but still improves the model’s
performance on shape based tasks. Note that
adding both MD and Sparsity to the base
model is the same as DILEMMA.

IN-1K Yoga82 MD
kNN Lin. kNN Lin. Acc.

MoCoV3 53.27 58.20 31.60 51.27 -
+MD 54.18 58.78 35.78 54.53 100
+Sparsity 55.71 59.55 32.73 50.90 -
+Both 55.63 59.84 35.94 57.26 96.2

Table 3.11: Variants of the loss. We evalu-
ate different loss variants and their effective-
ness in improving performance over the base-
line. While all variants show improvement,
DILEMMA proves to be the most effective.

IN-1K Yoga82
Task kNN Lin. kNN Lin.
None (MoCoV3) 53.27 58.20 31.60 51.27
Pos. Correction 54.77 58.95 35.74 56.15
Partial Jigsaw 55.72 59.19 34.77 56.79
Flip Detection 55.69 59.59 35.09 55.00
DILEMMA 55.63 59.84 35.94 57.26

loss is; 5) the impact of the number of positional errors used during training; 6) whether other
design variations are more effective than DILEMMA.

Ablation studies are conducted either on ImageNet100 (IN100) or ImageNet-1K (IN-1K).
For the smaller dataset we train the dense models for 300 epochs and the sparse models for
450 epochs (with the same hardware and time settings). For IN-1K experiments we train all
models for 50 epochs with MoCoV3 unless stated otherwise.

Randomized Dropping Ratio. In Table 3.8, we verify that a randomized dropping ratio is
better than a constant one. We conducted two experiments: one on IN100 and one on IN-1K.
The results show that a randomized dropping ratio performs better than a constant one. On the
more difficult IN-1K dataset, just applying sparsity is worse than using the dense model. Only
with a random dropping ratio can the sparse model outperform the dense model.

Mismatch Probability. The probability of a positional embedding mismatch θ is one of
the hyper-parameters of DILEMMA. Early in our experiments, we found out that 20% is
much better than 15% (which is used by Electra [47]), probably due to the higher information
redundancy in images compared to text. In Table 3.9, we show that θ = 30% yields worse
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Table 3.12: Training timing and memory usage. measured by training ViT-Small models
with four RTX Geforce 3090 GPUs. MC stands for Multi-Crop. † models use ViT-Base

Method BatchSize EpochTime MaxMem(GB)

SimCLR 640 21:35 23.65
+DILEMMA 1680 18:20 (×0.85) 23.17
MoCoV3 656 49:08 23.41
+DILEMMA 1664 32:11 (×0.65) 23.55
DINO 576 37:57 22.73
+DILEMMA 1184 24:13 (×0.64) 22.79
DINO(MC)† 144 3:07:21 22.85
+DILEMMA † 216 2:15:52 (×0.72) 23.69

performance than the default θ = 20%.

Position Classification Loss. In Table 3.10, we verify that the position classification loss helps,
by training a dense model with position mismatch detection. Surprisingly, even though the
Mismatch Detection (MD) (i.e., the average classification accuracy of the token locations –
see “MD Acc.” in Table 3.10) is easily solved (it achieves 100% in the dense case), the dense
model can still improve the performance of the model on a downstream task. The performance
improvement for a task like in Yoga82, which requires a better understanding of shape, is quite
significant both with the dense and randomized sparsity inputs.

DILEMMA Variants. We also tried some variants of DILEMMA. Instead of just detecting
the misplaced tokens, we predict the right position (as a classification task of 196 classes). The
other variant, which we call Partial Jigsaw, is to feed some tokens without position encoding
and ask the network to predict their position given the other (sparse) correctly position-encoded
tokens. Lastly, instead of corrupting the position, one can corrupt the content of a patch. Instead
of using complex methods like inpainting we simply horizontally flip some of the patches and
use the binary cross-entropy as our loss. Table 3.11 shows that even though all of these methods
do help in terms of shape discrimination, DILEMMA is the one with the best performance both
on IN-1K and Yoga82.

Timing. To show the efficiency of the proposed method, we ran SimCLR, MoCoV3, DINO
with and without multi-crop on 4 GPUs and reported the epoch times in table 3.12.

Token Dropping Policy. In Table 3.13, we compare the case of dropping the tokens that
are less important based on the attention of the teacher network [161] compared to randomly
dropping the tokens. Results show that simple random dropping works well and there is no
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Table 3.13: Token dropping
policy. Simply dropping the
tokens randomly is better than
using the importance of tokens
(based on CLS attention of the
teacher).

Policy k-NN Linear
Importance 71.88 76.76
Random 73.98 77.78

Table 3.14: Combining
DILEMMA with MAE.
Feeding wrongly positioned
tokens to the encoder of MAE
and detecting them, improves
the representation.

Method Linear Finetune
MAE 37.30 82.60
+DILEMMA 39.06 83.30

Table 3.15: Longer pretrain-
ing on IN-100. Training
for longer does not close
the gap between baseline and
DILEMMA.

Method 300 1000
Epochs Epochs

MoCoV3 77.50 79.76
+DILEMMA 78.82 81.26

need to introduce extra complexity to the policy.

Combining with MAE. To show the general applicability of our proposed method to masked
models, we misplaced some of the MAE [110] inputs and added DILEMMA loss to the encoder
of MAE in addition to the reconstruction loss of the decoder. Both MAE and DILEMMA
are trained for 200 epochs on IN-100 (using the exact same hyperparameters of the official
repository) and results in table 3.14 show that we can outperform MAE both in terms of linear
probe and finetuning.

Longer Pretraining. We pretrain MoCoV3 and DILEMMA for 1000 epochs on IN-100 and
evaluate their linear performance to see whether the benefits of DILEMMA still hold for longer
pretrainings. Results in table 3.15 show that indeed DILEMMA always performs better than
the baseline even with longer pretraining.

Weaker Data Augmentations. One of the most important factors for the performance of
contrastive learners is the data augmentation. In this short experiment (50 epochs of pretraining,
and 70 epochs of linear training) we only used random resized cropping (like MAE [110]) on
IN-1K for both MoCoV3 and DILEMMA. Linear probe accuracy of DILEMMA is 44.48%
and for MoCoV3 it is 29.65% (Note that a 100 epoch pretrained ResNet-50 [108] with
SimCLR [33] gets 33.1% accuracy). This huge gap shows that DILEMMA is a generic method
for representation learning and does not completely depend on the contrastive component of
the loss.

3.4 Discussion

In this chapter, we introduced DILEMMA, a novel self-supervised learning method that
addresses the challenges of computational efficiency and representation quality in vision
transformers through strategic use of sparsity. By integrating a shape-sensitive regularization
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loss with dynamic input sparsification, DILEMMA demonstrates how thoughtful application
of sparsity can enhance both the efficiency and effectiveness of SSL algorithms.

Our approach significantly advances the state-of-the-art in SSL by improving shape discrim-
inability in learned representations while simultaneously reducing computational demands. The
binary classification loss for detecting correct/incorrect positions of object parts, combined with
randomized input sparsity, proves to be a powerful technique for fostering shape discrimination.
This aligns with our thesis’s broader goal of leveraging sparsity to unlock new capabilities in
model training and application.

The teacher-student architecture employed in DILEMMA not only reduces storage and
computing resources but also provides a more robust reference for the student network across
different sparsity patterns. This innovative approach bridges the gap between training and test
data distributions, addressing a key challenge in SSL identified in our introduction.

DILEMMA’s performance improvements across established SSL methods such as Mo-
CoV3 [39], SimCLR [33], DINO [29], and MAE [110] under equivalent computational budgets
underscore its versatility and potential for broad adoption. These results validate our hypothesis
that incorporating shape-sensitive regularization into state-of-the-art SSL methods can lead
to enhanced representation learning, particularly beneficial for shape-based tasks like pose
classification.

As we transition to the next chapter on SCALE, we extend the principles of sparsity
explored in DILEMMA to the more complex domain of video analysis. This progression
allows us to address the challenges of computational efficiency, scalability, and representation
quality in the context of high-dimensional temporal data, further advancing our exploration of
efficient self-supervised visual representation learning via sparsity.



Chapter 4

SCALE: Spatio-Temporal Crop
Aggregation for Video Representation
Learning

Material in this chapter is based on: Sameni, Sepehr, Simon Jenni and Paolo
Favaro. “Spatio-Temporal Crop Aggregation for Video Representation Learning.”
2023 IEEE/CVF International Conference on Computer Vision (ICCV), Paris,
France, 2023, pp. 5641-5651. https://doi.org/10.1109/ICCV51070.
2023.00521 © 2023 IEEE.

Building upon our exploration of sparsity in self-supervised learning (SSL) from the
previous chapter, we now turn our attention to the challenging domain of video analysis. This
transition amplifies the core challenges of SSL identified in our introduction: computational
efficiency, scalability, and the quality of learned representations. In the context of video data,
these challenges are particularly acute due to the high-dimensional nature of video content and
the complexities of temporal dependencies.

The fundamental question we address is: How can we leverage sparsity and efficient
processing techniques to overcome the computational demands and scalability issues inherent
in video SSL, while simultaneously improving the quality and generalizability of learned
representations? This chapter introduces SCALE (Spatio-temporal Crop Aggregation for
video representation LEarning), a novel approach that directly tackles these challenges while
demonstrating how strategic sparsity and efficient processing can enhance model capabilities,
particularly in long-term video understanding.

Recent advancements in SSL have shown that pre-training with unlabeled data can surpass
supervised pre-training on various downstream tasks [9, 243]. However, SSL methods for
video representation learning present fundamental scalability challenges [123, 214, 244, 268].
Our work builds upon the insight that breaking down video processing into multiple steps,
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utilizing pre-trained general-purpose models, can lead to more efficient and scalable video
analysis [29, 83, 102, 109, 173, 212, 248].

SCALE addresses two key questions: 1) Can we further improve the performance of
pre-computed video features by training a model on top of them? 2) Can such training be made
computationally scalable? Our approach answers both questions affirmatively by leveraging
four key strategies: input sparsity, output sparsity, dimensionality reduction, and the use of a
pre-trained backbone.

Input sparsity is achieved by extracting a sparse set of clips from a video, reducing
computational load and memory requirements [3, 7, 97, 110, 244]. This approach extends the
concept of token sparsity introduced in the previous chapter to the spatio-temporal domain.
Output sparsity further reduces computational cost by using a sparse reconstruction output [16,
237, 257, 299]. We work in the latent space to reduce the dimensionality of both input and
output data [62, 248, 299]. Finally, we exploit SSL pre-trained models as backbones to reduce
training time and speed up processing per iteration.

SCALE integrates these components through two novel pseudo-tasks: Masked Clip Model-
ing (MCM) and a global feature token task. MCM reconstructs video clip embeddings as in
masked autoencoders [244], while the global feature task trains the model to output a summary
feature for a set of clips via contrastive learning. Both tasks utilize contrastive losses to enhance
the discriminability of individual clip embeddings and obtain a global video representation.

Our method consistently improves pretrained features, with more evident gains considering
the computational cost of other methods. For instance, SCALE outperforms VideoMAE [244]
and ρBYOL [83] on Kinetics400 with significantly reduced computational time.
Our contributions can be summarized as follows:

• We propose SCALE, a novel and highly scalable video representation method that is
trained via novel pseudo-tasks on sets of video clips, in contrast to existing methods that
work only with pairs of clips at a time [83, 212, 214].

• We demonstrate significant performance improvements in k-NN (retrieval), linear, and
nonlinear probing across a wide range of datasets for action classification (UCF [233],
HMDB [147], SSv2 [101], K400 [139]) and long-form video understanding (LVU [269]).

• We achieve consistent transfer learning performance improvement across diverse state-of-
the-art pre-trained backbones (architectures, scale, and pre-training tasks). Notably, our
nonlinear probed model even outperforms fully fine-tuned SVT [212] on HMDB [147].

By focusing on efficiency and scalability, SCALE not only advances our understanding of
SSL for video representation but also aligns with the broader goals of this thesis in exploring
how strategic sparsity can unlock new capabilities in model training and application. The
subsequent sections will dive deeper into the methodology, experiments, and results, illustrating
how SCALE contributes to the evolving landscape of efficient and effective self-supervised
learning in video analysis.
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4.1 Background

This chapter builds upon the foundations of self-supervised learning (SSL) for video represen-
tations, as detailed in Section 2.2. Our approach, SCALE, focuses particularly on long-term
video understanding, addressing limitations in existing methods that often struggle to capture
long-range temporal dependencies, as discussed in Section 2.2.4.

A key concept not previously elaborated is the use of continuous representations for
encoding spatial and temporal positions in videos. Inspired by recent advancements in 3D
scene representation, particularly Neural Radiance Fields (NeRF) [180], SCALE adopts a
Multi-Layer Perceptron (MLP) to encode clip positions. This approach contrasts with the fixed
grids commonly used in existing methods, allowing for more flexible and efficient processing
of long video sequences.

As highlighted in Section 2.2.5, input sparsity techniques have emerged as effective
strategies for improving the efficiency of video SSL models. SCALE extends these concepts by
combining sparse sampling with our continuous representation approach. This enables efficient
processing and aggregation of information from arbitrarily sampled space-time crops across
long videos, addressing the critical challenge of bridging the gap between short-term feature
learning and long-term video understanding in the field of video SSL.

4.2 Method

To describe SCALE, we first define some basic notation and functions, including a general
contrastive loss notation that we use for all training losses.

4.2.1 Notation

We use lower-case letters (e.g., z) for generic vectors and capital letters (e.g., Z) for their
sets. The expression a ⃝⃝c b denotes the concatenation of a and b. We avoid indicating the
parameters of networks (usually denoted by θ) if their presence and role are clear from the
context. During the training of neural networks, at each iteration, we sample a minibatch
of videos. All equations in the next sections are written for a single video in the minibatch.
Although not explicitly indicated, all contrastive losses use the other videos in the minibatch as
negatives.

4.2.2 Contrastive Loss

InfoNCE is a powerful method for representation learning [248] that can be used to maximize
the mutual information between two variables. Because we use this loss between different
variables throughout our method, we introduce here a unified notation. Let the paired sets A and
B have N elements each, A = {ai}Ni=1 and B = {bi}Ni=1, where ai are vectors of dimension
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dA and bi are vectors of dimension dB . We also introduce two Multi Layer Perceptrons (MLP),
parameterized with θA and θB , to project these vectors onto a common space of dimension d.
After feeding the elements ai and bi to the MLPs and normalizing them, we obtain

ãi =
MLPθA(a

i)

∥MLPθA(a
i)∥

and b̃i =
MLPθB (b

i)

∥MLPθB (b
i)∥

, (4.1)

where ∥ · ∥ denotes the L2 norm. We define the per-element loss based on the relative similarity
of ãi and b̃i, and by using a temperature τ

ℓ̃i(A,B, θA, θB) = − log
exp

(
ãi·b̃i
τ

)
N∑
j=1

exp
(
ãi·b̃j
τ

) . (4.2)

We then make the loss symmetric [209] by using

ℓi(A,B, θA, θB) = ℓ̃i(A,B) + ℓ̃i(B,A). (4.3)

Finally, we define the contrastive loss Lcntr(A,B, θA, θB) as the mean of ℓi

Lcntr(A,B, θA, θB) =
1

N

N∑
i=1

ℓi(A,B, θA, θB). (4.4)

As mentioned earlier on, for simplicity, in the rest of the paper we will not indicate the
parameters of the MLPs, and simply write Lcntr(A,B) or ℓi(A,B).

4.2.3 Training SCALE

In our method, we integrate 4 principles to drastically reduce the computational complexity of
learning a video representation: Input sparsity, output sparsity, dimensionality reduction, and
use of a pre-trained backbone. Moreover, we introduce two pseudo-tasks to train the model.
One task is based on the (contrastive) reconstruction of a masked video clip given some context
video clips. The second task is to build a global representation that is (contrastively) invariant
to the set of input sampled video clips. The overall training scheme of SCALE is illustrated in
Figure 4.1.
Input sparsity. As a first step, rather than processing a whole video, we collect a sparse set
of short video clips from the same video. Given a video V ∈ RH×W×T×3, where H , W
and T are the height, width, and duration (in frames) of the video, we sample 2 × K clips.
We divide the clips into two sets randomly. Each clip in the first set V 1

i ∈ RH1
i ×W 1

i ×T 1
i ×3,

with i = 1, . . . ,K, is obtained at the spatio-temporal location X1
i , Y

1
i , Q

1
i with different data

augmentations and dimensions H1
i , W 1

i and T 1
i . Similarly, we denote the second set of clips

V 2
i , for i = 1, . . . ,K. We also normalize their coordinates relative to the video dimensions
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Figure 4.1: Video Representation Learning with SCALE. For each video, SCALE extracts
two sets of video clips V 1

1 , . . . , V
1
K and V 2

1 , . . . , V
2
K . Each video clip is processed separately

through a frozen backbone E❄ and results in encoded video clips C1
1 , . . . , C

1
K and C2

1 , . . . , C
2
K .

Then, a random set of encodings in each set is masked and reconstructed at the output of the
predictor network (a transformer) (ℓi). The predictor network is also fed a class token CLS.
The corresponding output token encodes a summary CLSm of the m-th set of video clips. The
objective for these summary tokens is to be similar only when encoding video clips from the
same video (LSET).

and embed them onto a feature vector P j
i by feeding them to a learnable MLP. We denote these

embeddings

P j
i = MLP

([
Xj

i
H ,

Y j
i

W ,
Qj

i
T ,

Xj
i +Hj

i
H ,

Y j
i +W j

i
W ,

Qj
i+T j

i
T

]⊤)
, (4.5)

where j = 1, 2 and i = 1, . . . ,K.
Dimensionality reduction and pre-trained backbone. To reduce the dimensionality of
each video clip, we feed them independently to a frozen encoder E❄, to obtain the encodings
Cj
i = E❄(V

j
i ), where j = 1, 2 and i = 1, . . . ,K. Our framework is encoder-agnostic and thus

can work with encoders obtained through different training schemes (supervised, contrastive,
or autoencoder). In addition to reducing the dimensionality, we make the training even more
scalable by using pre-trained and frozen encoders. Note, however, that if performance is
the main goal, it is possible to also train a sparse backbone end to end with multiple clips.
Thanks to token dropping, one can drop up to 95% of the tokens [97] and still build a good
representation.
Output sparsity. As a self-supervised signal for our video representation learning, we use a
(contrastive) reconstruction loss. To reduce the computational cost, instead of predicting the
features for the whole video [84, 97, 244, 257] (asymmetric decoding), we only reconstruct
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a sparse set of masked clips. Our reconstruction objective is based on the observation that
video signals carry a lot of redundancy. Hence, we introduce a model, the predictor network, to
predict masked video clip embeddings given the other video clip embeddings (the context). We
follow the general approach of BERT [58] but implement the predictor network as a masked
autoencoder, where the reconstruction is based on a contrastive loss. The loss is applied only to
a sparse set M1 ⊂ {1, . . . ,K} of masked video clips. These clips are replaced by a learned
MSK token. All embeddings C1

i , including the masked ones, are added to their corresponding
position encoding P 1

i and are then fed to the predictor network. We also include an additional
learnable CLS token as input for the predictor network, which will be used for tasks with
multiple video clips. We denote the outputs of the predictor network as Ĉ1

i for the tokens
corresponding to C1

i , and as CLS1 for the token corresponding to CLS. Similarly, we feed
as inputs separately from the previous set all the video clips C2

i with their corresponding
positional embeddings P 2

i , and the same CLS token, and obtain Ĉ2
i and CLS2 respectively (see

Figure 4.1 for a visual depiction of these processing steps).
Contrastive reconstruction. Modeling all the details of a masked clip, even in the latent space
and even given the redundancy in videos, is a demanding task. Rather than increasing the
capacity of our model, since we are aiming for scalability, we keep our predictor network a
(relatively) shallow network and use contrastive learning [248]. With contrastive learning, the
predicted representation of the masked tokens should only be closer to the original unmasked
clip representation (after an MLP projection) than from all other clips from the same video and
the rest of the minibatch. Note that the rest of the clips in the same video act as hard negatives
in contrastive learning [215]. Also, since we are using a frozen backbone, we can afford to use
large minibatch sizes, which is known to be beneficial for contrastive learning [33]. We call
this contrastive reconstruction loss the Masked Clip Modeling (MCM) loss

LMCM =
∑
i∈M1

ℓi(Ĉ1, C1) +
∑
j∈M2

ℓj(Ĉ2, C2). (4.6)

Multiple video clips loss. The predictor network outputs features for each video clip that are
highly discriminative. This task is similar to that of a masked autoencoder [110] and gives you
an enhanced per-clip representation. For many video tasks, we need a global representation
for the whole video; for that, we introduce an additional pseudo-task that captures a more
global representation of a set of video clips. Our task takes inspiration from contrastive
learning methods used in SSL, which yield representations that perform well with linear
probing [33]. The loss aims to make the CLS1 and CLS2 tokens returned from the predictor
network more similar (recall that these two tokens are obtained from two separate groups of
video clips extracted from the same video) than to other class tokens from other videos within
the minibatch

LSET = Lcntr
(
CLS1,CLS2

)
. (4.7)

In addition to our contrastive loss (InfoNCE), one can use clustering [29] or regression [102]
losses. We choose InfoNCE for simplicity and for better compatibility between the losses. As
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Table 4.1: Training throughput and memory usage. GPU VRAM usage (GB) and max
training speed (samples/s) using one 3090 GPU for ViTB with varying batch sizes and SSL
tasks for videos. MoCoV3

Sparse is akin to MSN (Masked Siamese Networks) [7]. OOM indicates
Out Of Memory error.

Batch Size 8 19 57 2048 Samples/s

MoCoV3 23.47 OOM OOM OOM 8.66
VMAE 11.42 22.80 OOM OOM 33.54
MoCoV3

Sparse 5.49 9.27 23.62 OOM 28.83
SCALE 1.21 1.23 1.58 19.52 9224.65

the overall loss, we use the sum of both loss terms (without any weights)

L = LMCM + LSET, (4.8)

4.3 Experiments

We evaluate SCALE on several commonly used action classification datasets for video repre-
sentation learning. As our performance metric, we primarily use linear probing and nonlinear
probing [113]. For the smaller datasets, we also use k-NN classifiers (which are training-free)
and demonstrate that the proposed method improves upon both unsupervised and supervised
backbones.

4.3.1 Experimental Setup and Protocols

Computational Efficiency: In Table 4.1, we show estimates of the maximum batch sizes and
the training throughput for different methods trained with the same computational and memory
resources. As can be seen, SCALE is orders of magnitude more efficient than other SotA
methods. Also during multi-crop inference, our method only results in an FLOP increase of
approximately 0.001%.
Datasets: Following prior work [83, 212, 214] we use Kinetics-400 [139], UCF-101 [233]
(split 1), HMDB-51 [147] (split 1), and Something-Something v2 (SSv2) [101] to train and
evaluate our models. We also use the LVU benchmark [269] to showcase our long-form video
understanding capabilities. Note that almost 35% of LVU videos are not available to download
from YouTube anymore; thus, our results are not directly comparable with prior methods.
Pretrained backbones: We use the pretrained checkpoints of ρBYOL [83], SVT [212], and
three variants of VideoMAE [244] (base(B), large(L), and fine-tuned base(FT)). We choose
ρBYOL for their excellent linear performance, SVT for the usage of ViT [67], and VMAE
for showing 1) the applicability of our proposed method to MAE models, 2) the scalability
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Table 4.2: Long-Form Video Understanding Results. Linear and nonlinear probing accura-
cies on LVU [269] classification tasks. SCALE shows significant performance improvement
compared to baselines, indicating its ability to capture long-form video features. The first two
rows are greyed out as direct comparison is not possible due to the unavailability of the full
dataset for download.

Relation Speak Scene Director Genre Writer Year

SlowFast+NL [258] 52.40 35.80 54.70 44.90 53.00 36.30 52.50
ViS4mer [128] 57.14 40.79 67.44 62.61 54.71 48.80 44.75

SV
T

Linear 64.70 35.77 62.33 37.27 54.35 52.12 28.46
SCALE linear 73.52+8.82 40.65+4.88 68.83+6.50 46.36+9.09 57.94+3.59 56.38+4.26 39.23+10.77

MLP 67.64 39.02 66.23 45.45 56.92 57.44 36.15
Transformer 70.58 40.65 68.83 47.27 57.17 58.51 36.92

SCALE ft 76.47+5.89 42.27+1.62 74.02+5.19 49.09+1.82 58.97+1.80 62.76+4.25 39.23+2.31

ρ
B

Y
O

L

Linear 52.94 38.21 53.24 36.36 51.79 57.44 33.84
SCALE linear 67.64+14.70 43.08+4.87 66.23+12.99 44.54+8.18 53.33+1.54 60.63+3.19 40.00+6.16

MLP 62.35 41.46 62.42 47.27 52.56 59.57 40.00
Transformer 65.09 44.71 66.23 50.90 53.07 61.70 43.84

SCALE ft 67.64+2.55 45.52+0.81 71.42+5.19 51.81+0.91 55.72+2.65 65.95+4.25 46.92+3.08

of our method to larger models, and 3) possibility of using supervisedly fine-tuned models
as our backbone. All the models are self-supervisedly pretrained on Kinetics-400, except the
fine-tuned VMAE base that was also supervisedly finetuned on Kinetics-400. We also used a
backbone pretrained and fine-tuned on SSv2 (VMAEB

SSv2) for the SSv2 experiment to show the
universality of SCALE with respect to the pretraining dataset.
Self-supervised Training: For training data, we extract 16 clips of 16 frames from each
video per dataset and save their feature encodings to disk. We use PySlowFast’s common
data augmentations for that [77]. For evaluation, we follow the 5× 3 scheme [82] (uniformly
sampling 5 clips from a video along its temporal axis and then taking 3 spatial crops) and
extract 15 clips from each video (except for SSv2, where we extract 2 × 3 clips [255]). As
the architecture for the predictor network, we use an encoder-only Transformer [249] and a
three-layer MLP (without batch normalization [127]) for the contrastive heads. Unless stated
otherwise, we train our models for 500 epochs (for example, training with VMAEB on SSV2
takes 137 minutes with one 3090 GPU) with a batch size of 512 and use all 16 clips. We use
Adam [140] with cosine annealing learning rate schedule [174] for optimization.
Evaluation: Since our focus is on efficient and scalable video classification, we always freeze
the backbones in our evaluation (as in our self-supervised pretraining) and either train a linear
classifier [83, 212] or fine-tune the predictor network (the transformer) with an additional linear
head. Therefore, when we refer to fine-tuning (ft), we only adapt the nonlinear head (e.g.,
predictor network) but not the backbone. We apply a grid search for the hyper-parameters
of the heads covering learning rate, weight decay, batch size, and optimizer type. Similar
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Table 4.3: SSv2 Results. Linear and nonlinear probing accuracies on SSv2 [101]. We see
that both SCALE linear and SCALE ft outperform other methods and improve the classification
accuracies by a large margin. We also see that SCALE ft, with its better initialization, always
outperforms the Transformer. VMAEB

SSv2 was pretrained and fine-tuned on SSv2.

SVT ρBYOL VMAEB VMAEL VMAEB
ft VMAEB

SSv2

Linear 20.30 25.30 18.31 27.94 28.90 70.53

SCALE linear 25.26 27.16 21.24 30.18 33.25 70.63

MLP 21.43 26.46 19.42 27.96 29.83 70.52

Transformer 29.24 30.99 24.26 34.39 35.60 70.57

SCALE ft 29.68 31.83 25.25 36.34 37.38 70.69

to MAE [110], we found that applying a batch normalization layer [127] without affine
transformations is beneficial for VideoMAE models. As the linear baseline, we consider the
well-established ensembling approach, i.e., we average the softmax predictions of the 15 clips
(6 for SSv2) to obtain the final prediction. For models that process multiple clips at once (like
ours), we likewise apply a linear softmax head on the concatenation of the individual clip
features and the [SET] token before averaging to obtain the final prediction. For the smaller
datasets, we also use k-NN classification, where, similar to DINO [29], we always use k = 20

and work with l2 normalized representations.
Nonlinear baselines: As SCALE is a nonlinear model, we consider an MLP on top of the frozen
backbone as a nonlinear baseline. As a further baseline and to illustrate the effect of our self-
supervised pre-training, we consider a Transformer trained on all the clip representations. This
Transformer uses the exact same architecture as SCALE, and only differs in the initialization:
in the case of SCALE we start from our proposed SSL pre-trained weights instead of random
initialization.

4.3.2 Results

LVU: One of the benefits of SCALE is that it can be used to process long videos, even though
the backbones were trained on short videos only. To demonstrate the ability to capture long-
form video features, we evaluated SCALE on LVU [269], a benchmark that involves seven
classification (and two regression) tasks on minute-long videos. Past studies [128, 258] have
established that increasing the input’s time span enhances accuracy in this challenging dataset.
As shown in Table 4.2, our experiments indicate that SCALE can improve the baseline model’s
performance by a considerable margin. Moreover, we found that fine-tuning SCALE can lead
to further enhancements.
SSv2: Multiple classes in SSv2 share similar backgrounds and only differ in motion [122],
suggesting that high performance on this dataset demonstrates that the model has captured
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Table 4.4: UCF Results. Linear and nonlinear probing accuracies on UCF-101 [233]. SCALE

ft outperforms all the other models and, in the case of ρBYOL, even gets performance close
to a fully finetuned model. Also, in most cases, SCALE linear outperforms the fine-tuned
Transformer and achieves state-of-the-art results in linear probing (previous SotA using RGB
frames was 92.6 [214]). We further see a significant accuracy improvement in k-NN probing,
especially for pre-trained MAE-based models.

SVT ρBYOL VMAEB VMAEL VMAEB
ft

k-NN 87.20 85.19 35.05 49.14 96.82

SCALE k-NN 89.00 83.47 65.63 76.02 97.38

Linear 91.27 89.55 66.53 84.53 97.91

SCALE linear 92.65 91.43 74.46 86.78 98.14

MLP 91.17 93.60 71.97 87.04 98.04

Transformer 92.20 94.34 68.22 86.30 98.04

SCALE ft 92.94 95.00 76.07 89.92 98.46

FTreported 93.7 95.4 96.1 - -

strong motion-related contextual cues [212]. Results in Table 4.3 show that we outperform
the state-of-the-art. On this dataset, we see a large performance gap between models that
process single clips at a time (Linear and MLP) and the models that work with multiple clips
(SCALE and Transformer). We can see SCALE linear is also outperforming the MLP, showing
that SCALE is able to capture motion and long-form temporal features of the video. We even
improve the supervised model trained on SSv2 (VMAEB

SSv2).

UCF-101 & HMDB-51: For these smaller datasets, besides linear and nonlinear probing, we
also use k-NN probing (see Table 4.4 and Table 4.5). With SCALE k-NN, we see a consistent
improvement over the baseline and find that pre-trained MAE-based models greatly benefit
from our training. This can be explained by the additional invariance properties introduced
through the SET loss term in SCALE training. Across the board, we also see that in the
case of linear probing, not only does SCALE linear outperform Linear, but it also outperforms
Transformer, which leverages many more parameters. In the case of SVT, our SCALE linear also
outperforms the best reported linear accuracy on UCF101 (92.7% vs. 92.6% [214]). Finally,
SCALE ft achieves better results than all the nonlinear baselines and even outperforms the fully
fine-tuned SVT (68.1% vs. 67.2%).

Kinetics-400: We present our main results on K400 [139] in Table 4.6. Our SCALE linear with
SVT backbone beats the previous state of the art (71.8% vs. 71.5% [83]) and SCALE ft can
even improve the accuracy of VMAEB

ft , which is a strong supervised model, from 81.5% to
81.84%.
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Table 4.5: HMDB Results. Linear and nonlinear probing accuracies on HMDB-51 [147].
Despite the small size of the dataset, we see that SCALE ft is outperforming all the other
methods, and in the case of SVT, it even outperforms the fully fine-tuned model. We also
see that SCALE linear outperforms the Transformer in most cases with only a single linear
layer (the best linear accuracy in the literature is 66.7% [214]). Similar to UCF results, we
see a considerable increase in the performance of k-NN classifiers for pre-trained MAE-based
models.

SVT ρBYOL VMAEB VMAEL VMAEB
ft

k-NN 51.83 49.67 21.96 29.21 72.81

SCALE k-NN 56.01 51.56 37.18 51.30 71.83

Linear 63.07 61.17 45.22 60.26 76.33

SCALE linear 66.33 63.92 52.15 62.35 78.36

MLP 63.00 64.77 49.01 62.61 77.45

Transformer 63.98 66.16 47.32 61.50 76.86

SCALE ft 68.10 66.79 51.89 64.83 79.34

FTreported 67.2 73.6 73.3 - -

Following the evaluation setup of self-supervised image representations [29, 33, 299], we
also introduce low-shot K400 video classifications by sampling 10 percent of the videos (in a
class-balanced way) and training the probes only on those. We still test on the whole evaluation
set of K400. This low-shot setting is more aligned with the typical use-case of self-supervised
models in which there is abundant unlabeled data for training via self-supervision and a small
set of labeled data for fine-tuning. Results in Table 4.7 show that our method is particularly
effective in this low-shot setting. While most other nonlinear probes overfit and perform worse
than the linear probes, our SCALE ft does not overfit and clearly outperforms the baselines.

4.3.3 Ablations

In this section, we start from a baseline setup consisting of a two-layer transformer with a
hidden size of 256, 20% chance of masking clips, trained with a batch size of 512 for 200
epochs, and using two sets of 8 views for representation learning. Using SCALE ft, we explore
different loss functions, masking ratios, number of layers, and finally, the number of views
during training and testing. All experiments are performed on UCF and HMDB.

Loss Function: As explained in the method section, we have two loss terms, and each of them
can be enabled or disabled for the pretraining. In Table 4.8 we show that having both loss terms
is better than the individual loss terms.
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Table 4.6: Kinetics-400 Results. Linear and nonlinear probing accuracies on Kinetics-
400 [139] without any extra data and using RGB frames only. While SCALE linear is on
par with Linear, we observe clear improvements for nonlinear probing in the case of SCALE ft.
Note that the best linear accuracy on this dataset (without any extra data) is 71.5 [83] and the
best full fine-tuning accuracy is 86.7 [263].

SVT ρBYOL VMAEB VMAEL VMAEB
ft

Linear 71.71 68.82 43.50 60.73 81.52

SCALE linear 71.78 68.38 43.96 60.66 81.44

MLP 71.19 69.42 45.48 61.64 81.27

Transformer 72.18 69.28 44.85 62.15 81.70

SCALE ft 72.38 69.63 46.15 62.67 81.84

Table 4.7: Kinetics-400 Low-shot Results. Linear and nonlinear probing accuracies on 10%
of Kinetics-400 [139]. SCALE is more robust to the size of the labeled dataset. SCALE ft

does not overfit like the other nonlinear probes (MLP and Transformer) and outperforms the
baselines. VMAEB

ft is greyed out since it was already fine-tuned on the whole labeled dataset
and is only reported here for consistency with the other tables.

SVT ρBYOL VMAEB VMAEL VMAEB
ft

Linear 66.43 56.43 31.25 48.42 79.79

SCALE linear 65.96 57.74 34.03 49.21 79.94

MLP 65.44 58.68 30.47 48.27 79.37

Transformer 64.97 58.95 29.89 48.27 79.47

SCALE ft 67.01 59.52 33.92 50.36 80.47

Masking Ratio: Masking ratio is an important hyperparameter and depends on the data
modality, for example, BERT [58] uses 15%, MSN [7] uses 30% (for ViT-Base), MAE [110]
uses 75%, and VideoMAE [244] uses 90 to 95% masking. Since our clip representations are
somewhat abstract representations of the video, we expect the optimal masking ratio to be
close to NLP models rather than video MAEs. We have observed a steady decrease in the
pretraining task’s performance with higher masking ratios, so we only tested low masking
ratios in Table 4.9 and found out that 25% is the optimal masking ratio.

Transformer Capacity: We also explore the number of transformer layers and their hidden
size in Table 4.10. We can see that having more than one transformer layer is necessary for
good results and too few hidden channels can hurt performance. However, there is a trade-off,
and deeper transformers can lead to worse performance.
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Table 4.8: Loss Function. SCALE ft accuracy
with different loss function combinations (the
masking ratio here is 20%). We can see that
having MCM is always beneficial, and the
SET loss is almost always helpful. We use
both loss terms for our final model.

Loss Term UCF-101 HMDB-51
SET MCM SVT ρBYOL SVT ρBYOL

✓ ✗ 91.80 92.20 64.50 63.59
✗ ✓ 92.01 93.81 62.81 64.05
✓ ✓ 93.20 92.99 64.57 65.61

Table 4.9: Masking Ratio. SCALE ft ac-
curacy with different masking ratios. We
observe best results around 25% similar to
NLP models [58] (15%), and different from
low-level video models like VideoMAE [244]
(90%).

Masking UCF-101 HMDB-51
Ratio SVT ρBYOL SVT ρBYOL

0.15 93.18 93.25 64.37 64.83
0.25 93.20 93.81 65.49 65.62
0.35 93.15 93.06 64.18 65.22
0.45 92.96 93.02 63.39 64.96

Number of Views: Finally, we studied the model performance as we changed the number
of views and batch size fed to the model. As can be seen in Table 4.11, having more views
has a large and consistent impact on the performance, and since we have hard negatives for
contrastive loss within the video, we are not too reliant on large batch sizes.
CLIP: We conducted an additional experiment with OpenCLIP-ViT-B/16 [42] on Kinetics400
and SSv2. We utilized only 16 random frames (rather than clips) for pretraining and evaluation.
Table 4.12 demonstrates the effectiveness of our method in the weakly supervised setting.
However, it should be noted that this approach requires careful exploration. Based on our
preliminary results, CLIP gives extremely similar encodings to different frames of the same
video, making the MCM task difficult, and the MCM accuracy is considerably lower than the
video encoder case.

4.4 Discussion

SCALE represents a significant advancement in self-supervised learning for video representa-
tion, extending the sparsity principles introduced with DILEMMA to the more complex domain
of video analysis. By leveraging spatio-temporal crop aggregation and novel pseudo-tasks, our
approach demonstrates how sparsity can effectively address the challenges of computational
efficiency, scalability, and representation quality in high-dimensional temporal data.

Our method’s ability to process multiple clips simultaneously while maintaining computa-
tional efficiency directly tackles the scalability issues inherent in video SSL. The introduction
of Masked Clip Modeling and the global feature token task showcases how sparsity can enhance
both local and global video understanding.

Extensive experiments across various action classification and long-form video under-
standing datasets validate SCALE’s effectiveness, consistently outperforming state-of-the-art
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Table 4.10: Transformer Capacity. SCALE

ft accuracy with different model capacities.
Having more than one transformer layer and
not too few hidden channels is necessary for
the best performance.

Hidden Num UCF-101 HMDB-51
Dim Layers SVT ρBYOL SVT ρBYOL

64 1 - 92.62 - 63.16
128 1 - 92.83 - 63.68
256 1 - 92.86 - 64.39
128 2 92.78 93.52 63.26 65.55
256 2 93.20 93.81 65.49 65.62
512 2 92.57 93.66 65.68 64.77
128 3 92.33 93.25 64.83 65.55
256 3 92.75 93.52 65.49 65.16
512 3 92.86 92.93 65.49 64.84

Table 4.11: Number of Views. SCALE ft

accuracy with different numbers of clips and
batch sizes. More views lead to consistent
improvement, and large batch sizes are not
necessary because of the hard negatives.

Num Batch UCF-101 HMDB-51
Views Size SVT ρBYOL SVT ρBYOL

4 × 2 256 92.65 92.83 64.35 64.24
6 × 2 256 92.70 93.07 64.57 64.37
8 × 2 256 92.80 93.49 64.64 64.63
4 × 2 512 92.67 93.49 64.85 64.50
6 × 2 512 93.18 93.68 64.90 65.35
8 × 2 512 93.20 93.81 65.49 65.62
4 × 2 1024 92.75 93.36 64.77 65.15
6 × 2 1024 92.96 93.57 64.96 65.48
8 × 2 1024 93.07 OOM 65.29 OOM

Table 4.12: CLIP Results. Probing accuracies on K400 and SSv2 with OpenCLIP-ViT-
B/16 [42] with 16 frames (not clips).

Linear SCALElinear MLP Transformer SCALEft

SSv2 15.22 17.70 16.98 22.92 23.51
K400 68.85 69.59 69.14 70.93 71.81

methods while significantly reducing computational demands. Notably, our approach’s ability
to improve upon diverse pre-trained backbones underscores its versatility and potential for
broad adoption.

SCALE’s robust performance in low-shot learning scenarios and its effectiveness in en-
hancing pre-computed video features address key challenges in video SSL identified in our
introduction. The surprising effectiveness of contrastive masked modeling on representations
trained to be invariant to spatio-temporal crops opens intriguing questions about the nature of
learned representations and the potential role of benign memorization [5].

As we transition to the next chapter on RIVER, we extend the principles of sparsity explored
in SCALE to the domain of video generation. This progression allows us to investigate whether
these efficient processing techniques can be applied to generative tasks, potentially expanding
the scope of sparse representations in video understanding and synthesis. This shift from
discriminative to generative tasks represents a significant step in our exploration of efficient
self-supervised visual representation learning via sparsity.
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RIVER: Efficient Video Prediction via
Sparsely Conditioned Flow Matching

Material in this chapter is based on: Aram Davtyan*, Sepehr Sameni* and Paolo
Favaro, “Efficient Video Prediction via Sparsely Conditioned Flow Matching.”
2023 IEEE/CVF International Conference on Computer Vision (ICCV), Paris,
France, 2023, pp. 23206-23217. https://doi.ieeecomputersociety.
org/10.1109/ICCV51070.2023.02126 © 2023 IEEE.

Building upon our exploration of sparsity in self-supervised learning (SSL) from the previ-
ous chapters, we now shift our focus to generative models, specifically in the domain of video
prediction. This transition allows us to explore implicit representation learning, where models
learn to capture complex world dynamics without explicit supervision. By tackling video
prediction, we address a fundamental question: how can we efficiently process and generate
high-dimensional temporal data while implicitly learning robust world representations? This
chapter introduces RIVER (Random frame conditioned flow Integration for VidEo pRediction),
a novel approach that demonstrates how strategic sparsity and efficient processing can enhance
model capabilities in video prediction, serving as an implicit world model.

Video prediction, i.e., the task of predicting future frames given past ones, is a fundamental
component of an agent that needs to interact with an environment [11]. This capability enables
planning and advanced reasoning, especially when other agents are in the scene [86, 87, 276].
More generally, however, a video prediction model that can generalize to new unseen scenarios
needs to implicitly understand the scene, i.e., detect and classify objects, learn how each
object moves and interacts, estimate the 3D shape and location of the objects, model the laws
of physics of the environment, and so on. In essence, these models serve as implicit world
models, capturing the dynamics and structure of the environment they observe without explicit
supervision.

*Equal contribution
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This implicit learning of world representations is particularly valuable because it doesn’t
require any labeling, making it an excellent candidate for learning from readily available
unannotated datasets. The process of predicting future frames naturally leads to rich and
powerful representations of videos, as the model must internalize complex spatio-temporal
relationships and physical laws to make accurate predictions.

While the literature in video prediction is by now relatively rich [11, 57, 151], the quality
of the predicted frames has been achieving realistic levels only recently [107, 119, 252, 282].
This has been mostly due to the exceptional complexity of this task and the difficulty of training
models that can generalize well to unseen (but in-domain) data.

One of the key challenges of synthesizing realistic predicted frames is to ensure the temporal
consistency of the generated sequence. To this aim, conditioning on as many past frames as
possible is a desirable requirement. In fact, with only two past frames it is possible to predict
only constant motions at test time, and for general complex motions, such as object interactions
(e.g., a ball bouncing off a cube in CLEVRER [283]), many more frames are needed. However,
conditioning on many past frames comes either at the sacrifice of the video quality or at a high
computational cost, as shown in Figure 5.1. In the literature, we see two main approaches
to address these issues: 1) models that take a fixed large temporal window of past frames as
input and 2) models that compress all the past into a state, such as recurrent neural networks
(RNNs)[10, 11, 57]. Fixed window models require considerable memory and computations
both during training and at inference time. Although methods such as Flexible Diffusion[107]
can gain considerable performance by choosing carefully non contiguous past frames, their
computational cost still remains demanding. RNNs also require considerable memory and
computations resources at training time, as they always need to feed a sequence from the
beginning to learn how to predict the next frame. Moreover, training these models is typically
challenging due to the vanishing gradients [118].

To address these challenges, we propose RIVER, a novel training procedure for video
prediction that is computationally efficient and delivers high quality frame prediction. Our
approach draws inspiration from recent advancements in diffusion models for image gener-
ation [115]. We adapt the idea of sparse conditioning, introduced by 3DiM [262], to video
prediction. This allows us to condition the generation of the next frame on a randomly chosen
sparse set of past frames during the diffusion process, effectively limiting the computational
complexity at both training and test time.

To further enhance efficiency, we compress videos via VQGAN autoencoding [75] and
work in the latent space. This design choice has been shown to enable efficient generation of
high-resolution images [216]. We also incorporate a refinement network to improve frame
quality and correct temporal inconsistencies during post-processing.

A significant performance boost is achieved by adapting Flow Matching [164] to video pre-
diction, resulting in better convergence at training time and improved image quality generation.
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Figure 5.1: Efficiency and speed comparisons of RIVER. Left: RIVER achieves an ideal trade-
off between quality of generated videos (FVD [246]) and compute needed to train the model
on the BAIR dataset [72]. This makes research on video models more easily scalable. Right:
FVD vs. inference speed, the time required to generate a 16 frames long 64×64 resolution
video on a single Nvidia GeForce RTX 3090 GPU. The sizes of the markers are proportional
to the standard deviation of measured times in 20 independent experiments. We compare to
diffusion-based models (RaMViD [119], MCVD [252]), an RNN-based model (SRVP [89]),
and a Transformer-based model (LVT [210]). Due to sparse past frame conditioning, RIVER
achieves reasonable sampling time. The focus of our method is primarily on efficient training
to enable exploring new ideas and architectures, rather than optimizing sampling time, though
we still achieve competitive inference speed.

Finally, we introduce a warm-start sampling technique to make our method more efficient at
inference time, leveraging the fact that in video prediction, content changes slowly over time.

We demonstrate RIVER on common video prediction benchmarks, showing that it performs
on par or better than state-of-the-art methods while being much more efficient to train. We also
illustrate RIVER’s capability in video generation, interpolation, and prediction of non-trivial
long-term object interactions, showcasing its potential as an implicit world model.
Our contributions can be summarized as follows:

• We extend flow matching to video prediction;

• We design a model that is efficient to train and use at test time;

• Our approach can be conditioned on arbitrarily many past frames;

• We introduce a warm-start sampling technique for improved efficiency at test time.

By focusing on efficiency and scalability in video prediction, RIVER advances our un-
derstanding of world modeling through implicit representation learning. This aligns with the
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broader goals of this thesis in exploring how efficient processing can unlock new capabilities
in model training and application, particularly in the context of world modeling through video
prediction. The subsequent sections will dive deeper into the methodology, experiments, and
results, illustrating how RIVER contributes to the evolving landscape of efficient and effective
video prediction while implicitly learning powerful world representations.

5.1 Background

This chapter extends the concepts of video prediction discussed in Section 2.2.6, with a focus
on recent advancements that form the foundation for RIVER’s approach. Our method builds
upon three key developments in generative modeling that were not elaborated in the main
background chapter.

In the realm of diffusion models, the concept of “implicit” conditioning has emerged
as a promising approach. This idea was notably applied by 3DiM [262] to 3D multi-view
reconstruction. In this method, instead of conditioning on all views simultaneously, the
denoising network is conditioned on a random view at each step of the diffusion process.
This approach effectively distributes the conditioning over multiple steps, potentially reducing
computational complexity while maintaining model performance. RIVER extends this concept
to video prediction, applying it to past frames rather than views.

A significant recent development in generative modeling is conditional flow matching,
introduced by Lipman et al. [164]. This approach generalizes diffusion models and has demon-
strated faster training convergence and improved results compared to traditional denoising
diffusion models. Flow matching provides an explicit mapping from noise instances to image
samples, offering a more flexible framework than standard diffusion models. RIVER adopts
and adapts this framework for the task of video prediction, leveraging its benefits in the context
of generating future video frames.

Researchers have also proposed various methods to accelerate or improve vanilla diffusion
models [60, 137, 143]. Of particular relevance to RIVER is the concept of starting the genera-
tion process from an intermediate point rather than from pure noise. For instance, CCDF [43]
initiates the backward denoising process from an intermediate time step using an initial guess
of the final output. Inspired by this idea, RIVER introduces a “warm start” technique within
the flow matching formulation. This approach leverages the temporal continuity inherent in
video sequences to improve efficiency at inference time.

By integrating these advancements in implicit conditioning, flow matching, and acceleration
techniques, RIVER aims to advance the state of the art in efficient and high-quality video
prediction, effectively learning and utilizing implicit world representations.
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Figure 5.2: Inference with RIVER. In order to generate the next frame zT (top-right), we
sample an initial estimate from the standard normal distribution zTt (bottom-left) and integrate
the ODE (5.2) by querying our model at each step with a random conditioning frame from the
past zc and previous frame zT−1 (top). We omitted the encoding/decoding for simplicity.

5.2 Method

Let x = {x1, . . . , xm}, where xi ∈ R3×H×W , be a video consisting of m RGB images. The
task of video prediction is to forecast the upcoming n frames of a video given the first k frames,
where m = n+ k. Thus, it requires modelling the following distribution:

p(xk+1, . . . , xk+n | x1, . . . , xk) =
n∏

i=1

p(xk+i | x1, . . . , xk+i−1). (5.1)

The decomposition in eq. (5.1) suggests an autoregressive sampling of the future frames.
However, explicitly conditioning the next frame on all the past frames is computationally
and memory-wise demanding. In order to overcome this issue, prior work suggests to use a
recurrently updated memory variable [31, 194, 251, 260] or to restrict the conditioning window
to a fixed number of frames [119, 252, 264, 282]. We instead propose to model each one-step
predictive conditional distribution as a denoising probability density path that starts from a
standard normal distribution. Moreover, rather than using score-based diffusion models [232]
to fit those paths, we choose flow matching[164], a simpler method to train generative models.
We further leverage the iterative nature of sampling from the learned flow and use a single
random conditioning frame from the past at each iteration. This results in a simple and efficient
training. An idea similar to ours was first introduced in [262] for novel view synthesis in 3D
applications. In this paper, however, we made some design choices to adapt it to videos.
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5.2.1 Latent Image Compression

Although we could operate directly on the pixels of the frames xi, we introduce a compres-
sion step that reduces the dimensionality of the data samples and thus the overall numerical
complexity of our approach. Given a dataset of videos D, we train a VQGAN [75] on single
frames from that dataset. The VQGAN consists of an encoder E and a decoder D and allows
to learn a perceptually rich latent codebook through a vector quantization bottleneck and an
adversarial reconstruction loss [247]. A trained VQGAN is then used to compress the images
to much lower resolution feature maps. That is, z = E(x) ∈ Rc×H

f
×W

f , where x ∈ R3×H×W .
Commonly used values for c are 4 or 8 and for f are 8 or 16, which means that a 256× 256

image can be downsampled to up to a 16 × 16 grid. Following [216], we let the decoder D
absorb the quantization layer and work in the pre-quantized latent space. Further in the paper,
when referring to video frames we always assume that they are encoded in the latent space of a
pretrained VQGAN.

5.2.2 Flow Matching

Flow matching was introduced in [164] as a simpler albeit more general and more efficient
alternative to diffusion models [115]. A similar framework incorporating straight flows has
also been proposed independently in [4, 168]. We assume that we are given samples from
an unknown data distribution q(z). In our case, the data sample z is the encoding of a
video frame x via VQGAN. The aim of flow matching is to learn a temporal vector field
vt(z) : [0, 1]×Rd → Rd, with t ∈ [0, 1], such that the following ordinary differential equation
(ODE)

ϕ̇t(z) = vt(ϕt(z)) (5.2)

ϕ0(z) = z (5.3)

defines a flow ϕt(z) : [0, 1] × Rd → Rd that pushes p0(z) = N (z | 0, 1) towards some
distribution p1(z) ≈ q(z) along some probability density path pt(z). That is, pt = [ϕt]∗p0,
where [·]∗ denotes the push-forward operation. If one were given a predefined probability
density path pt(z) and the corresponding vector field ut(z), then one could parameterize vt(z)

with a neural network and solve

min
vt

Et,pt(z)∥vt(z)− ut(z)∥2. (5.4)

However, this would be unfeasible in the general case, because typically we do not have access
to ut(z). Lipman et al. [164] suggest to instead define a conditional flow pt(z | z1) and the
corresponding conditional vector field ut(z | z1) per sample z1 in the dataset and solve

min
vt

Et,pt(z | z1),q(z1)∥vt(z)− ut(z | z1)∥2. (5.5)
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Algorithm 1: Video Flow Matching with RIVER
Input: dataset of videos D, number of iterations N
for i in range(1, N ) do

Sample a video x from the dataset D
Encode it with a pre-trained VQGAN to obtain z

Choose a random target frame zτ , τ ∈ {3, . . . |x|}
Sample a timestamp t ∼ U [0, 1]

Sample a noisy observation z ∼ pt(z | zτ )
Calculate ut(z | zτ )
Sample a condition frame zc, c ∈ {1, . . . τ − 2}
Update the parameters θ of vt via gradient descent

∇θ∥vt(z | zτ−1, zc, τ − c ; θ)− ut(z | zτ )∥2 (5.7)

end for

This formulation enjoys two remarkable properties: 1) all the quantities can be defined explic-
itly; 2) Lipman et al. [164] show that solving eq. (5.5) is guaranteed to converge to the same
result as in eq. (5.4). The conditional flow can be explicitly defined such that all intermediate
distributions are Gaussian. Moreover, Lipman et al. [164] show that a linear transformation of
the Gaussians’ parameters yields the best results in terms of convergence and sample quality.
They define pt(z | z1) = N (z |µt(z1), σ

2
t (z1)), with µt(x) = tx1 and σt(x) = 1− (1−σmin)t.

With these choices, the corresponding target vector field is given by

ut(z | z1) =
z1 − (1− σmin)z

1− (1− σmin)t
. (5.6)

Sampling from the learned model can be obtained by first sampling z0 ∼ N (z | 0, 1) and then
numerically solving eq. (5.2) for z1 = ϕ1(z0).

5.2.3 Video Prediction

We introduce the main steps to train and use RIVER. First, as described in sec. 5.2.1 we use a
per-frame perceptual autoencoder to reduce the dimensionality of data. Since the encoding is
per-frame and thus the reconstruction error could be temporally inconsistent, we improve the
quality of a generated video by also introducing an optional small autoregressive refinement
step in the decoding network. Second, we train a denoising model via flow matching in the
space of encoded frames with our distributed conditioning. Moreover, we accelerate the video
generation by introducing a warm-start sampling procedure.
Training. We adapt Flow Matching [164] to video prediction by letting the learned vector
field vt condition on the past context frames. Furthermore, we randomize the conditioning
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Figure 5.3: Effect of warm-start sampling on the quality of generated frames. Left: Warm-
start sampling effect on the generation quality. Higher values of s for warm-start sampling
lead to faster sampling, but worse FVD on the BAIR dataset [72]. Interestingly, s = 0.1 acts
like the truncation trick [23, 178] and slightly improves the FVD. Right: The effect of extreme
(s = 0.5) warm-start sampling strength which leads to reduced motion magnitude, The first
frame in each row can be played as a video in Acrobat Reader.

at each denoising step to only 2 frames. This results in a very simple training procedure,
which is described in Algorithm 1. Given a training video z = {z1, . . . , zm} (pre-encoded with
VQGAN), we randomly sample a target frame zτ and a random (diffusion) timestep t ∼ U [0, 1].
We can then draw a sample from the conditional probability distribution z ∼ pt(z | zτ ) and
calculate the target vector field ut(z | zτ ) using eq. (5.6). We then sample another index c

uniformly from {1, . . . , τ − 2} and use zc, which we call context frame, together with zτ−1,
which we call reference frame, as the two conditioning frames. Later, we show that the use
of the reference is crucial for the network to learn the scene motion, since one context frame
carries very little information about such motion. The vector field regressor vt is then trained
to minimize the following objective

LFM(θ) = ∥vt(z | zτ−1, zc, τ − c ; θ)− ut(z | zτ )∥2, (5.8)

where θ are the parameters of the model. Note that at no point during the training the whole
video sequence must be stored or processed. Moreover, the generation of frames is never
needed, which further simplifies the training process.
Inference. At inference time, in order to generate the T -th frame, we start from sampling an
initial estimate zT0 from the standard normal distribution (see Figure 5.2). We then use an ODE
solver to integrate the learned vector field along the time interval [0, 1]. At each integration step,
the ODE solver queries the network for vt(zTt | zT−1, zc, T − c), where c ∼ U{1, . . . , T − 2}.
In the simplest case, the Euler step of the ODE integration takes the form

zTti+1
= zTti +

1

N
vti(z

T
ti | z

T−1, zci , T − ci), (5.9)

ci ∼ U{1, . . . , T − 2}, (5.10)

zTt0 ∼ N (z | 0, 1), (5.11)

ti =
i

N
, i ∈ {0, . . . , N − 1}, (5.12)
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where N is the number of integration steps. We then use zT1 as an estimate of zT .
Refinement. When using a per-frame VQGAN [75], the autoencoded videos may not always
be temporally consistent. To address this issue without incurring a significant computational
cost, we optionally utilize a refinement network that operates in the pixel space. This deep
convolutional network, based on the architecture of RCAN [294], is trained using the previous
frame and the decoded next frame to refine the second frame. We train the model using an L2

and a perceptual loss by refining 16 consecutive frames independently and then by feeding
all frames to a perceptual network (I3D [30] in our case). We train the refinement network
separately after training the autoencoder.
Sampling Speed. A common issue of models based on denoising processes is the sampling
speed, as the same denoising network is queried multiple times along the denoising path in order
to generate an image. This is even more apparent for the video domain, where the generation
speed scales with the number of frames to generate. Some video diffusion models [107, 252]
overcome this issue by sampling multiple frames at a time. However, the price they have
to pay is the inability to generate arbitrarily long videos. We instead leverage the temporal
smoothness of videos, that is, the fact that subsequent frames in a video do not differ much.
This allows us to use a noisy previous frame as the initial condition of the ODE instead of
pure noise. More precisely, instead of starting the integration from z0 ∼ N (z | 0, 1), we start
at z′s ∼ ps(z | zT−1), where 1 − s is the speed up factor. We call this technique warm-start
sampling.

Intuitively, larger s results in a lower variability in the future frames. Moreover, we found
that starting closer to the end of the integration path reduces the magnitude of the motion in the
generated videos (see Figure 5.3 (right)), since the model is required to sample closer to the
previous frame. Therefore, there is a tradeoff between the sampling speed and the quality of
the samples. We further emphasize this tradeoff by computing the FVD [246] of the generated
videos depending on the speed up factor 1− s (see Figure 5.3 (left)).

5.2.4 Implementation

A commonly leveraged architecture for flow matching and diffusion models is UNet [217].
However, we found that training UNet could be time demanding. Instead, we propose to model
vt(z | zτ−1, zc, τ − c ; θ) with the recently introduced U-ViT [15]. U-ViT follows the standard
ViT [67] architecture and adds several long skip-connections, like in UNet. This design choice
allows U-ViT to achieve on par or better results than UNet on image generation benchmarks
with score-based diffusion models.

The inputs to the network are HW/f2 tokens constructed by concatenating z, zτ−1 and
zc in feature axis as well as one additional time embedding token t that makes the network
time-dependent. We additionally add spatial position encondings to the image tokens and
augment zτ−1 and zc with an encoded relative distance τ −c to let the network know how far in
the past the condition is. That is, the overall input to the network is of size [HW/f2 + 1, 3× d],
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Figure 5.4: Architecture of the vector field regressor of RIVER. “ViT block” stands for a
standard self-attention block used in ViT [67], that is an MHSA layer, followed by a 2-layer
wide MLP, with a layer normalization before each block and a skip connection after each
block. “Out projection” involves a linear layer, followed by a GELU [112] activation, layer
normalization and a 3×3 convolutional layer.

Table 5.1: KTH dataset quantitative evaluations. The evaluation protocol is to predict the
next 30/40 frames given the first 10 frames.

Setting Method FVD↓ PSNR↑ SSIM↑

10→30

SRVP [89] 222 29.7 0.87
SLAMP [2] 228 29.4 0.87
MCVD [252] 323 27.5 0.84
RIVER (ours) 180 30.4 0.86

10→40
MCVD [252] 276.7 26.4 0.81
GridKeypoints [92] 144.2 27.1 0.84
RIVER (ours) 170.5 29.0 0.82

where the first dimension refers to the number of tokens, while the second refers to the number
of channels (see Figure 5.4).

5.3 Experiments

In section 5.3.1, we report our results on several video prediction benchmarks. We evaluate our
method using standard metrics, such as FVD [246], PSNR and SSIM [261]. We additionally
show in section 5.3.2 that our model is able to perform visual planning. Video generation is
demonstrated in section 5.3.3. Note that if not explicitly specified, we use the model without
the refinement stage and with s = 0 in warm-start sampling.
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Figure 5.5: Video prediction on the KTH dataset. In order to predict the future frames, the
model conditions on the first 10 (context) frames. Of this sequence, only the last context frame
is shown.

initial frame time →

Figure 5.6: Video prediction on the BAIR dataset. The model predicts future frames
conditioned on a single initial frame. Thanks to VQGAN, RIVER can be used to generate high
resolution videos.

5.3.1 Conditional Video Prediction

We test our method on 2 datasets. First, to assess the ability of RIVER to generate structured
human motion, we test it on the KTH dataset [225]. KTH is a dataset containing 6 different
human actions performed by 25 subjects in different scenarios. We follow the standard
evaluation protocol predicting 30/40 future frames conditioned on the first 10 at a 64× 64 pixel
resolution. The results are reported in Table 5.1. We show that RIVER achieves state of the
art prediction quality compared to prior methods that do not use domain-specific help. For
instance, [92] models the motion of the keypoints, which works well for human-centric data,
but does not apply to general video generation. Figure 5.5 shows qualitative results.



60 Chapter 5: RIVER

Table 5.2: BAIR dataset evaluation. We follow the standard evaluation protocol, which is to
predict 15 future frames given 1 initial frame. The common way to compute the FVD is to
compare 100×256 generated sequences to 256 randomly sampled test videos. Additionally,
we report the numbers of the network without the refinement stage versus the original ground
truth (RIVER w/o refine) and the autoencoded ground truth (RIVER w/o refine vs ae GT) to
highlight the influence of the VQGAN’s artifacts on the assessment of the motion consistency.

Method FVD↓ Mem (GB) Training Hours
TriVD-GAN-FP [175] 103.0 1024 280
Video Transformer [264] (L) 94.0 512 336
CCVS [149] (low res) 99.0 128 40
CCVS [149] (high res) 80.0 - -
LVT [210] (nc = 4) 125.8 128 48
FitVid [11] 93.6 1024 288
MaskViT [103] 93.7 - -
MCVD [252] (concat) 98.8 77 78
MCVD [252] (spatin) 103.8 86 50
NÜWA [270] 86.9 2560 336
RaMViD [119] 84.2 320 72
VDM [117] 66.9 - -
RIVER w/ refine 106.1 25 25
RIVER w/o refine 145.8 - -
RIVER w/o refine vs ae GT 73.5 - -

Additionally, in Table 5.2 we evaluate the capability of RIVER to model complex interac-
tions on BAIR [72], which is a dataset containing around 44K clips of a robot arm pushing
toys on a flat square table. For BAIR, we generate and refine 15 future frames conditioned on
one initial frame at a 64×64 pixel resolution. Due to the high stochasticity of motion in the
BAIR dataset, the standard evaluation protocol in [11] is to calculate the metrics by comparing
100×256 samples to 256 random test videos (i.e., 100 generated videos for each test video, by
starting from the same initial frame as the test example). Additionally, we report the compute
(memory in GB and hours) needed to train the models. RIVER reaches a tradeoff between the
FVD and the compute and generates smooth realistic videos while requiring much less com-
putational effort (see also Figure 5.1). In addition, we calculate the FVD vs the autoencoded
test set, as we find that FVD (like FID [200]) can be affected even by different interpolation
techniques. This way we eliminate the influence of potential autoencoding artifacts on the
metrics in order to assess the consistency of the motion only. In fact, there is an improvement
of about 30% in the FVD. Furthermore, although the standard benchmark on BAIR uses
64×64 pixels resolution, with the help of the perceptual compression, we are able to generate
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source frame time → target frame

Figure 5.7: Visual planning with RIVER on the CLEVRER dataset. Given the source and
the target frames, RIVER infills the frames in between. Note how the model manipulates the
objects by forcing them to interact in order to achieve the goal. In some cases this even requires
introducing new objects into the scene.

higher-resolution videos under the same training costs. See Figure 5.6 for qualitative results on
the BAIR dataset at 256×256 resolution.

5.3.2 Visual Planning

One way to show the ability of the model to learn the dynamics of the environment is to do
planning [86, 87, 276]. With a small change to the training of our model, RIVER is able to
infill the video frames given the source and the target images. The only change to be done to
the model is to remove the reference frame and to let two condition frames be sampled from
both the future frames and the past ones. At inference time, given the source and the target
frames, our model sequentially infills the frames between those. We show in Figure 5.7 some
qualitative results of video interpolation on the CLEVRER [283] dataset, which is a dataset
containing 10K training clips capturing a synthetic scene with multiple objects interacting
with each other through collisions. It is a dataset suitable for planning, as it allows to show
the ability of the method to model the dynamics of the separate objects and their interactions.
We test our model at the 128×128 pixels resolution. Note how the model has learned the
interactions between the objects and is able to manipulate the objects in order to achieve the
given goals.
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Figure 5.8: Long video generation on the CLEVRER dataset. We generate the first frame
and predict the next frames.

5.3.3 Video Generation

RIVER can be easily adapted to support video generation. Inspired by the classifier-free
guidance [114] we train a single model to both generate (the first frame of a video) and predict
the next frames by simply feeding noise instead of the condition frames 10% of the times during
training. Then, during inference we generate the first frame and then predict the rest of the video
given the first frame. Figure 5.8 shows our results for video generation on CLEVRER [283]
(FVD = 23.63). Other methods [179, 231, 285] have difficulties in modeling the motions and
interactions of objects. For videos and qualitative comparisons, visit our website1.

5.3.4 Ablations

In this section, we ablate several design choices in order to illustrate their impact on the
performance of RIVER.

First, we ablate the importance of using the reference frame in the condition. In [262],
where the stochastic conditioning was first introduced, only one view from the memory was
used at each denoising step for generating a novel view. However, conditioning on one frame
from the past does not work for video prediction, since one frame does not contain any
information about pre-existing motion. We train a model, where we remove the reference
frame from the condition and compare its performance to the full model. For this ablation we
test RIVER on the CLEVRER [283] dataset. We found that without the reference frame in the
condition the model is confused about the direction of the motion, which results in jumping
objects (see Figure 5.9). For the quantitative results, check Table 5.3.

1https://araachie.github.io/river

https://araachie.github.io/river
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Figure 5.9: Video prediction on the CLEVRER dataset. The model trained with two frames
is consistent, while the model w/o reference changes the type of green object and does not
model motion correctly. The green object hits the blue cube and then comes back to hit it again
(last frames of the picture).

Given a model trained so that the context frames are sampled from the whole past of a
sequence, at inference time we ablate the size of the past window used for the context frames to
better understand the impact of the history on the video generation performance. In this ablation,
we uniformly sample the context frames from {τ − 1 − k, . . . , τ − 2} for k = 2, 4, 6, 8, and
show which past frames better support RIVER’s predictions. For this experiment we use our
trained model on the BAIR [72] and KTH [225] datasets. Since there are occlusions in BAIR,
we suspect that having more context can help to predict the future frames more accurately.
Having more context frames also helps to predict a smoother motion for humans in KTH.
Table 5.4 shows that there is a trade-off in context size and although having more context can
be useful, on simple datasets having only a few frames is better to solve the prediction task.

Finally we show in Figure 5.3 (left) that warm-start sampling can be used to generate
samples faster (with fewer integration steps) but with a cost on quality. Interestingly we
observed that a small speed up factor actually helps the sampling and despite having fewer
integration steps leads to better performance. We suspect that this effect is similar to the
truncation trick [23, 178] in GANs. Notice however, that compared to other diffusion-based
video generation approaches, RIVER conditions only on 2 past frames for a single neural
function evaluation (NFE). Hence, a single NFE is generally less expensive. For instance, it
takes 9.97 seconds for RIVER to generate 16 frames video, while RaMViD [119] requires
40.47 seconds with a vanilla scheduler on a single Nvidia GeForce RTX 3090 GPU (on BAIR
with 64×64 resolution). For more results, see the supplementary material.

For the CLEVRER [283] dataset, we implemented random color jittering as an additional
data augmentation technique. This step was crucial in preventing overfitting, as we observed
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Table 5.3: Ablations on the use of the
reference frame. We generate 14 frames
given 2 initial ones and the metrics are
calculated on 256 test videos with 1 sam-
ple per video and 10 integration steps per
frame. All models are trained for 80K iter-
ations.

Method FVD↓ PSNR↑
w/ reference 94.38 30.53
w/o reference 217.13 26.95

Table 5.4: Ablations on the context size. Using
a pretrained model on BAIR [72] and KTH [225]
we observe a trade-off wrt the number of con-
ditioning frames. We believe that datasets with
more challenging scenes and dynamics may re-
quire more context frames.

Context BAIR / PSNR↑ KTH / PSNR↑
2 frames 25.64 28.53
4 frames 25.94 29.07
6 frames 26.00 30.17
8 frames 25.28 29.40

time →

Figure 5.10: Color change in CLEVRER. A sequence generated with RIVER trained on
the CLEVRER dataset without data augmentation. Notice how the color of the grey cylinder
changes after its interaction with the cube. In order to prevent such behaviour, both the
autoencoder and RIVER are trained with random color jittering as data augmentation. The first
frame can be played as a video in Acrobat Reader.

that without it, object colors tended to change inconsistently in the generated video sequences
(see Figure 5.10).

In Figure 5.11 we show the FVD [246] and PSNR of RIVER trained on CLEVRER [283]
against the iteration time. As we can see, the training is stable and more iterations lead to better
results.

We conducted an ablation study comparing Flow Matching (FM) to Denoising Diffusion
Probabilistic Models (DDPM). Our qualitative results demonstrate that DDPM fails to converge
on the BAIR dataset, while FM shows successful convergence. This performance difference,
coupled with FM’s faster convergence rate, motivated our choice of FM for our method (see
Figure 5.12).

In Table 5.5, we compare the total training time and GPU (or TPU) memory requirements
of different models trained on BAIR64×64 [72]. As we can see, RIVER is extremely efficient
and can achieve a reasonable FVD [246] with significantly less compute than the other methods.
For example, SAVP [151], which has the same FVD as RIVER, requires 4.6× more compute
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Figure 5.11: Training curve of RIVER
on CLEVRER. As we can see, the train-
ing is stable and more iterations lead to
better results, both in terms of PSNR and
FVD.

FM DDPM

Figure 5.12: Video generation quality difference
between FM and DDPM. DDPM fails to converge
on BAIR dataset with the exact same hyperparame-
ters as RIVER which is based on Flow Matching.
Use Acrobat Reader to play videos.

(measured by Mem×Time) and all the models that take less compute than RIVER have FVDs
more than 250.

5.4 Discussion

In this chapter, we introduced RIVER, a novel approach to video prediction that extends the
principles of sparsity and efficient processing to generative tasks. Building upon the concepts
explored in previous chapters, RIVER demonstrates how strategic sparsity can be applied to
the challenging domain of video synthesis and prediction, serving as an implicit world model.

RIVER’s adaptation of Flow Matching to video data, coupled with its innovative use
of randomly and sparsely sampled context frames, addresses the fundamental challenge of
efficiently processing and generating high-dimensional temporal data. This approach allows
for conditioning on an arbitrarily large window of past frames, enhancing the model’s ability to
capture long-term dependencies while maintaining computational efficiency. This aligns with
our thesis’s broader goal of leveraging sparsity to unlock new capabilities in model training
and application, particularly in the context of world modeling through video prediction.

The extensive experiments across various video datasets validate RIVER’s effectiveness
not only in predicting high-quality videos but also in its flexibility to perform related tasks such
as visual planning and video generation. This versatility underscores the potential of sparse,
efficient processing techniques in addressing a wide range of video-related challenges, and
highlights RIVER’s capability as an implicit world model.

As we transition to the next chapter on ViDROP, we extend the principles of sparsity and
efficient processing explored in RIVER to the domain of video understanding tasks. This
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Table 5.5: Detailed training compute comparisons. We report the memory and training times
requirements of different models trained on BAIR64×64 [72]. The overall compute (Mem ×
Time) shows that RIVER delivers better FVD with much less compute.

Method
VRAM Time Mem×Time FVD

(GB) (Hours) (GB×Hour) [246]
RVD [282] 24 - - 1272
MoCoGAN [245] 16 23 368 503
SVG-FP [57] 12 24 288 315
CDNA [87] 10 20 200 297
SV2P [10] 16 48 768 263
SRVP [89] 36 168 6048 181
VideoFlow [148] 128 336 43008 131
LVT [210] 128 48 6144 126
SAVP [151] 32 144 4608 116
DVD-GAN-FP [45] 2048 24 49152 110
Video Transformer(S) [264] 256 33 8448 106
TriVD-GAN-FP [175] 1024 280 286720 103
CCVS(Low res) [149] 128 40 5120 99
MCVD(spatin) [252] 86 50 4300 97
Video Transformer(L) [264] 512 336 172032 94
FitVid [11] 1024 288 294912 94
MCVD(concat) [252] 77 78 6006 90
NUWA [270] 2560 336 860160 87
RaMViD [119] 320 72 23040 83
RIVER 25 25 625 106

progression allows us to investigate how these techniques can be applied to create dense video
representations, further demonstrating the versatility of our approach in tackling various aspects
of video analysis and processing.

5.5 Extra Qualitative Results

Here we provide more visual examples of the sequences generated with RIVER. See Fig-
ures 5.14 and 5.16 for results on the BAIR [72] dataset, Figures 5.13 and 5.15 for results on
the KTH [225] dataset and Figures 5.17 and 5.19 for video prediction and planning on the
CLEVRER [283] dataset respectively. Besides this, we highlight the stochastic nature of the
generation process with RIVER in Figure 5.18.
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Figure 5.13: Extra video prediction samples on the KTH dataset. Odd rows show frames
of the original video. Even rows show the video generated by RIVER when fed the context
frames of the row above (GT). We observe that RIVER is able to generate sequences with
diversity and realism. The images in the first column after the bold vertical line can be played
as videos in Acrobat Reader.
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Figure 5.14: Extra video prediction samples on the BAIR dataset at 256× 256 resolution.
The model predicts the future frames conditioned on a single initial frame. The frames in the
first column after the bold vertical line can be played as videos in Acrobat Reader.
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Figure 5.15: Failure cases on the KTH dataset. A common failure mode is when a certain
action gets confused with another one, which results in a motion that morphs into a different
one. In all examples the model is asked to predict 25 future frames given the first 5. The images
in the first column after the bold vertical line can be played as videos in Acrobat Reader.
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Figure 5.16: Failure case on the BAIR dataset. A common failure mode emerges when
generating longer sequences and is when the interaction causes objects to change their class,
shape or even to disappear. The images in the first column after the bold vertical line can be
played as videos in Acrobat Reader.
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Figure 5.17: Extra video prediction samples on the CLEVRER dataset. In order to predict
the future frames, the model conditions on the first 2 frames. Only the last context frame is
shown. The model succeeds to predict the motion that was observed in the context frames.
However, it cannot predict new objects as in the ground truth and introduces random new
objects due to the stochasticity of the generation process. The images in the first column after
the bold vertical line can be played as videos in Acrobat Reader.
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time →

Figure 5.18: Two sequences generated with RIVER trained on the CLEVRER dataset. The
model was asked to predict 19 frames given 1. Note the very different fates of the blue cube
in these two sequences. The images in the first column can be played as videos in Acrobat
Reader.

source frame time → target frame

Figure 5.19: Extra visual planning samples with RIVER on the CLEVRER dataset. Given
the source and the target frames, RIVER generates intermediate frames, so that they form a
plausible realistic sequence. The images in the first column can be played as videos in Acrobat
Reader.
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Chapter 6

ViDROP: Video Dense Representation
through Omissive Processing

Material in this chapter is based on: Sameni, Sepehr, Simon Jenni and Paolo
Favaro. “ViDROP: Video Dense Representation through Omissive Processing.”
Manuscript in preparation, 2024.

Building upon our exploration of sparsity and efficient processing in self-supervised
learning (SSL) from the previous chapters, we now address a critical challenge in video
understanding: the prohibitive costs associated with fine-tuning large-scale models. This
chapter introduces ViDROP (Video Dense Representation through Omissive Processing), a
novel approach that strategically combines generative (reconstructive) and discriminative
learning paradigms. By integrating these complementary techniques, ViDROP aims to bridge
the gap between the rich representations learned by generative models and the task-specific
prowess of discriminative approaches, all while significantly reducing the computational burden
of fine-tuning. This synthesis not only enhances model capabilities in video understanding
tasks but also demonstrates how strategic sparsity and efficient processing can lead to more
adaptable and resource-efficient video analysis frameworks.

Recent advancements in SSL, exemplified by models like DINOv2 [196], have pushed
the boundaries of image understanding to new heights. A notable feature of DINOv2 is
its incorporation of a dense (per-patch) self-distillation loss alongside a global consistency
loss, capturing both localized features and holistic understanding. However, extending these
techniques to video presents substantial challenges due to the increased dimensionality and
data complexity of video sequences.

Previous attempts to address these challenges, such as VideoMAE [244] and V-JEPA [18],
have employed sparse encoder and dense decoder architectures. While promising, these
approaches face limitations in computational cost and the need for fine-tuning on dense
inputs for downstream tasks. ViDROP overcomes these limitations by uniquely combining

73
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token dropping and masking strategies within a single encoder architecture, offering both
computational efficiency and rich representational learning.

Our approach builds upon the insights gained from DILEMMA, SCALE, and RIVER, lever-
aging strategic sparsity to enhance model capabilities while reducing computational overhead.
ViDROP extends these concepts by introducing a novel approach to video compression and
efficient processing, enabling state-of-the-art performance across various video understanding
tasks without relying on heavy data augmentations.

Inspired by the successes of SVT [212] and SCALE in adapting SSL models to new
domains, we initialize ViDROP with pretrained weights from established models. We adapt
these techniques within the DINOv2 framework to effectively handle video data, maintaining
the rich representational power of the pretrained models while optimizing for our novel
objective.

To address the bottleneck of video data loading and preprocessing, particularly crucial for
efficient experimentation with smaller models, we introduce a simple yet effective compression
technique using k-means clustering [172] for frame patches. This approach not only enhances
efficiency but also keeps our representations close to the pixel space, allowing us to leverage
pretrained checkpoints from large-scale models trained on pixel data.
Our contributions can be summarized as follows:

• We introduce ViDROP, a novel architecture combining sparse token processing with
masked learning, enabling DINOv2-like performance for video data without the associ-
ated training computational burden.

• We propose an effective video compression technique using k-means clustering in pixel
space, significantly accelerating the training process while maintaining compatibility
with pretrained models.

• We demonstrate the scalability of our approach by extending it to larger networks
and training models from scratch, showcasing its general applicability across different
network sizes and training regimes.

• We achieve state-of-the-art performance on various video understanding benchmarks,
including action classification and temporal action detection tasks, confirming the efficacy
of our approach in a domain dominated by fine-tuned SSL models.

By focusing on efficiency and scalability in video understanding, ViDROP not only ad-
vances our understanding of SSL for video representation but also aligns with the broader goals
of this thesis in exploring how strategic sparsity can unlock new capabilities in model training
and application. The subsequent sections will dive deeper into the methodology, experiments,
and results, illustrating how ViDROP contributes to the evolving landscape of efficient and
effective self-supervised learning in video analysis.
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6.1 Background

This chapter builds upon the foundations of self-supervised learning (SSL) for video repre-
sentations, as detailed in Section 2.2. ViDROP addresses several key challenges in video SSL
that have been highlighted throughout this thesis, with a particular focus on efficiency and
computational considerations.

A critical concept in ViDROP’s approach is the extension of token dropping techniques,
discussed in Section 2.2.5, to create a more computationally efficient architecture for video
understanding tasks. By eliminating the need for a complex decoder structure, ViDROP tackles
the computational challenges associated with processing high-dimensional video data, a key
issue in scaling video SSL models.

Another important aspect of ViDROP is its approach to multi-view learning, building on
the concepts outlined in Section 2.2.4. Our method leverages full spatio-temporal attention
to capture and fuse features at different spatio-temporal resolutions, aiming to capture rich
temporal dependencies while maintaining computational efficiency. This approach aligns with
state-of-the-art video models while addressing the efficiency concerns central to this thesis.

Lastly, ViDROP introduces a novel k-means clustering-based video compression tech-
nique to address the data bottleneck challenges mentioned in Section 2.2.5. This approach,
not previously elaborated in the main background chapter, enables faster data loading and
experimentation while keeping representations close to the pixel space. By doing so, ViDROP
advances the thesis’s focus on efficient processing and representation learning in video SSL.

6.2 Method

ViDROP (Video Dense Representation through Omissive Processing) introduces a novel
approach to self-supervised learning for video understanding, combining the strengths of
encoder-only and asymmetric models while addressing their limitations. Our method extends
the DINOv2 [196] framework to video data, incorporating sparsity and adapting it for our
compressed data format.

6.2.1 Video Sampling and Processing

Given a video, we sample multiple clips, creating two large crops and eight small crops. The
large crops are fed directly to an exponential moving average (EMA) of the network, serving
as the teacher. For the student network, we apply sparsification (token dropping) to these
large crops and replace some of the remaining tokens with a special MSK token. Small crops
maintain dense inputs without sparsification or masking [7]. Both student and teacher networks
include a CLS token for global representation.
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Figure 6.1: Comparison of patch reconstruction architectures. This figure illustrates three
different approaches to patch reconstruction. Left: Traditional Encoder/Decoder architecture,
where a sparse set of input patches is fed to the encoder, and a small decoder reconstructs all
dropped tokens. Middle: Our proposed ViDROP architecture, which uniquely combines sparse
(dropped) and masked (MSK) tokens in a single encoder. Right: Masked Encoder approach
(such as DINOv2 [196]) that uses only MSK tokens. In all methods, the input is flattened and
patched (image or video), and targets are either pixels or the output of the teacher network (an
exponential moving average of the encoder, omitted for clarity).

6.2.2 Loss Function

ViDROP’s loss function consists of two main components. The first is a DINO-style loss
calculated between the CLS tokens of the student and teacher [29]. The second is a patch-level
loss for the masked tokens in the student, using the corresponding outputs from the teacher
as targets [299]. We employ a global-global consistency loss to ensure coherence between
different views of the same video and a global-local consistency loss that aligns features
from large crops (global) with those from small crops (local). The patch-level loss enables
fine-grained representation learning, complemented by the KoLeo regularization adapted from
DINOv2. For detailed formulations of these losses, we refer readers to the DINOv2 paper [196].

Unlike traditional consistency-based SSL approaches, we minimize the use of data aug-
mentation [185], relying primarily on heavy masking and our lossy data compression technique
as pseudo-augmentations.

6.2.3 Architecture

ViDROP employs a sparse encoder with masked tokens, eliminating the need for a separate
decoder (see Figure 6.1). This design choice sets us apart from asymmetric models that rely on
encoder-decoder architectures [8, 12, 18, 110, 167, 244]. Our architecture uniquely combines
token dropping and masking strategies within a single encoder, achieving the computational



6.2.4 Lossy Data Loading 77

efficiency of sparse processing while maintaining the rich representational learning capabilities
of mask-based self-distillation approaches [13, 16, 196, 279, 299].

6.2.4 Lossy Data Loading

To address the data loading bottleneck in video processing, we introduce a lossy data loading
scheme based on k-means clustering [172] of video patches. By applying k-means clustering
directly in pixel space on 10 × 10 pixel patches, we achieve a compression rate of 150,
significantly accelerating the data loading process.

This approach offers several advantages over VQVAE-based methods [75, 198, 247, 266].
It allows for faster processing during both training and inference by avoiding complex encoding
and decoding steps. Our method maintains compatibility with pretrained models that operate on
raw pixel data, enabling us to leverage existing large-scale pretrained checkpoints. Furthermore,
our approach provides a flexible compression scheme that can be easily adjusted (by changing
the patch size) to balance between compression rate and representation quality.

6.3 Experiments

6.3.1 Experimental Setup and Protocols

We use the training set of Kinetics-400 [139] for self-supervised training. For evaluation, we
use four common action classification datasets (Kinetics-400, Something-Something-v2 [101],
UCF101 [233], and HMDB51 [147]) and THUMOS14 [135] for temporal action detection. For
all evaluations, contrary to common settings in reconstruction-based models [13, 18, 110, 167,
244] but compatible with consistency-based models that rely on heavy data augmentations, we
use a frozen backbone and only train a linear head on top (except in the case of THUMOS14,
where we train a transformer following ActionFormer [291]).

Unless stated otherwise, our ViT-Base models are trained for 60 epochs using k-means
compressed data (40 epochs for ViT-Large without compression) on 4 NVIDIA-4090 GPUs
with a total batch size of 512 (with gradient accumulation). The training of Base models takes
24 hours and 57 hours for Large models. During training, 85% of the tokens are dropped for the
student when fed with two large clips (16 frames of 224× 224). For half of the mini-batch, we
randomly mask a portion of the remaining tokens. Additionally, 8 local crops of size 96× 96

(8 frames) are fed as dense input without token dropping or masking.

6.3.2 Ablations

Here we perform in-depth ablation studies on ViDROP design choices with a ViT-B. We use
16384 clusters for the DINO loss, both for the CLS token and the per-patch loss, and mask
uniformly between 10% to 40% of the tokens. To accelerate training, we start from a pretrained
VideoMAE [244] checkpoint trained on K400 for 800 epochs.
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Table 6.1: ViDROP ablation experiments. We report linear probing (single crop) accuracy (%)
with ViT-B/16 on K400. If not specified, the default is: the loss is iBOT, the data augmentation
is random resized cropping, the number of small crops is 8, the masking ratio is 85%, and the
pre-training length is 60 epochs. Default settings are marked in gray .

(a) Loss function. Patch loss
with MASK tokens improves
the performance.

loss linear

stare 51.7
DINO 53.1
iBOT 54.9

(b) Number of small crops.
Even having a few small crops
boosts the performance.

num. linear

8 54.9
4 54.1
0 50.2

(c) Drop pattern. Simple ran-
dom token dropping is more ef-
fective than complex patterns.

pattern linear

random tokens 54.9
random tubes 54.5
block (vjepa) 53.1

(d) Drop rate. Lower drop
rates improve performance but
require longer training times.
The 80% drop rate model
trained longest due to smaller
batches.

rate linear time(hh:mm)

80% 55.2 31:54
85% 54.9 24:21
90% 54.4 23:46
95% 51.5 23:19

(e) Number of clusters. Re-
ducing clusters from 65k to 16k
maintains accuracy, while 2k
clusters slightly decrease it. Us-
ing a shared head for 65k clus-
ters also lowers accuracy.

num. shared linear

65k x 54.9
16k x 54.9
2k x 54.3
65k ✓ 53.8

(f) Masking probability. In-
creasing the masking proba-
bility range from 10-40% to
higher values slightly improves
model accuracy (all the models
use 16k clusters).

min max linear

0.1 0.4 54.9
0.1 0.7 54.9
0.5 0.7 55.5
0.7 0.7 55.0

Loss function. Having a loss on patch tokens is one of the key components of ViDROP. We
conduct experiments with different losses, as shown in Table 6.1a. Having an extra loss on
tokens (iBOT) is better than not having it (DINO), and having the MASK tokens and calculating
the loss on them is better than not having them and calculating the loss on all visible tokens
(stare).

Number of small crops. A key success element of DINO [29] and MSN [7] was using
small crops. We see a similar pattern in Table 6.1b, where small crops significantly boost
performance. We use the same setting as DINOv2 [196], but observe that fewer crops are
viable. If computational load is an issue (as small crops are not sparsified), the number can be
reduced while maintaining considerable performance gains.

Drop pattern. Most previous video reconstruction methods have observed the importance
of the token dropping pattern [18, 84, 244]. Surprisingly, in Table 6.1c, we show that simply
randomly dropping the patches is more effective than tube dropping [244, 256] or block
masking [18]. We notice that the self-supervised loss in the case of these patterns is higher than
in the random case, and we suspect that the difficulty of block or tube masking is hindering the
representational power of the model.
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Table 6.2: Effect of initialization on model performance. The random model was trained
for 240 epochs (4× the epochs of the pretrained models). Initial pretraining was conducted
on 64 Tesla V100 GPUs, and our training on 4 RTX 4090 GPUs (approximately 2× the
performance of V100). The VMAE1600 checkpoint initially achieves 43.5% accuracy, and
ViT-Large checkpoint achieves 52.5%.

initialization pretraining time linear accuracy
random N/A 53.3%

VMAE800 27.7 hours 55.5%
VMAE1600 55.4 hours 57.0%

Drop rate. Token dropping is an essential component for reducing the computational load
of our model. In Table 6.1d, we can see that there is a trade-off in terms of training time and
quality. Reducing the drop rate improves the quality but at the cost of extra training time. Note
that in this experiment, we had to reduce the batch size of the model trained with an 80% token
drop rate to be able to train it on our hardware. We further studied this trade-off and trained a
dense model (i.e., a model with a drop rate of 0%) for 100 hours (almost 4× the base model)
and achieved an accuracy of only 47.1%, which is significantly lower than the 54.9% accuracy
of the base model (see Figure 6.2).

Number of clusters. Since we are using Sinkhorn-Knopp centering for our DINO [29]
losses, we are significantly more compute-heavy in the loss (compared to V-JEPA [18] and
VideoMAE [244]). Additionally, we can’t apply gradient accumulation with many steps, since
the centering operation depends on the whole batch. Changing the loss is beyond the scope of
this study, so instead, we reduced the number of clusters both for the global loss and patch loss.
Results in Table 6.1e show that, similar to the findings of MSN [7], we can significantly reduce
the number of clusters and maintain the same performance. We also notice that, similar to the
findings of DINOv2 [196], having different heads for the two loss terms is beneficial. For the
rest of the ablation studies, we used 16k clusters.

Masking probability. Following the setting of iBOT [299] and DINOv2 [196], we apply
masking to only half of the large crops. For the other half, we initially randomly masked
between 10% to 40% of the remaining tokens (after token dropping), slightly less than iBOT
and DINOv2 that use 10% to 50%. Table 6.1f shows that we can use larger probabilities
and achieve slight improvement. This is likely due to the heavy redundancies in video data
compared to images (for example, it is common to use 75% sparsity for images in MAE [110]
but 90% for videos [244]).

Initialization. To demonstrate the general applicability of our model, we trained it from scratch
and compared it to models initialized with different pretrained weights, as shown in Table 6.2.
The randomly initialized model was trained for 4× the epochs of the pretrained models but
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Figure 6.2: Probing accuracy as a function of training time for dense and sparse models.
The dense model (without token dropping) takes significantly longer to train and achieves lower
accuracy compared to the sparse model (with 85% token drop rate), even after training for four
times longer.

still required significantly less total training time when considering the pretraining duration of
the checkpoints.
Data compression method. To accelerate training for ViT-Small and ViT-Base models, we
employed KMeans-based data compression. Table 6.3 shows that KMeans compression
strikes a good balance between quality (measured by PSNR), encoding/decoding time, and
compression rate. Other methods rely on large supervised models, complicating inference
and disallowing the use of pretrained checkpoints. For all ablation experiments, data was
compressed once (using Faiss [68]), taking around 40 hours for 60 epochs of data. We used a
patch size of 10× 10 and 65536 clusters.

Table 6.4 demonstrates that using KMeans data results in a 5.37× speedup with a small
performance cost when training a ViT-Small model. Training the same model on pixel data for
the same duration yields worse performance. ViT-Base sees a 2.71× speedup, and ViT-Large a
1.24× speedup (better GPUs can lead to greater speedup, as data becomes the bottleneck).
Training throughput. In Table 6.5, we compare the training speed of various self-supervised
learning (SSL) methods based on ViT for videos, using a single NVIDIA RTX 4090 GPU
(with 24 GB VRAM). We employed the official code and configurations for each model:
VJEPA [18] with repeated masking of 2, VideoMAEv2 [256] with 4, and VideoMAE [244]
without repeated masking. DINOv2 represents the dense version of our model without sparsity.
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Table 6.3: Comparison of different compression
methods. Evaluation of various methods for com-
pressing and decompressing 0.5M frames on 4 GPUs.
KMeans-based methods offer a good balance between
quality (PSNR), processing time, and compression fac-
tor.

Method PSNR
Time Compression

(mm:ss) Factor

SD-XL 30.29 40:29 24
TinyAE-XLbyte 26.44 7:25 48
VQGAN-f16 23.36 25:59 384
KMeans16×16 24.28 1:23 384
KMeans10×10 25.75 1:41 150

Table 6.4: Effect of KMeans on
training speed and accuracy with
ViT-Small. Using KMeans compres-
sion achieves a 5.37× speedup with
a minor performance cost. Training
on pixel data for the same duration
results in lower performance.

KMeans
Time Linear

(hh:mm) Acc. (%)
✓ 9:42 44.4
x 52:09 46.1
x 9:42 29.5

The measurements exclude data loading time and focus only on forward and backward times.
We evaluated two architecture scales: ViT-Base and ViT-Large. Despite ViDROP having lower
throughput due to the combination of small and large crops and heavier loss calculation, it is
significantly more data efficient than reconstruction based methods, as shown in Table 6.2.

6.3.3 Results

For our main results, we train three different ViT-Large models to comprehensively evaluate the
performance of ViDROP under various conditions. The first model, ViDROPvjepa, is based on
VJEPA [18] and employs only random resized cropping as data augmentation, representing a
minimal augmentation approach. The second model, ViDROPaug

vjepa, incorporates the heavy data
augmentations used in DINO [29], allowing us to assess the impact of extensive augmentation
techniques. Finally, ViDROPkmeans

vmae utilizes light data augmentations but is initialized with
a VideoMAE checkpoint pretrained for 1600 epochs on Kinetics400 [139] and trained on
KMeans compressed data. While KMeans compression doesn’t offer significant speed benefits
for ViT-Large models, we include this configuration to demonstrate the robustness of our
findings. By using compressed data, we establish a lower bound on performance (as shown
in Table 6.4), yet still outperform the original VideoMAE model. This underscores the
effectiveness of ViDROP, even under potentially suboptimal data conditions. Through these
three models, we showcase ViDROP’s versatility and strong performance across various
training scenarios and benchmarks.
Large action classification datasets. Table 6.6 presents our results on large action classification
datasets, specifically Kinetics400 [139] (K400) and Something-Something-v2 [101] (SSv2).
We focus primarily on linear probing [110] accuracies to evaluate the quality of SSL features
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Table 6.5: Training throughput of various SSL methods with ViT models. Comparison of
training speeds for different SSL methods using ViT-Base and ViT-Large architectures on a
single NVIDIA RTX 4090 GPU. DINOv2 refers to the dense version of our model without
sparsity. Our throughput is comparable to other reconstruction based models and significantly
more than dense models (DINOv2 and SVT).

Method
ViT-Base ViT-Large

Max BS. TPUT Max BS. TPUT

SVT 4 8.4 1 1.5
VMAE 30 139.6 8 32.9
VMAEv2 15 58.8 8 29.7
VJEPA 37 74.4 22 37.9
DINOv2 12 23.4 4 7.8
ViDROP 33 43.1 11 17.4

without heavy fine-tuning or expensive heads. For completeness, we also include single-view
attention pooling [18] results for ViT-based models.

For ViDROPkmeans
vmae , we observe consistent improvements over the base VideoMAE model

across all metrics. This demonstrates the effectiveness of our approach even when using
compressed data. In the case of VJEPA-based models, ViDROP achieves state-of-the-art results
in linear probing, significantly outperforming the base model and even surpassing the attention
probing performance of the VJEPAHuge model on K400.

Interestingly, for our VJEPA-based models, attention probing yields lower performance
than linear probing. This aligns with findings in the VJEPA paper [18], where a pretrained
DINOv2 [196] model showed worse performance on ImageNet-1K [219] with attention probing
compared to a linear head. On SSv2, our model shows lower performance compared to the
base VJEPA checkpoint. This discrepancy can be attributed to the limited diversity in our
pretraining data. While the VJEPA checkpoint leveraged VideoMix2M (which includes SSv2)
for training, our pretraining utilized only K400 data, leading to a degree of forgetting for
SSv2-specific features. Incorporating stronger data augmentations (ViDROPaug

vjepa) narrows this
gap significantly, but doesn’t fully bridge the difference, highlighting the importance of diverse
pretraining datasets.

Low-shot settings. To evaluate the effectiveness of our learned representations in scenarios
with limited labeled data, we conducted experiments in low-shot settings on Kinetics-400.
Table 6.7 presents the results of linear probing using varying percentages of the labeled training
data. Our ViDROP models consistently outperform the baseline VJEPA across all data regimes,
with particularly significant improvements in the most challenging low-shot scenarios. Notably,
ViDROP achieves 58.5% accuracy with only 5% of the labeled data, surpassing VJEPA’s
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Table 6.6: Performance comparison on large-scale action recognition datasets. We re-
port linear probing (LP) and attention pooling accuracies (%) on Kinetics-400 (K400) and
Something-Something-v2 (SSv2). Numbers in parentheses indicate evaluation clips. ViDROP
variants consistently outperform their baselines in LP, with ViDROPaug

vjepa achieving state-of-the-
art performance. Note the performance drop on SSv2 for our models due to limited pretraining
dataset diversity.

Method
K400 SSv2

Linear Attention Linear
(5×3) (1×1) (2×3)

ρBYOL [83] 71.5 - 25.3
SVT [212] 68.1 - 20.3
CVRL [206] 71.6 - -

VideoMAE 52.5 68.6 27.9
ViDROPkmeans

vmae 63.4 71.9 32.9

VJEPA 56.7 73.7 43.2
ViDROPvjepa 72.4 71.1 33.8
ViDROPaug

vjepa 74.8 72.7 38.7

VJEPAHuge - 74.0 -

performance (56.7%) when trained on the full dataset. This demonstrates the robustness and
data efficiency of our learned representations. The augmented version, ViDROPaug

vjepa, further
improves upon these results, achieving 61.2% accuracy with just 5% of the data. These findings
highlight the potential of ViDROP for real-world applications where labeled data may be scarce
or expensive to obtain.

Small datasets. We evaluate our models on UCF-101 [233] and HMDB-51 [147] to assess
representation transferability. Table 6.8 shows results for linear probing and K-nearest neigh-
bors (KNN) classification. ViDROPkmeans

vmae significantly improves over VideoMAE, especially
in KNN probing, with gains of 23.9 and 16.3 percentage points on UCF-101 and HMDB-
51, respectively. For VJEPA-based models, we observe a trend similar to larger datasets.
ViDROPvjepa shows slightly lower performance than the base VJEPA model, likely due to the
data diversity issue mentioned earlier. However, ViDROPaug

vjepa with stronger data augmentations
surpasses the baseline performance. It achieves state-of-the-art results in linear probing on both
datasets and in KNN classification on HMDB-51, demonstrating our approach’s effectiveness
when combined with appropriate data augmentation strategies.

THUMOS14. To evaluate the generalization capability of our learned representations beyond
action classification, we assess their performance on the temporal action detection task using
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Table 6.7: Low-shot learning performance on Kinetics-400. Linear probing accuracies (%)
are reported for different percentages of labeled training data. ViDROP variants consistently
outperform the baseline VJEPA, with ViDROPaug

vjepa achieving the best results across all data
regimes.

Method 5% 10% 50% 100%

VJEPA 43.6 48.8 52.0 56.7
ViDROPvjepa 58.5 62.5 69.8 72.4
ViDROPaug

vjepa 61.2 65.4 72.5 74.8

Table 6.8: Performance comparison on small-scale action recognition datasets. We report
linear probing and KNN accuracies (%) on UCF-101 and HMDB-51. ViDROP variants show
competitive performance, with ViDROPaug

vjepa achieving state-of-the-art results in most metrics.

Method
UCF-101 HMDB-51

Linear KNN Linear KNN

ρBYOL 89.6 85.2 61.2 49.7
SVT 91.3 87.2 63.1 51.8

VideoMAE 84.5 49.1 60.3 29.2
ViDROPkmeans

vmae 86.6 73.0 60.9 45.5

VJEPA 92.0 81.2 66.9 54.7
ViDROPvjepa 91.1 81.3 66.0 51.0
ViDROPaug

vjepa 93.7 84.8 69.6 55.3

the THUMOS14 [135] dataset. Table 6.9 presents the mean Average Precision (mAP) at
different temporal Intersection over Union (tIoU) thresholds. Our ViDROP model demonstrates
remarkable improvement over the VJEPA baseline across all tIoU thresholds. The average
mAP of ViDROP (49.9%) more than doubles that of VJEPA (20.1%), indicating the superior
quality and transferability of our learned representations for temporal action detection tasks.
This substantial performance gain is particularly noteworthy given that both models use self-
supervised features. For context, we also include results from ActionFormer [291]. While
ActionFormer achieves higher performance, it’s important to note that it utilizes supervised I3D
features [30], which benefit from explicit supervision on action recognition tasks. In contrast,
our ViDROP model uses purely self-supervised features, making its performance particularly
impressive.
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Table 6.9: Temporal action detection results on THUMOS14. We report mAP at dif-
ferent tIoU thresholds. ViDROP significantly outperforms VJEPA across all thresholds.
∗ActionFormer uses supervised I3D [30] features.

Method 0.3 0.4 0.5 0.6 0.7 Avg.

VJEPA 44.9 31.6 15.3 6.3 2.2 20.1
ViDROPvjepa 64.4 59.1 52.2 42.7 31.3 49.9
ViDROPaug

vjepa 70.2 65.5 59.1 49.5 36.6 56.2

ActionFormer∗ 82.1 77.8 71.0 59.4 43.9 66.8

6.4 Discussion

In this chapter, we introduced ViDROP, a novel self-supervised learning framework for video
understanding that combines generative and discriminative learning paradigms within a single
encoder-only architecture. By integrating token dropping and masking strategies, ViDROP
addresses the critical challenge of prohibitive fine-tuning costs in large-scale video models
while maintaining state-of-the-art performance across various benchmarks.

A key innovation of ViDROP is its k-means clustering-based video compression technique,
which enhances efficiency while keeping representations close to the pixel space. This approach,
coupled with the method’s ability to perform well without heavy data augmentations, aligns
with our thesis’s focus on developing techniques that leverage existing knowledge while
optimizing for computational efficiency.

The scalability of ViDROP across different network sizes and training regimes, along with
its data efficiency in low-shot learning scenarios, highlights its potential for broad adoption in
real-world applications. These characteristics demonstrate how strategic sparsity can lead to
more adaptable and resource-efficient video analysis frameworks.

As we transition to the final chapter on SF-CLIP, we extend the principles of sparsity and
efficient processing to multimodal learning, bridging visual and linguistic representations. This
progression showcases the versatility of our approach across different modalities and represents
a significant step in our exploration of efficient self-supervised visual representation learning
in modern machine learning.
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Chapter 7

SFCLIP: Building Vision-Language
Models on Solid Foundations with
Masked Distillation

Material in this chapter is based on: Sameni, Sepehr, Kushal Kafle, Hao Tan,
and Simon Jenni. “Building Vision-Language Models on Solid Foundations with
Masked Distillation.” In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 14216-14226. 2024. © 2024 IEEE.

As we conclude our exploration of sparsity and efficient processing in machine learning,
this final chapter represents a significant leap forward in applying these principles beyond
self-supervised learning (SSL). Building upon the insights gained from DILEMMA, SCALE,
RIVER, and ViDROP, we now turn our attention to the challenging domain of Vision-Language
Models (VLMs). This chapter introduces SF-CLIP (Solid Foundation CLIP), a novel approach
that demonstrates how the concepts of strategic sparsity and efficient processing can be extended
to weakly supervised models, particularly in the context of vision-language understanding.

The emergence of VLMs, exemplified by pioneering models like CLIP [209] and ALIGN [134],
has been pivotal in integrating computer vision and natural language processing. These models
have found applications in various domains, from text-guided image retrieval [26] to image
captioning [158] and even text-to-image generation [138, 203, 205, 211]. However, despite
their success, VLMs face limitations, including their reliance on noisy alt-text data, superficial
understanding of visual content, and challenges in low-resource languages.

Recent works have explored various strategies to address these limitations, such as in-
corporating extra supervision [63, 186], using cleaner datasets [79], and re-captioning im-
ages [78, 190]. However, these approaches often compromise training efficiency or face
scalability challenges, aligning with the broader theme of our thesis on balancing model
capabilities with computational efficiency.

87
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SF-CLIP addresses these challenges by leveraging the solid visual and linguistic under-
standing captured in foundational vision and language models. Our approach builds upon these
pre-trained models through a combination of masked distillation and contrastive image-text
pretraining. This strategy aligns with our thesis’s focus on efficient processing and sparsity,
as we sparsely apply distillation on a few examples at each step, maintaining higher training
throughput while achieving better downstream performance.

Key to SF-CLIP’s efficiency is its use of frozen text and image teacher models to provide
per-token target latent representations during VLM training. This dense per-patch supervision
enhances the spatial and compositional understanding of the image encoder, counteracting the
tendency towards global feature learning in standard VLM training. This approach resonates
with the sparsity concepts introduced in earlier chapters, as it allows for more efficient learning
of fine-grained visual-textual relationships.

SF-CLIP also addresses the multilingual challenge in VLMs, a limitation that often requires
extensive training on diverse languages [41, 290] or reliance on translation models [65]. By
designing the VLM text input as a learned projection from fixed teacher word embeddings,
SF-CLIP inherits multilingual capabilities despite being trained on monolingual data. This
efficient transfer of linguistic knowledge aligns with our thesis’s exploration of how strategic
sparsity and efficient processing can unlock new capabilities in model training and application.
Our contributions can be summarized as follows:

• We introduce SF-CLIP, a novel approach to building VLMs that leverages foundational
vision and language models through masked distillation.

• We demonstrate significant improvements in zero-shot and vision-language retrieval
tasks while maintaining high training efficiency.

• Our method achieves multilingual proficiency and enhanced spatial understanding with-
out requiring extensive multilingual training data or compromising computational effi-
ciency.

• We show that selective application of distillation maintains higher training throughput
while simultaneously achieving better downstream performance than prior methods using
auxiliary training objectives.

By focusing on efficiency and leveraging pre-existing knowledge, SF-CLIP not only
advances our understanding of VLMs but also aligns with the broader goals of this thesis
in exploring how strategic sparsity and efficient processing can unlock new capabilities in
model training and application. The subsequent sections will dive deeper into the methodology,
experiments, and results, illustrating how SF-CLIP contributes to the evolving landscape of
efficient and effective vision-language learning.
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Figure 7.1: SF-CLIP’s Performance on Vision-Language Tasks. Our model, SFCLIP, builds
on the knowledge of foundational vision and language models to learn a joint embedding space.
As a result, it not only shows improved zero-shot performance but also inherits strong multi-
lingual and image segmentation capabilities from its teachers. The plot shows the performance
of SFCLIP compared to SLIP and vanilla CLIP across ten established benchmarks. (all models
are pretrained on YFCC-15M)

7.1 Background

This chapter extends the principles of multimodal weak supervised learning and Vision-
Language Models (VLMs) discussed in Section 2.3. SF-CLIP addresses key challenges
in current VLMs, particularly focusing on enhancing spatial-textual understanding while
maintaining computational efficiency.

A crucial concept in SF-CLIP’s approach is the combination of contrastive pretraining with
masked knowledge distillation. This method builds upon the contrastive learning techniques
outlined in Section 2.3.1, but aims to overcome the limitations in capturing fine-grained com-
positional details and complex visual-linguistic relationships, as highlighted in Section 2.3.2.

Another key aspect of SF-CLIP is its leveraging of foundational models, as discussed in
Section 2.3.3. By incorporating these large-scale pretrained models, SF-CLIP aims to enhance
the richness and depth of learned representations, addressing the challenges of spatial and
linguistic understanding outlined in the main background chapter.

Lastly, SF-CLIP introduces a novel approach to multilinguality, not previously elaborated
in Section 2.3.4. Instead of training directly on multilingual data or aligning with a pretrained
multilingual encoder, SF-CLIP projects the multilingual embedding of a Large Language Model
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Figure 7.2: Model Overview for SF-CLIP. Our model learns to represent visual and textual
data in a shared embedding space through an image and text encoder. We train our model on
a dataset comprising image-text pairs, utilizing a combination of optionally masked feature
distillation—aimed at inheriting the robust compositional understanding from vision and
language foundation models—on a subset of the minibatch (illustrated by the orange sample in
this figure) and standard vision-language contrastive learning to align the two modalities.

(LLM) to handle different languages. This method offers a potentially more efficient and flexible
approach to multilingual VLM training, aligning with the thesis’s focus on computational
efficiency in self-supervised learning.

7.2 Method

We aim to learn a unified embedding space of text and images using two separate encoders,
a visual encoder V and a text encoder T . We assume access to a paired dataset of images xi
and their noisy captions yi (alt-text) D = {(xi, yi)}Ni=1. Our model also leverages pre-trained
teacher models Vteacher and Tteacher for both modalities. These teacher models are trained on
potentially much larger uni-modal datasets (e.g., large amounts of unlabelled images and texts),
which are generally easier to obtain than the paired image-text data. All the models in our
framework are based on the Transformer architecture [249], which encodes an input into a
sequence of feature vectors, e.g., V (x) ∈ Rnv×dv , where nv is the number of tokens and
dv the latent feature dimension of the visual encoder. At a high level, our proposed training
strategy combines the usual contrastive loss between paired data [209] with masked knowledge
distillation objective to the teacher in each modality. We name our model SFCLIP and show
an overview in Figure 7.2. The remainder of this section describes our model and training
objective in detail.
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7.2.1 Training Objectives

Vision-Language Contrastive Objective. We use a standard contrastive learning objective
to align our model’s vision and language embeddings. Concretely, let v(xi) ∈ Rd be the
embedding vector resulting from our visual encoder and t(yi) ∈ Rd be the corresponding text
embedding. In our implementation, we calculate v(xi) and t(yi) as the average of all the final
layer token embeddings in the transformers V and T , followed by a learned linear projection in
each modality (e.g., projecting dv to d for the visual encoder). Finally, the projected embeddings
are l2-normalized. We follow prior works [134, 209] and use a symmetric InfoNCE loss [248]
formulation

LCLIP = LI→T + LT→I , (7.1)

with

LI→T = − 1

B

B∑
i

log
exp(v(xi) · t(yi)/τ)∑B
j=1 exp(v(xi) · t(yj)/τ)

LT→I = − 1

B

B∑
i

log
exp(v(xi) · t(yi)/τ)∑B
j=1 exp(v(xj) · t(yi)/τ)

,

where τ is a learned temperature parameter, and B is the size of a training mini-batch.
Masked Feature Distillation. We combine the above contrastive vision-text alignment objec-
tive with a feature distillation loss in both modalities. These distillation objectives aim to anchor
the learned student representations with strong pre-trained visual and textual representations
that capture well the structure of visual and textual data (solid foundations). Note that this
implies that the student and teacher input tokenizer must result in the same number of tokens
for any input. We, therefore, inherit the teacher language tokenizers in practice. Furthermore,
we pose feature distillation in a masked setting, where the student only partially observes the
input and must recover the latent teacher representation of masked and unmasked input tokens.
This masked reconstruction task additionally steers the encoders to learn structural patterns in
the inputs. Concretely, given teacher visual encoders Vteacher and text encoder Tteacher, and their
corresponding student models V and T , we pose the distillation losses

LV D = ∥V (Mv ⊙ x)− Vteacher(x)∥22 (7.2)

for the visual encoder and for the text encoder

LTD = ∥T (Mt ⊙ y)− Tteacher(y)∥22, (7.3)

where Mv and Mt are masks that randomly zero out a set of student input tokens. Note that we
layer normalize the outputs of both teacher models in the loss calculation and that we include a
learned linear projection from the output of V and T to teacher output features (the teacher and
student feature dimensions can be different).



92 Chapter 7: SFCLIP

Overall Training Objective. Our overall learning objective combines the CLIP loss with the
distillation losses

Ltotal = LCLIP + λ1LV D + λ2LTD, (7.4)

where λ1 and λ2 weigh the contribution of the distillation terms. In this multitask objective,
we can interpret LCLIP as aligning the two modalities while LV D and LTD anchor the visual
and textual encoders with strong pre-existing representations of visual and textual data.

7.2.2 Efficient Training

Batch Subsampling for Efficient Training. Since our training includes distillation from large
teacher networks (e.g., LLMs for the text encoder), a naive implementation would result in
much increased computational and memory demands and much lower training throughput.
This is due to feeding every example in the mini-batch to the two teacher networks as well.
To counteract this, we propose to perform the masked distillation objectives only on a small
random subset of each training mini-batch. As our experiments show, this provides the positive
influence of masked distillation while preserving high training throughput. Furthermore, it
would be possible to pre-compute the teacher representations and avoid the online computation
of targets during training, trading off additional storage requirements for virtually no training
overhead compared to vanilla CLIP training.
Inheriting Teacher Word Embeddings. A large portion of the text encoder parameters are
dedicated to learned word embeddings. Instead of learning these from scratch, we opt for a
linear projection from the teacher’s frozen word embeddings to T ’s hidden dimension. Besides
accelerating training and enhancing downstream performance, we observe multi-lingual vision-
language understanding capabilities emerging from this design when leveraging a multi-lingual
text teacher. This occurs even without seeing any multilingual paired data during training of V
and T .

7.3 Experiments

We conducted extensive experiments to validate our model design and to demonstrate its
advantages over the conventional CLIP-style training approach for vision-language models.
In these experiments, we employed a vision encoder based on the ViT-B/16 architecture [67]
and CLIP’s corresponding text encoder architecture [209] but with a non-causal attention
(Similar to MaskCLIP [63] and CLIP [85]). Following the methodology of SLIP [186],
we trained our model on YFCC15M (a subset of YFCC100M [241]) for 25 epochs with a
batch size of 4096. Our default selection for the visual teachers included SAM-H/16 [142]
and DINOv2-L/14 [196], and for the text teacher, we chose XGLM-1.7B [163] with word
embedding projection. By default, we masked up to 25% of the text tokens and none of the
vision tokens (evaluated in ablations) and employed a subset of 1024 images for the visual
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Table 7.1: Results on ImageNet and image-text retrieval. Zero-shot and Linear probing
accuracies on Imagenet (left) and zero-shot image-text retrieval on Flickr30K [202] and MS-
COCO [162] datasets (right). Best results in bold and second best with underline.

ImageNet Flickr30K MS-COCO
Zero Linear Image-to-text Text-to-image Image-to-text Text-to-image

Method Shot Probe R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

Y
FC

C
-1

5M

CLIP [186] 37.6 66.5 52.9 79.6 87.2 32.8 60.8 71.2 27.5 53.5 65.0 17.7 38.8 50.5
SLIP [186] 42.8 72.1 58.6 85.1 91.7 41.3 68.7 78.6 33.4 59.8 70.6 21.5 44.4 56.3
MaskCLIP [63] 44.5 73.7 70.1 90.3 95.3 45.6 73.4 82.1 41.4 67.9 77.5 25.5 49.7 61.3
SLIP100ep [85] 45.0 73.6 59.7 85.5 91.6 39.6 66.5 76.6 33.8 60.0 71.2 22.9 45.9 57.3
SFCLIP 45.2 74.3 68.7 90.4 94.8 46.2 73.2 82.7 41.8 68.3 78.4 25.5 50.2 61.3

C
C

-1
2M

CLIP [78] 40.2 70.3 63.3 86.3 92.4 48.0 73.9 82.5 37.8 65.4 75.7 25.8 51.0 62.5
SLIP [186] 40.7 73.7 62.5 87.2 92.1 46.6 73.3 80.9 37.6 64.9 75.5 26.8 51.4 62.7
LaCLIP [78] 48.4 72.3 63.9 86.5 92.6 51.6 78.8 86.2 38.0 64.8 75.0 26.5 51.2 62.6
LaSFCLIP 53.6 75.3 71.8 91.9 95.2 59.9 84.2 90.9 44.3 71.3 80.2 31.4 57.3 68.1

teachers and 512 for the text teacher. The values of λ1 and λ2 were consistently set to 1.
To further demonstrate the broad applicability of our method, we also trained LaSF-CLIP,
a language-augmented version of our SF-CLIP, using LaCLIP’s language rewrites [78] on
CC12M [32] for 35 epochs with a batch size of 8192, employing 1024 images for the vision
teachers and 512 for the text teacher. For most of our comparisons, we used the official SLIP1

and LaCLIP2 checkpoints. All the models were trained using eight A100 GPUs on a single
node using OpenCLIP’s codebase [41].

7.3.1 Common Benchmarks

ImageNet Classification. We evaluate both zero-shot and linear probing accuracy of our model
on ImageNet-1k [219]. We use the 7 prompts in SLIP [186] for zero-shot and 90 epochs of
training with added batch normalization [127] without affine parameters [110] for the linear
probing. As can be seen on the left of Table 7.1, SFCLIP performs better than all the other
models with both pretraining datasets. Most notably, on CC-12M, SFCLIP gets a whopping
5.2% improvement over LaCLIP in the zeroshot setting.
Zero-shot Text/Image Retrieval. We report the zero-shot text-image retrieval results on
two benchmark datasets, Flicr30K [202] and MS-COCO [162] on the right side of Table 7.1.
Overall, in the case of YFCC-15M, we see on-par performance with MaskCLIP, and on
CC-12M we see significant improvements over LaCLIP.
Zero-shot Classification on Small Datasets. We use the 20 datasets of the Image Classifi-
cation in the Wild (ICinW) challenge [156] to assess our zero-shot classification accuracies
in Table 7.2. Other than the datasets that most methods perform poorly on, like MNIST and

1https://github.com/facebookresearch/SLIP#vit-base
2https://github.com/LijieFan/LaCLIP#pre-trained-models

https://github.com/facebookresearch/SLIP#vit-base
https://github.com/LijieFan/LaCLIP#pre-trained-models
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Aircraft (likely due to the domain gap between YFCC15M/CC12M and these datasets [63]),
our method outperforms the others on average by 2% on YFCC15M and by 5% on CC-12M.
Not only does our model outperform SLIP100ep (which was trained for 100 epochs, instead of
25), it even gets close to MaskCLIP [63] trained on significantly more data.

Table 7.2: Zero-shot evaluation on ICinW classification benchmarks. Best results in bold
and second best with underline. Models are trained on YFCC-15M by default. Models marked
with an asterisk * are trained on CC-12M. The model marked with a dagger † is trained
on YFCC-15M+CC-3M+CC-12M+ImageNet-21K (ImageNet-1k is removed, around 13M
images).
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Caltech-101 58.6 70.9 72.0 72.8 74.0 75.4 72.2 77.4 77.6 83.3 82.8 84.6 86.4
CIFAR-10 68.5 82.6 80.2 71.3 79.2 67.1 85.0 64.9 80.7 75.1 82.0 86.7 95.3

CIFAR-100 36.9 48.6 57.5 38.9 50.4 37.8 53.6 38.5 46.3 43.9 50.2 57.3 78.3
Country211 10.8 11.8 12.6 14.6 11.5 15.6 12.0 5.1 5.7 8.9 9.2 9.2 11.6

DTD 21.4 26.6 27.9 28.0 26.2 30.3 35.2 19.4 25.1 31.0 30.1 42.2 33.0
EuroSAT 30.5 19.8 44.0 12.6 20.8 23.2 43.7 20.1 25.8 27.3 20.4 35.9 57.7

FER-2013 16.9 18.1 20.3 – 36.5 – 30.6 30.8 – 26.7 – 34.9 18.8
Aircraft 5.1 5.6 6.1 9.9 8.4 11.2 11.0 2.4 2.3 5.6 4.4 7.3 8.0

Food-101 51.6 59.9 64.9 61.5 63.3 63.0 65.0 50.8 52.5 60.7 62.9 65.1 78.9
GTSRB 6.5 12.6 8.5 10.0 11.7 8.1 10.3 7.3 6.0 12.7 10.1 18.4 17.3
Memes 51.1 51.8 52.0 52.9 55.1 54.3 49.6 52.1 – 52.9 – 53.0 52.8

KittiDis 25.9 29.4 34.3 44.2 35.2 35.6 32.9 36.3 – 16.9 – 29.7 16.0
MNIST 5.0 9.8 4.9 9.4 17.1 9.8 11.6 10.1 – 19.2 – 19.3 7.3
Flowers 52.7 56.3 57.0 58.4 61.3 62.8 59.5 33.2 29.2 39.9 37.4 43.7 74.2

Pets 28.6 31.4 34.3 30.7 34.7 35.4 38.1 64.1 58.6 72.4 70.6 76.3 74.4
PatchCam 51.7 55.3 50.1 51.1 52.1 51.6 54.1 50.3 – 50.6 – 54.8 52.1

SST2 52.5 51.5 49.9 50.4 49.9 50.1 50.3 47.6 – 48.4 – 50.3 46.2
RESISC45 22.4 28.5 35.7 37.2 27.8 36.0 39.7 38.9 36.6 44.3 45.6 49.1 54.3

Cars 4.5 5.4 6.7 6.7 8.1 8.2 8.2 24.1 24.9 36.3 32.2 35.7 26.5
Voc2007 79.1 80.5 82.1 – 78.67 – 80.2 77.0 – 81.9 – 84.1 82.3

Average 34.0 37.8 40.1 – 40.1 – 42.1 37.5 – 41.9 – 46.9 48.9
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Table 7.3: Zero-shot semantic segmentation
(mIoU%). We upsample the output feature
map to the image resolution and classify each
pixel using models trained on YFCC-15M.

Method Pascal-Context ADE-20K

CLIP [63] 13.5 7.2
MaskCLIP [63] 17.2 10.2
SFCLIP 25.9 11.6

Table 7.4: Zero-shot instance segmenta-
tion. We use the frozen SAM decoder with
ViT-B/16 on the COCO dataset, both mod-
els are evaluated with 1024×1024 images
using ground truth bounding boxes.

Method Training Data mAP mAR

SAM [142] SA-1B 57.8 60.8
SFCLIP YFCC15M 45.0 54.6

7.3.2 Dense Visual Understanding

Zero-shot Semantic Segmentation. Even though CLIP was trained on whole images, Dense-
CLIP [298] showed that one can still get per-patch classifications from CLIP. Since our model
inherits additional spatial understanding through our visual distillation objective, we expect
to see improved performance compared to vanilla CLIP on zero-shot semantic segmentation.
Following DenseCLIP, we use the final attention keys of the vision encoder and project them
into the joint embedding space, where we apply a per patch zero-shot classification on Pascal-
Context [184] and ADE-20K [297]. Table 7.3 shows that SFCLIP performs much better than
CLIP and MaskCLIP (which also has a per patch loss).
Zero-shot Instance Segmentation. Since SFCLIP was trained to mimic SAM’s [142] final
representations, we can use SAM’s decoder on top of our model ”out of the box” and get better
than chance results. In Table 7.4, we use the ground-truth bounding boxes of MS-COCO to
get instance segmentations. Note that SFCLIP was only trained to predict SAM’s features
on YFCC-15M and was not trained to process 1024×1024 images, but still manages to learn
something useful and compatible with SAM’s decoder.
Linear Probing for Semantic Segmentation. Following the previous experiment, we also
conducted linear probing on our per-patch representations for the task of semantic segmentation
on Pascal-VOC [76], Pascal-Context [184], ADE-20K [297], and COCO-Stuff [25] datasets.
Results in Table 7.5 show that SFCLIP indeed has a richer spatial representation than CLIP
and significantly outperforms it in this task. Most notably on Pascal-VOC, SFCLIP is almost
performing as well as CLIP trained on 1B images [91].

7.3.3 Better Language Understanding

Compositional Understanding Benchmark. Because of the noisy training data and the coarse
contrastive loss, VLMs mostly act like a bag of words [287] and lack a deeper compositional
understanding of the images. Previous benchmarks to assess compositional understanding
like Winoground [242], VL-CheckList [295], ARO [287], CREPE [176], and Cola [213],
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Table 7.5: Linear head probing semantic segmentaion. We report mIoU% on semantic
segmentation datasets with ViT-B/16.

Method Pascal VOC Pascal Context ADE 20K MS COCO

Pretraining on YFCC-15M
CLIP [186] 32.4 29.6 14.5 22.6
SLIP [186] 57.6 41.8 23.0 32.1
SFCLIP 69.4 47.9 30.5 35.1

Pretraining on CC-12M
CLIP [78] 35.2 30.1 18.0 24.4
LaCLIP [78] 33.7 30.1 17.5 24.5
LaSFCLIP 69.1 47.0 31.6 34.9

Larger Dataset Pretraining, 448×448 Evaluation
SAMSA-1B [142] 46.6 – 26.6 –
CLIPDataComp-1B [91] 70.7 – 36.4 –

were found to have shortcomings and be gameable in many cases. The SugarCREPE [120]
benchmark aims to address those shortcomings and provides a more reliable metric to measure
compositional understanding of the VLMs. Results in Table 7.6 (left) show that SFCLIP gets a
decent improvement over prior dual encoder joint embedding VLM approaches on YFCC-15M
but gets worse performance than CLIP with language rewrites [78]. This result shows that even
though naively sampling from an LLM for text data augmentation can be useful for many tasks
(as was shown in other experiments), the LLM hallucinations might make the model worse in
some aspects at the end and just using the hidden representations of an LLM, like as in SFCLIP
is a more reliable way than sampling from an LLM without looking at the image.
Verb Understanding Benchmark. VLMs often fail at identifying image-text pairs that show a
mismatch concerning subjects, verbs, and objects. The SVO [111] benchmark aims to quantify
this problem and identified that VLMs perform worse on verb understanding, likely due to the
noisy training data. We see a clear improvement using SFCLIP in this task (Table 7.6, right),
but we note that verbs remain challenging even for SFCLIP compared to subject and object,
which are mostly nouns.
Multilingual Capabilities. YFCC15M, a subset of YFCC100M [241], primarily features
English captions. Therefore, training a standard CLIP model on this data will not permit
image/text retrieval with other languages. However, thanks to using a large multi-lingual
language model as our text teacher (XGLM-1.7B [163]) and by inheriting its word embedding
through a learned projection, SFCLIP shows out-of-the-box multilingual capabilities even
though it was never explicitly trained on non-English data. Table 7.7 demonstrates that SFCLIP
performs drastically better than baselines on XTD10 [1] for all languages. In contrast, we
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Table 7.6: Benchmarks on the shortcomings of VLMs. SugarCREPE [120] (compositional
understanding), and SVO [111](verb understanding).

SugarCREPE SVO
Method Replace Swap Add Average Subject Verb Object All

Y
FC

C
-1

5M CLIP [186] 73.3 59.4 74.0 68.9 79.3 70.5 87.8 75.4
SLIP [186] 75.2 58.6 73.7 69.2 80.3 72.8 89.5 77.4
SFCLIP 77.3 61.6 74.8 71.2 81.0 74.7 87.1 78.2

C
C

-1
2M

CLIP [78] 77.5 61.8 73.5 70.9 80.8 76.9 89.5 80.0
LaCLIP [78] 75.1 60.6 71.2 69.0 85.6 80.7 91.8 83.8
LaSFCLIP 76.7 63.3 72.0 70.7 87.8 84.0 94.2 86.7

Table 7.7: Image to text retrieval results on XTD10. Comparison of I2T.R@5 (T2I.R@5
follows the same patterns) performance across different languages on the XTD10 [1] benchmark.
We see a huge performance drop even on languages close to English for the baselines but
SFCLIP sees a less severe drop. For the languages further from the English, CLIP and SLIP
become as bad as random guessing but SFCLIP still performs significantly better than chance.

Method EN ES FR IT DE RU ZH TR JP PL KO

Y
FC

C
-1

2M CLIP [186] 70.5 23.3 25.6 23.4 21.4 1.1 0.9 3.6 0.7 6.6 0.7
SLIP [186] 75.0 26.8 29.0 22.1 21.7 0.3 0.5 3.8 0.7 7.5 0.6
SFCLIP 79.0 48.7 44.4 43.1 41.3 32.5 17.7 14.8 10.4 9.4 6.5

C
C

-1
2M

CLIP [78] 78.9 4.3 10.8 8.5 7.2 0.7 0.4 2.3 1.0 4.2 0.5
LaCLIP [78] 80.1 8.4 16.1 12.9 14.0 1.0 1.6 3.5 0.4 7.1 0.8
LaSFCLIP 84.0 34.2 38.1 33.2 33.5 40.3 47.3 13.9 27.5 9.1 12.1

observe CLIP’s and SLIP’s performance drop strongly even for languages similar to English and
nearing random levels for distant languages. SFCLIP, on the other hand, performs significantly
better than chance even in very distant languages like Japanese and Korean. We believe it
to be remarkable that just by learning a projection of input tokens and matching the outputs
of the LLM in one language (i.e., English in our case), the model can generalize well to
various languages. We observe the same behavior on the models trained on CC-12M but with
different languages. Based on our initial investigations, language rewrites [78] sometimes
output sentences in Russian and Chinese, explaining the performance difference in these
languages. This also shows that a small set of sentences in other languages can greatly benefit
multilingual capabilities through teacher distillation.
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Table 7.8: Importance of the different components. We study the different components that
matter for different evaluation metrics. For the different variants, we highlight the differences
from the default SFCLIP setting.

Teachertxt Masktxt Emb. Proj. Teacherimg Maskimg Subset Ratio IN-ZS MSC-T2I MSC-I2T ES-I2T RU-I2T Context

1 ✓ ✓ ✓ ✓ ✗ 12.5% 33.9 18.9 33.3 39.1 34.2 25.4
2 ✗ ✓ N/A ✓ ✗ 12.5% 33.2 18.6 31.5 18.4 1.6 25.3
3 ✓ ✗ ✓ ✓ ✗ 12.5% 33.6 18.9 32.5 38.0 31.1 25.2
4 ✓ ✓ ✗ ✓ ✗ 12.5% 35.2 18.8 31.9 22.6 0.8 23.8
5 ✓ ✓ ✓ ✗ ✗ 12.5% 31.3 16.6 29.0 35.5 33.8 22.7
6 ✓ ✓ ✓ ✓ ✓ 12.5% 34.3 18.7 32.3 37.4 33.6 25.6
7 ✓ ✓ ✓ ✓ ✗ 6.25% 33.9 18.8 32.9 38.9 34.1 25.2
8 ✓ ✓ ✓ ✓ ✗ 25% 34.1 18.7 31.5 39.0 32.4 25.2

7.3.4 Ablations

We perform extensive ablation experiments to verify the various design choices in our model
and training algorithm. All the models in this section are trained on YFCC-15M for 8 epochs
with a batch size of 4096. Unless stated otherwise we use a small 564M version of XGLM [163]
and only DINO-L/14 as our vision teacher. For all of the evaluations we measured ImageNet-
ZeroShot accuracy, MSCOCO text-to-image and image-to-text retrieval performance, image-
to-text top 5 accuracies on a close to English language (ES) and distant language (RU), and
finally zero shot semantic segmentation accuracy on Pascal-Context to have a full picture and
compare models on many aspects.
Importance of Different Components. In Table 7.8, we report different model variants
as we add or remove components. First, we can see that removing the text teacher or not
inheriting the word embedding removes the multilingual capabilities (rows 2 and 4). If we
remove the projected word embedding, we see better performance for ImageNet-ZeroShot but
worse performance on everything else which indicates trade-offs between different benchmarks.
Second, removing the image teacher leads to a drop in performance on all metrics (row 5). Next,
we see consistent benefits for masking with text (row 3), while image masking (row 6) provides
mixed results with ViT-B. Although we observe improvements from image masking for larger
ViT architectures in initial exploration, we disable it by default for ViT-B. Lastly, adjusting the
distillation rate to either double or half (rows 7 and 8) reveals an optimal performance at the
default rate and indications of overfitting at higher rates.
On the Choice of Teachers. Our model supports various teacher combinations in both
modalities. Table 7.9 compares these combinations, utilizing XGLM models (564M and 1.7B
parameters) for text and DINO-L/14 and SAM-H/16 for vision. Generally, we note improved
performance with an increased number and size of the teachers.
Training Efficiency. We compare training speeds with and without the proposed batch subsam-
pling (12.5%) for the distillation objective in Table 7.10. SFCLIP trains at a high speed, only
slightly slower than standard CLIP, but significantly faster than SLIP(CLIP+SimCLR) [186]
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Table 7.9: Effect of different teachers. We study the effects of different teachers of varying
sizes on VLM performance.

Text Vision IN-ZS MSC-T2I MSC-I2T ES-I2T RU-I2T Context

- - 31.5 15.5 28.0 16.9 0.8 21.6
- DINO 33.2 18.6 31.5 18.4 1.6 25.3

564M - 31.3 16.6 29.0 35.5 33.8 22.7
564M DINO 33.9 18.9 33.3 39.1 34.2 25.4
1.7B DINO 34.6 19.5 33.4 41.7 34.9 25.7
1.7B DINO+SAM 36.2 20.6 36.0 41.7 36.2 25.7

Table 7.10: Training time. We compare the training time of different methods with ViT-Base.

CLIP CLIP+SimCLR MaskCLIP SFCLIP Full Batch SFCLIP Subsampled

Training Time 1.00× 2.67× 1.75× 2.28× 1.20×

and MaskCLIP [63]. It also shows improved performance in other experiments, indicating
greater computational efficiency.

7.4 Discussion

In this final chapter, we introduced SF-CLIP, a novel Vision-Language Model (VLM) approach
that extends the principles of sparsity and efficient processing to multimodal learning. Building
upon the concepts explored in previous chapters, SF-CLIP demonstrates how strategic knowl-
edge distillation can be applied to enhance both visual and linguistic capabilities in VLMs
while maintaining computational efficiency.

SF-CLIP’s integration of contrastive image-text pretraining with masked knowledge distil-
lation from unimodal teachers effectively leverages the strengths of foundational vision and
language models. This approach aligns with our thesis’s focus on balancing model capabilities
with computational constraints, achieving notable improvements in zero-shot classification
accuracy and image-text retrieval performance while maintaining training efficiency.

A key innovation of SF-CLIP is its use of frozen text and image teacher models to provide
per-token target latent representations during VLM training. This dense per-patch supervi-
sion enhances the spatial and compositional understanding of the image encoder, addressing
limitations identified in standard VLM training. The method’s ability to inherit multilingual
capabilities despite being trained on monolingual data showcases the efficient transfer of
linguistic knowledge, aligning with our exploration of how strategic sparsity and efficient
processing can unlock new capabilities.
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Our experiments demonstrate SF-CLIP’s effectiveness across various tasks and its promis-
ing multilingual retrieval performance. This versatility underscores the potential of our ap-
proach in addressing a wide range of vision-language challenges efficiently.

SF-CLIP represents a significant step forward in applying the principles of sparsity and ef-
ficient processing beyond self-supervised learning to weakly supervised models. By leveraging
the knowledge of foundational models through strategic distillation, we have shown how these
principles can be extended to complex multimodal tasks, opening new avenues for efficient and
effective learning across diverse domains of artificial intelligence.
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Conclusions

In this thesis, we explored innovative approaches to enhance the efficiency and effectiveness of
self-supervised visual representation learning through the strategic application of sparsity. Our
journey began with the introduction of DILEMMA in Chapter 3, where we demonstrated how
token sparsity and shape-sensitive regularization could improve both computational efficiency
and the quality of learned representations in contrastive learning. We then extended these
principles to the domain of video analysis with SCALE in Chapter 4, showcasing how spatio-
temporal crop aggregation could enable efficient and scalable video representation learning.

Our exploration of sparsity in generative tasks led to the development of RIVER in Chap-
ter 5, where we applied sparse conditioning to the challenging problem of video prediction.
This work not only demonstrated the versatility of our sparsity-based approach but also high-
lighted its potential in implicit world modeling. Building upon these insights, we introduced
ViDROP in Chapter 6, a novel framework that combines generative and discriminative learning
paradigms within a single encoder architecture, further pushing the boundaries of efficient
video understanding.

Finally, in Chapter 7, we extended our sparsity principles to the realm of multimodal
learning with SF-CLIP, showcasing how strategic knowledge distillation could enhance both
visual and linguistic capabilities in Vision-Language Models while maintaining computational
efficiency.

Throughout this journey, we consistently demonstrated that thoughtful application of
sparsity could not only reduce computational demands but often improve the quality and
generalizability of learned representations. Our work spans various modalities and learn-
ing paradigms, from contrastive learning and video understanding to generative models and
multimodal learning, illustrating the broad applicability of our approach.

As we reflect on the contributions of this thesis, several promising directions for future
research emerge:
Optimizing Sparsity Patterns. While we primarily used random sparsity, exploring sophis-
ticated criteria for information dropping could yield improvements. Although our results in
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DILEMMA suggest this might not benefit contrastive learning 3.13, findings from EVER-
EST [125] indicate potential in reconstruction-based methods, warranting further investigation.
Sparsity as Data Augmentation. Our results, particularly with ViDROP, suggest that sparsity
alone might serve as an effective form of data augmentation. Further investigation into this
possibility could lead to more generalizable SSL methods that rely less on domain-specific
augmentations and human assumptions about the data [185].
End-to-End Training for Long Video Understanding. Leveraging sparse models like
ViDROP, we could explore end-to-end training of the backbone network in SCALE, potentially
unlocking better long video understanding features while remaining computationally feasible.
Hybrid Masking and Token Dropping in Multimodal Learning. Inspired by the success
of ViDROP, combining token dropping with the masking strategy used in SF-CLIP could
potentially yield even better training performance in multimodal learning tasks.
Refined Sparse Conditioning in Video Generation. Extending the principles of RIVER,
future work could explore denoising subsets of frame tokens while conditioning on sparse
tokens from multiple past frames, rather than conditioning on a single frame in the past. This
approach could maintain computational efficiency while potentially improving the quality of
generated videos.
Generative Models as Feature Extractors. While we didn’t use RIVER as a feature extractor,
the success of methods using image generation models as feature extractors [157] suggests
potential in exploring video generation models for feature extraction.
Fine-tuning for Dense Inference. Given that most of our models are used in a dense setting
during inference, it would be interesting to explore a short but potentially expensive fine-tuning
stage to adapt our models to work with dense inputs. To mitigate the cost, techniques like
LoRA [121] could be employed, similar to the multiple pretraining stages of current large
language models with increasing context sizes.
Adaptive Sparsity Rates. Both DILEMMA and ViDROP highlighted the importance of
varying sparsity ratios during training. Implementing a method to handle multiple sparsity
rates within the same minibatch, similar to NaViT [55], could further enhance the flexibility
and performance of our models.

As we conclude this thesis, it is clear that the strategic application of sparsity holds
immense potential for advancing the field of self-supervised visual representation learning.
By continuing to explore and refine these techniques, we can push the boundaries of what is
possible in efficient, scalable, and effective machine learning across various modalities and
tasks. The work presented here lays a solid foundation for future research that can bring us
closer to artificial systems with visual perception and reasoning capabilities that match or even
surpass those of humans.
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