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Abstract
In Situ Comet Research – From Rosetta To Comet Interceptor

by Daniel Robert Müller

Comets, as remnants from the early Solar System, offer valuable insights into its
formation and evolution, making them compelling targets for space missions. This
thesis examines two recent European Space Agency missions to comets: the Rosetta
mission, which extensively studied the short-period comet 67P/Churyumov-Gerasi-
menko, and the forthcoming Comet Interceptor mission, set to be launched in 2029
and expected to encounter a long-period comet or interstellar object entering the
inner Solar System for the first time.

The Rosetta mission, equipped with the ROSINA instrument suite, significantly
advanced our understanding of comets. Two publications resulting from ROSINA
data analysis are included in this work. The first study, focusing on isotope analysis
of water and alkanes, sheds light on the origin and evolution of comets and our Solar
System. Notably, it reveals that the deuterium-to-hydrogen (D/H) ratio remained
consistent during the comet’s perihelion passage, while also determining the D/H
and 13C/12C ratios of alkanes. The second study investigates outburst trigger mecha-
nisms, distinguishing between different gas composition behaviours observed during
outbursts, and providing insights into the comet’s nucleus evolution processes.

In parallel, this thesis documents the development and testing of the Mass Anal-
yser for Neutrals in a Coma (MANiaC), a crucial component of the Comet Interceptor
instrument suite. Consisting of a neutral density gauge and a time-of-flight mass
spectrometer, prototypes of both instruments have been meticulously calibrated and
tested to meet mission requirements. Stability measurements and potential improve-
ments for these instruments are presented. The results demonstrate that even in the
prototyping phase, the MANiaC instruments already satisfy almost all requirements
regarding resolution and stability and that the path to success for MANiaC is laid
out.

This thesis underscores the significance of studying comets and highlights the
pivotal role of advanced mass spectrometry in unravelling the mysteries of these ce-
lestial bodies. Combining data analysis from previous missions and the development
of cutting-edge instrumentation for future missions, this work pushes the boundaries
of our knowledge about comets and the broader understanding of the Solar System’s
formation and evolution.
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Introduction 1
1.1 Comets

Comets are among the most remarkable celestial phenomena, captivating both lay
people and scientists alike. Throughout history, their sudden appearances and myste-
rious nature elicited both fascination and fear. Ancient scriptures describe significant
glowing stars gliding across the sky, believed to be supernatural effects (Whipple
and Green, 1985; Bailey et al., 1990; Brandt and Chapman, 2004). Today, comets are
regarded as natural laboratories for the exploration of extreme physical conditions
and keys to the understanding of the Solar System history (Gargaud et al., 2023).

A comet is a small icy body formed in the outer regions of the Solar System, typi-
cally containing a significant fraction of volatiles. Comets accreted in the protosolar
nebula during the formation of the Solar System 4.6 billion years ago and have, for
most of their existence, resided in either the Kuiper Belt or the Oort Cloud. Gravita-
tional perturbations due to encounters with giant planets may alter the trajectory of a
comet, deflecting it into the inner Solar System and establishing a generally highly
eccentric orbit around the Sun. Comets are grouped depending on their orbits and
are named according to their group (see Box 1.1).

Comet nuclei are kilometre to tens of kilometre sized, solid icy conglomerates
with low density and high porosity. The popular model of the dirty snowball was
introduced by Fred Whipple (Whipple, 1950, 1951). However, the more recent state
of research could rather describe them as icy dirtballs, since the structure of cometary
nuclei is governed by the non-volatile constituents rather than by ice or snow (Keller,
1989).

Comet nucleus rotation periods range from a few hours to a few days. The density
of comet nuclei has been a long-standing question due to the difficulty of estimating
the nucleus mass. A precise evaluation can be obtained through the measurement of
the trajectory perturbation of a space probe in the small gravity field of the cometary
nucleus. Rosetta performed such measurements for comet 67P/Churyumov-Gerasi-
menko, determining a bulk density of 0.54 g cm-3 (Pätzold et al., 2019), confirming
that cometary nuclei are indeed porous bodies. Comet nuclei are frequently observed
to fragment (see Box 1.2 and Figure 1.1), indicating that they are bodies with weak
tensile strength, resembling rubble piles.
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Box 1.1: Groups and Naming Convention of Comets

Cometary orbits are divided into two main categories (Thomas, 2020):

• Short-period comets (SPCs): They have a period P < 200 years, and are
thought to originate from the Kuiper Belt, located beyond Neptune.

• Long-period comets (LPCs): They have a period P > 200 years, and are
believed to originate from the Oort Cloud, a hypothetical spherical reser-
voir of comets situated beyond the Kuiper Belt. LPCs are alternatively
referred to as Oort Cloud comets (OCCs).

The 200-year period threshold is somewhat arbitrary but corresponds to the
time since systematic observations with instruments began.
SPCs are further divided into:

• Jupiter-family comets (JFCs): These have P < 20 years, and are concen-
trated towards the ecliptic plane. Many have aphelia near the heliocentric
distance of Jupiter, and their orbital evolution is significantly influenced
by Jupiter’s gravitational interaction.

• Halley-type comets (HTCs): These have P > 20 years, and have larger
aphelia, with a wide range of inclinations. Some, including 1P/Halley,
are retrograde with inclinations greater than 90°. They are also known as
nearly isotropic comets.

Comets classified as SPCs or those with confirmed observations at more than
one perihelion passage are considered periodic. These comets are designated
with a number and the prefix "P/" (e.g., comet 33P/Daniel or 120P/Mueller).

Box 1.2: The Collapse of Comet Shoemaker-Levy 9

Comet Shoemaker–Levy 9 (SL9) was discovered in 1993 by astronomers Car-
olyn and Eugene Shoemaker, along with David Levy. Appearing as a trail of
about 20 fragments (Figure 1.1), it was identified as a Jupiter-family comet
disrupted by tidal forces during its previous close encounter with Jupiter one
year earlier. These fragments collided with Jupiter in July 1994 (Noll et al.,
1996). Calculations demonstrated that SL9’s breakup could be modelled as
the separation of a strengthless rubble pile of smaller cometesimals, with a
density of approximately 0.6 g cm-3, a value notably similar to that later found
for comet 67P (Asphaug and Benz, 1994).

FIGURE 1.1: Image of comet Shoemaker-Levy 9 as observed using the Hubble Space
Telescope in May 1994 before its impact on Jupiter. Credit: NASA, STScI.
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The sublimation of ices in comet nuclei drives cometary activity. As a comet
approaches the Sun, the ice in its nucleus begins to sublimate, ejecting gas and dust
that form an envelope around the nucleus known as the coma. The coma can extend
to distances of 105 to 107 km from the nucleus, depending on the comet’s level of
outgassing activity. Because the coma is not gravitationally bound, a trail of gas and
dust is left behind as the comet moves on its orbit around the Sun, giving rise to
its characteristic tail (Figure 1.2). This dust tail curves in the opposite direction of
the comet’s motion due to the action of gas drag, solar gravity, and solar radiation
pressure pushing the dust particles away from the comet. A second tail, the ion tail,
is produced by the ionisation of gases in the coma and always points radially away
from the Sun as it is swept along with the solar wind.

Nucleus

Dust tail

Ion tail

Coma

Sun

FIGURE 1.2: Morphology of a comet close to the Sun showing its nucleus, coma, and the dust
and ion tails (not to scale).

1.2 Comet 67P/Churyumov-Gerasimenko

Comet 67P/Churyumov-Gerasimenko (hereafter 67P), discovered in 1969 by Klim
Ivanovich Churyumov and Svetlana Ivanovna Gerasimenko, is a JFC with an orbital
period of 6.45 years and a perihelion distance from the Sun of 1.24 au. It has been
calculated that before 1840, the comet’s perihelion was at about 4 au, and successive
dynamical interactions with Jupiter progressively shifted it to its current position. Its
latest perihelion passage was in November 2021. Some important properties of 67P
are described in Box 1.3.

67P was the target of ESA’s Rosetta mission after the original target, comet 46P/
Wirtanen, could not be reached anymore due to delays caused by the failure of
the Ariane 5 launcher on the previous launch. The morphology of 67P itself was
a major surprise when it was first discovered to be bi-lobate in shape, resembling
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a rubber duck (Figure 1.3), during the Rosetta spacecraft’s initial approach in July
2014. At this point, the cometary nucleus was finally close enough for the on-board
cameras to capture a clear image. This finding was unexpected, as initial predictions
based on observations performed with the Hubble Space Telescope suggested a more
heterogeneous shape.

Box 1.3: Properties of Comet 67P/Churyumov-Gerasimenko

Nucleus Orbit

Small lobe sizea 2.6 × 2.3 × 1.8 km Perihelion dist. from Sund 1.21 au
Large lobe sizea 4.1 × 3.3 × 1.8 km Aphelion dist. from Sund 5.70 au
Massb 1.0 × 1013 kg Orbital periodd 6.43 yrs
Mean densityb 0.54 g/cm3 Rotation periode 12.4 h
Porosityb 70 - 80 %
Albedoc 6%

References: (a) Pajola et al. (2015); (b) Pätzold et al. (2019); (c) Capaccioni et al.
(2015); (d) Minor Planet Center (2023); (e) Mottola et al. (2014).

FIGURE 1.3: Full shape image of 67P taken by Rosetta/NavCam. Credit: ESA/Rosetta/
NAVCAM.

Up to date, comet 67P is the most extensively studied comet thanks to the thorough
investigation carried out by the Rosetta mission. It is also the first comet where an
automated module has landed. Among the many groundbreaking findings (e.g.,
Fulle et al., 2016; Thomas et al., 2019), some key discoveries of 67P include:
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• A high deuterium-to-hydrogen (D/H) ratio of 5.01 × 10−4 has been measured
in 67P’s water (Altwegg et al., 2015, 2017; Müller et al., 2022). This ratio is more
than three times the terrestrial Vienna Standard Mean Ocean Water (VSMOW)
value of 1.6 × 10−4 and stands out as the highest value ever observed in a JFC.
This finding holds significant implications for the discussion on the origins of
terrestrial oceans.

• Comets exhibit complex and individual topography. For centuries, our views of
comets were limited to bright streaks in the sky. Rosetta’s camera revealed how
complex these small icy worlds can be, showcasing cliffs, canyons, boulders,
fractures, and regions with different hardness (Thomas, 2020).

• Large fluctuations in composition were discovered in the heterogeneous coma of
67P, demonstrating diurnal and possibly seasonal variations in major outgassing
species such as water, carbon monoxide, and carbon dioxide (Hässig et al., 2015).

• Unexpectedly large amounts of O2 were detected in 67P’s coma, indicating that
O2 was a major species of 67P with a coma abundance of (3.80 ± 0.85) % with
respect to water (Bieler et al., 2015).

• 67P contains some of the building blocks of life. Rosetta identified organic
compounds on the comet supporting this view, including some never seen
before on a comet (Altwegg et al., 2016). The amino acid glycine, commonly
found in proteins, was spotted in 67P’s coma, and phosphorus, a key component
of DNA and cell membranes, has been detected in solid particles (Gardner et al.,
2020).

1.3 Rosetta Mission

The launch of Rosetta on March 2, 2004, from the Kourou space port in French Guyana
marked the beginning of a new era in comet research. While several spacecraft had
visited comets by this point, a long-term encounter with a comet had never been
performed before. Previous missions focused on short-time encounters, such as
single proximity flights through the coma or tail (so-called flybys). During the first
comet mission of the European Space Agency (ESA) the spacecraft Giotto successfully
flew past comet 1P/Halley and also had a second encounter with comet 26P/Grigg-
Skjellerup. In contrast, Rosetta would conduct measurements at various distances
and angles between the comet, the Sun, and the spacecraft for more than two years.
Additionally, a lander was designed to be the first-ever to land on a comet (see also
Box 1.4 describing the mission’s name origin). The scientific goals of the Rosetta
mission, as outlined by Schwehm and Schulz (1999), included:

• Global characterisation of a cometary nucleus and determination of its dynamic
properties, surface morphology, and composition.

• Determination of the chemical, mineralogical, and isotopic compositions of
cometary refractories and volatiles.

• Determination of the physical properties and interrelation of volatiles and
refractories in a cometary nucleus.

• The study of the development of cometary activity and processes in the surface
layer of the nucleus and inner coma, such as interactions of gas and dust.
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The long cruise time of more than 10 years until Rosetta’s arrival at 67P required a
complex series of swing-by manoeuvres to gain the correct acceleration and trajectory.
In March 2005, the first of several gravity assist manoeuvres was used to accelerate
Rosetta out of Earth’s orbit. This was followed by a Martian gravity assist in February
2007 and two more Earth gravity assists in November 2007 and November 2009 to
match the comet’s orbit. During its journey, Rosetta encountered two asteroids, Steins
and Lutetia, in September 2008 and July 2010, respectively. Later on, the increasing
heliocentric distance prevented the solar panels of the spacecraft from generating
enough energy for a complete system operation. Hence, a planned hibernation of
about 2.5 years for all subsystems, including the communication systems onboard
Rosetta, was initiated until shortly before the spacecraft arrived at the comet. Rosetta
officially arrived on August 6, 2014. This marked the beginning of the Rosetta science
phase, during which the spacecraft collected data from comet 67P. Rosetta closely
followed the comet, except for a few excursions.

Box 1.4: The Origin of Rosetta’s Name

The orbiter probe was named after the
Rosetta Stone, an Egyptian stele contain-
ing a decree in three scripts (Figure 1.4).
The lander, Philae, took its name from the
island in the river Nile where an obelisk
was found, bearing a bilingual inscription
that facilitated the deciphering of the hi-
eroglyphs on the Rosetta Stone. The nam-
ing reflects this space mission’s ambition
to contribute to a deeper understanding of
comets and the early Solar System. In ad-
dition, the Rosetta spacecraft carried a disc
containing thousands of pages of informa-
tion documenting languages from all over
the world. FIGURE 1.4: Rosetta stone. Credit:

British Museum, London.

On November 12, 2014, the Rosetta lander unit, Philae, separated from the Ro-
setta orbiter to perform the first-ever touchdown on a comet. Unfortunately, during
Philae’s touchdown, the landing devices failed, and the lander could not stabilise on
the ground. Instead, it bounced off the surface several times before finally landing
in a shadowed area. Although data from the nucleus surface could be collected by
Philae, the exact landing spot remained uncertain for almost two years until Philae
was finally localised by the OSIRIS camera onboard the orbiter on September 5, 2016.
Shortly after, the Rosetta orbiter was intentionally soft-landed onto the nucleus on
September 30, 2016, officially closing the mission as the comet was on the outbound
leg of its orbit, moving away from the Sun.

The Rosetta spacecraft consisted of an orbiter bearing 11 instrument packages.
The lander added 10 more instruments (Schulz, 2010). Table 1.1 gives an overview of
the Rosetta instrumentation.
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TABLE 1.1: Payload of the Rosetta spacecraft (Schulz, 2010).

Orbiter

ALICE Ultraviolet Imaging Spectrometer
CONSERT Comet Nucleus Sounding Experiment by Radio Wave Transmission
COSIMA Cometary Secondary Ion Mass Analyser
GIADA Grain Impact Analyser and Dust Accumulator
MIDAS Micro-Imaging Dust Analysis System
MIRO Microwave Instrument for the Rosetta Orbiter
OSIRIS Optical, Spectroscopic, and Infrared Remote Imaging System
ROSINA Rosetta Orbiter Spectrometer for Ion and Neutral Analysis
RPC Rosetta Plasma Consortium
RSI Radio Science Investigation
VIRTIS Visible and Infrared Thermal Imaging Spectrometer

Lander

APXS Alpha Proton X-ray Spectrometer
CIVA Comet Nucleus Infrared and Visible Analyser
CONSERT Comet Nucleus Sounding Experiment by Radio Wave Transmission
COSAC Cometary Sampling and Composition Experiment
MUPUS Multi-Purpose Sensor for Surface and Subsurface Science
PTOLEMY Evolved Gas Analyser for Light Elements
ROLIS Rosetta Lander Imaging System
ROMAP Rosetta Lander Magnetometer and Plasma Monitor
SD2 Sample and Distribution Device
SESAME Surface Electrical Sounding and Acoustic Monitoring Experiment

1.4 ROSINA

One of the instruments onboard the spacecraft, the Rosetta Orbiter Spectrometer for
Ion and Neutral Analysis (ROSINA), was designed and developed at the University
of Bern to analyse the chemical composition of the volatiles in the coma. The ROSINA
instrument was the heaviest payload of Rosetta, weighing 36 kg. It consisted of three
different scientific instruments: two mass spectrometers, a Reflectron Time-of-Flight
mass spectrometer (RTOF) and a Double Focusing Mass Spectrometer (DFMS), and a
pressure sensor, the Comet Pressure Sensor (COPS). Additionally, a Digital Processing
Unit (DPU) was attached to the payload.

The RTOF was designed to detect molecules from a mass-to-charge ratio (m/z) of
1 up to 300 in a single spectrum, providing an advantage in terms of time efficiency
over a time-consuming mass scan with DFMS. However, this advantage comes along
with limitations in mass resolution. To address this, a reflectron was installed in the
instrument. The reflectron significantly increased the flight distance of the molecules
through the instrument, thereby enhancing the mass resolution. This approach
achieved a mass resolution of 500 at 1% peak height. While the RTOF was ideal for
providing an overview of the molecular composition of the comet, detailed studies
required higher mass resolution. The concept of mass resolution is introduced in
more detail in Section 4.2.2.
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This could be achieved with the second mass spectrometer, DFMS. It reached
a higher mass resolution of 3000 (at 1% peak height) by using an electrostatic and
a magnetic field in combination to separate the molecules. Hence, it was ideal for
investigating molecular species with similar mass or minor abundance. More quality
criteria for mass spectrometers are introduced in Box 1.5. Chapter 2 focuses on the
DFMS, as mostly data from this instrument were analysed for this work.

The COPS completed the ROSINA instrument package, which was designed
to measure the gas density in the coma. It consisted of two different gauges. In
the nude gauge, molecules were first ionised via electron ionisation, and then the
current was measured with an electrometer after acceleration. It measured the total
neutral particle density in the coma. The second gauge, the ram gauge, thermalised
the neutral gas molecules first before ionisation. Consequently, it was capable of
measuring ram pressure, which is proportional to the cometary gas flux. Although
COPS was not designed to detect cometary dust particles, it was nevertheless able
to measure them indirectly via the sublimation products of the volatiles contained
therein (Pestoni et al., 2021a,b, 2023).

Each ROSINA instrument was used in combination with the DPU. Its function
was the communication between instruments and spacecraft, the storage of data, and
commanding of the instruments. The entire ROSINA payload is described in Balsiger
et al. (2007). In addition, Scherer et al. (2006) and Gasc et al. (2017) provide detailed
descriptions of RTOF.

Box 1.5: Quality Criteria for Mass Spectrometers

Mass spectrometers must meet several criteria to ensure their quality. The
performance of mass spectrometers is determined by mass resolution, sensitiv-
ity, signal-to-noise ratio, dynamic range, mass range, and scan duration, each
playing a crucial role in the instrument’s overall effectiveness and reliability.
The mass resolution is the instrument’s ability to separate two species of
close mass. The sensitivity measures how much the signal changes when the
analyte quantity increases. It depends on ionisation efficiency, ion extraction
from the ionisation source, mass range, and mass analyser transmission. It is
expressed as the ratio between ion current and analyte partial pressure [A/Pa].
The sensitivity should not be confused with the detection limit, which is the
smallest analyte amount needed to produce a signal distinguishable from
background noise. However, the sensitivity is a critical quantity to derive the
detection limit.
The signal-to-noise ratio (S/N) describes the uncertainty of an intensity mea-
surement by quantifying the ratio between signal intensity and noise. Noise,
being statistical, can be reduced by prolonged data acquisition and averaging
spectra. Consequently, an intense peak has a better S/N than a lower intensity
peak in the same spectrum. Noise reduction is proportional to the square root
of the acquisition time multiplier or the number of averaged spectra.
The dynamic range is the ratio between the minimal and maximal concen-
trations of compounds that can be detected simultaneously in a sample. The
mass range defines the mass-to-charge ratios that the instrument can cover.
The scan duration is dependent on the instrument design and ion separation
mechanism and can vary between an immediate scan of the full mass range
and a step-by-step scan of individual masses within the total mass range.



Double Focusing
Mass Spectrometer 2
The ROSINA Double Focusing Mass Spectrometer (DFMS) is a Nier-Johnson type
double focusing mass spectrometer with a high mass resolution of m/∆m = 3000
at the 1%-level on the mass-to-charge ratio (m/z) 28 (Balsiger et al., 2007). This
instrument integrates an electrostatic analyser and a magnetic field sequentially to
effectively separate molecules based on their m/z. This section explains the working
principle of the DFMS and outlines the data analysis procedure.

2.1 DFMS Working Principle

As with any mass spectrometer, the ROSINA/DFMS comprises three main compo-
nents: the ion source, a mass analyser, and three different detectors:

• The ion source is where the incoming neutral particles undergo electron ionisa-
tion.

• The mass analyser includes an electrostatic analyser and a permanent magnet.
The ions and charged fragments generated in the ion source are separated based
on their m/z in the mass analyser.

• The DFMS features three detectors: the MCP/LEDA, consisting of two Micro-
Channel Plates (MCPs) combined with a Linear Electron Detector Array (LEDA)
as the primary detector, a Channel Electron Multiplier (CEM), and a Faraday
Cup (FC).

Figure 2.1 shows a technical drawing of the DFMS, depicting the ion’s flight path
through the instrument’s main optical elements, whereas Figure 2.2 illustrates a cross
section of the DFMS.

Molecules entering the DFMS arrive at the ion source, where they undergo elec-
tron ionisation, acquiring a positive charge. To achieve this, a filament is heated and
electrons are emitted from the filament through a specific voltage setting in the ion
source at an emission current of 2, 20, or 200 µA, creating an electron beam. When
an electron collides with a neutral molecule, it releases an electron from the valence
orbital, resulting in a positively charged molecule due to the loss of a negative charge.
The electron ionisation also induces fragmentation of the molecule into smaller pieces,
the extent of which depends on the energy of the emitted electrons. A standard
emission energy is 70 eV, as commonly used in reference fragmentation databases.
However, pre-flight testing of the DFMS has demonstrated improved performance at
45 eV, offering the advantages of reduced fragmentation and increased quantities of
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FIGURE 2.1: Drawing of the main ion optical elements of the DFMS including all sections
along the ion flight path through the instrument. Source: Balsiger et al. (2007), reproduced
with permission from Springer Nature.

FIGURE 2.2: Cross section of the DFMS showing details of instrument components. Source:
Balsiger et al. (2007), reproduced with permission from Springer Nature.
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parent molecules after the ionisation process. This difference only introduced minor
deviation of DFMS results with those in common databases (Schuhmann, 2020).

To prevent the detection of cometary ions in neutral gas mode, an additional
positive potential of 200 V is applied. This prevents primary positively charged
cometary ions from entering the instrument in neutral mode. The DFMS can also
be operated in ion mode, enabling the collection and analysis of molecules already
ionised within the comet’s environment.

The newly created ions are then extracted from the ion source through several
lenses and are accelerated with the acceleration voltage Vacc. This acceleration volt-
age is mass dependent and approximately follows 1/

√
m. Subsequently, the ions

pass through a narrow slit of 14 µm for high-resolution mode and 200 µm for low-
resolution mode before entering the electrostatic analyser. The electrostatic analyser
consists of two toroid-shaped plates with radii of 57.5 mm for the smaller inner plate
and 62.5 mm for the larger, outer plate. The analyser directs the ions along a 90°
trajectory, correcting for slightly different trajectories and velocities resulting from
field gradients in the ion source. Some ions might receive slightly higher kinetic
energies depending on their exact starting positions in the ion source. The electro-
static analyser focuses the energy dispersion, allowing molecules of similar energy to
converge at the energy slit at the exit of the analyzer. After the electrostatic analyser,
the ions enter the 60° sector magnet, which separates the incoming ions according
to their momentum per charge and focuses them onto the focal plane behind the
magnet.

Upon leaving the sector magnet, the remaining ions enter a hexapole, where the
focal plane is aligned relative to the optical axis of the ions. The ions then enter the
DFMS zoom optics, which, consisting of two consecutive quadrupoles, can increase
the image size at the detector, as the main detector has a limited spatial resolution
determined by the pixel size.

Having passed through the zoom optics, the ions reach the detector. Three
different types of detectors are implemented in DFMS: a Channel Electron Multiplier,
a Faraday Cup, and a Multichannel Plate (MCP, see Box 2.1), aligned along the
focal plane. Most measurements have been taken with the MCP, designed as the
main detector for DFMS. It is used in combination with a Linear Electron Detector
Array (LEDA), consisting of two independent rows (Row A and B) of anodes on the
LEDA with 512 pixels each. The output of the MCP/LEDA detector is not the ion
current itself but the secondary electron current produced by the impinging ions.
This is measured in analogue mode and then converted into a digital signal with an
Analogue-to-Digital Converter (ADC). For more information on the detector design
and working principle, refer to Balsiger et al. (2007).

DFMS has a very high mass resolution and spectra can be obtained in high or
low resolution modes depending on the level of detail needed. This is only possible
with a complex instrument design where minimal misalignment of the magnet or
analyser would have a significant impact. However, the most significant drawback
of the DFMS is the long measurement time. The working principle of how DFMS
separates molecules according to their m/z only allows mass scans. To do so, voltages
are adjusted constantly to allow only molecules around a certain integer mass to
pass through the instrument. Such mass scans are time-consuming and measuring
from m/z 13 to m/z 100 (typical measurement mode mass range) takes around 45
minutes. Additionally, the results are complex to analyse as several instrument-
related factors need to be considered in the DFMS data treatment. Many of these
are energy-dependent, and hence cannot be applied collectively. The following
subsection explains the DFMS data treatment.
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Box 2.1: Microchannel Plate (MCP)

A microchannel plate (MCP) is a
two-dimensional sensor capable of
detecting electrons and ions in a
vacuum, amplifying the detected
signals. MCPs are frequently em-
ployed in mass spectrometry detec-
tors. These plates function as con-
tinuous electron multipliers, com-
prising numerous of thin tubes
arranged in parallel and slightly
tilted towards a plate (Figure 2.3).
Within these tubes, an impacting
particle triggers the release of sec-
ondary electrons on a suitable sur-
face, leading to a multiplication ef-
fect. The electron multiplication oc-
curs within the isolated tube (made
of glass or ceramic) coated with a
resistive film. A voltage gradient
is applied along the tube due to
the voltage difference of a few hun-
dred volts between the two sides of
the MCP, inducing electron acceler-
ation and formation of an electron
cascade.
Typically, two MCPs are arranged
consecutively to enhance the gain.
A common MCP configuration is
the Chevron assembly (Figure 2.4)
leading to a gain of ∼ 106.

FIGURE 2.3: Schematic structure of MCP.
Adapted from Hamamatsu.

FIGURE 2.4: Schematic of MCP Chevron
assembly. Adapted from Hamamatsu.

2.2 DFMS Data Analysis

Various pre-coded measurement modes facilitate the operation of the DFMS. How-
ever, the accurate treatment and interpretation of DFMS data remain demanding
tasks. Since DFMS performs mass scans, it generates large amounts of raw spectra
that necessitate manual application of the mass scale. Given the high mass resolution,
small uncertainties can significantly impact data interpretation. Additionally, several
instrument-related correction factors must be applied to the spectra to derive accurate
ion quantities from the detector signal. Some of these correction factors are mass- and
species-dependent, making it impractical to apply them universally to all spectra.
Even after the correct application of all conversion and correction factors, interpreting
DFMS data remains challenging and requires experience. The necessary steps to
process DFMS raw data and obtain the number of incident ions per mass spectrum
are as follows:
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1. Subtraction of the LEDA offset

2. Correction for overall gain

3. Correction for individual pixel gain

4. Correction for ADC conversion and LEDA anode capacity

5. Application of the mass scale

Figure 2.5 a depicts an example of a DFMS raw spectrum, displaying the signal
over the 512 LEDA pixels of one row of the detector for an integration time of 20 s.
The result of a full data treatment is then illustrated in Figure 2.5 b, where an accurate
mass scale is applied, and the number of detected ions is calculated. Additionally,
the individual peaks are fitted with double Gaussian peak profile functions, and the
corresponding ionic species are indicated with their sum formula.
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FIGURE 2.5: Example of DFMS spectra for m/z 30. Panel a: DFMS raw spectrum from 2014-10-
03 19:36 (UTC) displaying the ADC detector counts over the 512 LEDA pixel of the detector
for the 20 s integration time. Panel b: High-resolution spectrum of the same data set as in
panel a after LEDA offset subtraction, pixel gain and gain correction, and ADC conversion.
A suitable mass scale is applied and the x-axis is only shown for the part containing ion
signals. Measured data are represented by black dots, including their statistical uncertainties.
Individual mass fits and the total sum of the fits are depicted with coloured lines. The peaks
of NO and C18O could not be resolved and appear as one peak (orange line). Note the
conversion to log scale from panel a to panel b.
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2.2.1 LEDA Offset Subtraction

The raw spectrum has an offset of around 53000 counts. This results from the LEDA
charging, that has to be applied prior to a measurement. This offset is removed
by applying a polynomial fit of either first, second, or third order that follows the
baseline of the spectrum and then subtracting the area under the polynomial curve:

ADC countscorr = ADC counts − Offset. (2.1)

2.2.2 Gain Correction

Ions impinging on the MCP detector release a cascade of secondary electrons, am-
plifying the signal. The degree of amplification, referred to as gain, depends on the
voltage difference applied to the MCP stack. For DFMS, 16 fixed voltage settings,
known as gain steps (GS), have been predefined. The gain can be described as the
number of secondary electrons released by each impinging ion:

Gain ∝
Number of secondary electrons

Number of ions
. (2.2)

Adjusting the number of counts with the overall gain, Gain(GS), results in a
modification of Equation (2.1):

ADC countscorr =
ADC counts(p)− Offset

Gain(GS)
. (2.3)

The gain decreased over time due to extensive instrument usage. Details on how
to retrieve the gain for each gain step and the most recent gain factors to be used are
explained in Schroeder (2020).

2.2.3 Pixel Gain Correction

During DFMS operations, not all 512 anode pixels on each of the LEDA’s two rows
were equally utilised. The ion beam was typically focused towards the centre of
the detector, resulting in more frequent usage and, consequently, more prominent
degradation of the pixels in the middle. The correction factors introduced to account
for the uneven degradation of the 512 pixels were referred to as the individual pixel
gain (PG), to distinguish it from the overall gain of the MCP (Section 2.2.2).

Correcting the individual pixel gain, PG(GS,p), for the background and gain step
corrected number of counts leads to an adaptation of Equation (2.3):

ADC countscorr(p) =
ADC counts(p)− Offset

Gain(GS) · PG(GS, p)
. (2.4)

The pixel gain correction factors are dependent on the gain step or detector
amplification applied. Consequently, each individual pixel had to be corrected at
regular intervals as the degradation of the MCP/LEDA was usage-dependent and
increased over time (Schroeder, 2020). Furthermore COPS was used for absolute
calibration.
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2.2.4 ADC Conversion and LEDA Anode Capacity

Finally, to derive the number of ions, Nions, from the number of counts, or secondary
electrons, the electronic conversion needs to be considered. Thus, proportionality
constants for both the Analogue-to-Digital Conversion (ADC), cADC = 6.105 × 10-4 V,
and the LEDA anode capacity, cLEDA = 4.22 × 10-12 F are introduced. Additionally,
a mass dependent detector yield, Ys, and the integration time, t, are employed to
calculate the number of ions impinging on each pixel, p, per second. This leads to a
further modification of Equation (2.4):

Nions(p) s−1 =
ADC counts(p) − Offset

Gain(GS) · PG(GS, p)
· 1

Ys
· cADC · cLEDA

e · t
, (2.5)

where p is the pixel number ranging from 1 to 512, and e = 1.602 × 10-19 C is the
elementary charge. The standard integration time, t, was set to 20 s.

2.2.5 Mass Scale

After calculating the number of ions for each pixel, it is necessary to apply a mass
scale to determine which ions represent which molecule. To achieve this, a mass scale
assigns a m/z value to each of the 512 pixels on each row of the LEDA (Le Roy et al.,
2015):

m(p) = m0 · e

(
(p−p0)·x

D·z

)
, (2.6)

where m(p) is the mass-to-charge ratio corresponding to a specific pixel p. m0
represents the central commanded mass (usually an integer) of the spectrum, and p0
is the pixel on which m0 is situated. p0 is also referred to as pixel zero. x denotes the
pixel step width (i.e., 25 µm), D is the dispersion constant, and z is the zoom factor.

It is crucial to apply an accurate mass scale, as even small inaccuracies can lead
to misinterpretation of the data. The mass scale application can be challenging,
considering that several instrumental factors taken into account are mass-dependent.
The zoom factor is typically set to 6.4 for high-resolution measurements. However,
for masses lower than m/z 21, it is lower, and even for higher masses, a discrepancy
of ±0.2 can be observed due to magnet temperature fluctuations. The values of the
used zoom factors can be found in Hässig (2013) and Schroeder (2020). A change in
the zoom factor results in an accordion effect in the spectra—meaning a widening
or narrowing of the spectra along its x-axis and, consequently, a shift of the peak
position over the mass scale. The same effect occurs if the dispersion changes, which
is typically set to 127’000 for all m/z up to 69. For m/z 70 and higher, the application of
an additional post-acceleration voltage of 1,000 V (compared to 50 V for m/z lower
than 70) leads to a non-linear drop in the dispersion. However, this has not been
used in this thesis, as only m/z lower than 70 have been studied. The DFMS mass
scale application can be described as an iterative process. In the initial hypothesis,
the dominant peak in a spectrum is selected and interpreted, and a preliminary mass
scale is applied. In this way, all the remaining peaks in the spectrum can be identified.
If the outcome is plausible in terms of settings and chemistry, the final mass scale
can be applied. The identification may also be helped by the adjacent spectra, as the
values of p0, D, et cetera should remain relatively consistent.

Finally, to determine the quantity of ions detected per species, a fitting routine has
to be applied, and the area under the fitted curve needs to be integrated. The standard
fitting routine involves a double-Gaussian distribution (sum of two Gaussian peaks),
which is the specific peak shape for the DFMS instrument resulting from its design.
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The second Gaussian is dependent on the first one, with its amplitude being roughly
10% of the first Gaussian’s signal and its width being about three times broader. All
peaks on the same spectrum maintain consistent width and height ratios for the two
Gaussian distributions.

Hence, the final amount of detected ions per species is given by the integral of the
fitted double-Gaussian distribution:

Number of particles =
∫ +∞

−∞
counts(p)dp =

√
π(a1c1 + a2c2). (2.7)

where a1 and a2 are the amplitudes, and c1 and c2 are the widths of the first and
the second Gaussian, respectively.

A DFMS spectrum consists of two rows on the LEDA for redundancy reasons,
referred to as row A and row B. Generally, a discrepancy in the signal and a slight
shift of the peaks can be observed between the row A and row B spectra since the ion
beam is not perfectly aligned. However, the discrepancy varied over the duration of
the mission, depending on the mission phase. One of the two rows is more sensitive
due to changing electric field distributions in the ion source. For the derivation of the
total count of ions, both signals can be summed up, or one of the two rows can be
consistently used.
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3.1 High D/H ratios in water and alkanes in comet 67P/Chur-

yumov-Gerasimenko measured with Rosetta/ROSINA
DFMS

Studying isotope ratios on comets is crucial because it offers insights into the history
and origin of materials in the Solar System. Isotopic abundances, particularly the
deuterium-to-hydrogen (D/H) ratio, provide valuable information on the processes
that occurred during the formation of comets and the early Solar System. By analysing
these ratios, it is possible to reconstruct the conditions and environments that existed
billions of years ago, shedding light on fundamental questions about planetary system
formation and evolution.

Discrepancies between pre- and post-perihelion measurements of the D/H ratio
in water on comet C/2014 Q2 (Lovejoy) (Biver et al., 2016; Paganini et al., 2017), as
well as a suggested correlation between the D/H ratio in comets and their active
area fraction, pose intriguing questions about the composition and dynamics of
comet nuclei (Lis et al., 2019). In this context, the isotope study aims to elucidate the
dynamics of the D/H ratio in 67P’s water over time, investigating its dependence on
factors like heliocentric distance, phase angle, and gas production rate. Additionally,
the study delves into the isotopic ratios of alkanes, considering their potential role in
understanding the chemical and physical conditions during Solar System formation
and the delivery of organic matter to celestial bodies (Lunine and Atreya, 2008; Clark
et al., 2009), including Earth. This comprehensive approach shall contribute to the
broader understanding of cometary composition and its implications for planetary
science.

Key findings of this study include the independence of the D/H ratio in water
from various factors such as heliocentric distance and cometary activity level. Ad-
ditionally, an absolute D/H ratio from HDO/H2O of (5.01 ± 0.40) × 10-4 and the
16O/17O ratio in water of 2347 ± 191 were obtained.

The D/H ratios in alkanes compared to water are highly elevated. While no
correlation between the 13C/12C ratio and the D/H ratio for different cometary
molecules was found, the observed consistency of the D/H ratio in 67P’s water
challenges theories of non-steady-state water ice sublimation. However, further
confirmation with measurements from other comets and approaches is warranted.
The study underscores the need for more data analysis from various Solar System
objects to elucidate the origin and history of organic matter.

Credit: D. R. Müller, A&A 662, A69 (2022), reproduced with permission © ESO.
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ABSTRACT

Context. Isotopic abundances in comets are key to understanding and reconstructing the history and origin of material in the Solar
System. Data for deuterium-to-hydrogen (D/H) ratios in water are available for several comets. However, no long-term studies of the
D/H ratio in water of a comet during its passage around the Sun have been reported thus far. Linear alkanes are important organic
molecules that have been found on several Solar System bodies, including comets. To date, the processes of their deuteration are still
poorly understood, only the upper limits of isotopic ratios for D/H and 13C/12C in linear alkanes are currently available.
Aims. The aim of this work is to carry out a detailed analysis of the D/H ratio in water as a function of cometary activity and
spacecraft location above the nucleus. In addition, a first determination of the D/H and 13C/12C ratios in the first four linear alkanes,
namely, methane (CH4), ethane (C2H6), propane (C3H8), and butane (C4H10) in the coma of 67P/Churyumov-Gerasimenko is provided.
Methods. We analysed in situ measurements from the Rosetta/ROSINA Double Focusing Mass Spectrometer (DFMS).
Results. The D/H ratio from HDO/H2O and the 16O/17O ratio from H2

16O/H2
17O did not change during 67P’s passage around the

Sun between 2014 and 2016. All D/H ratio measurements were compatible within 1σ, with the mean value of 5.01 × 10−4 and its
relative variation of 2.0%. This suggests that the D/H ratio in 67P’s coma is independent of heliocentric distance, level of cometary
activity, or spacecraft location with respect to the nucleus. Additionally, the 16O/17O ratio could be determined with a higher accuracy
than previously possible, yielding a value of 2347 with a relative variation of 2.3%. For the alkanes, the D/H ratio is between 4.1 and
4.8 times higher than in H2O, while the 13C/12C ratio is compatible, within the uncertainties, with the available data for other Solar
System objects. The relatively high D/H ratio in alkanes is in line with results for other cometary organic molecules and it suggests
that these organics may be inherited from the presolar molecular cloud from which the Solar System formed.

Key words. comets: general – comets: individual: 67P/Churyumov-Gerasimenko – instrumentation: detectors – astrochemistry –
methods: data analysis

1. Introduction

Comets are considered as reservoirs of material preserved from
the early Solar System. By making this material available to in
situ exploration, cometary science contributes important infor-
mation on the history of the Solar System (Drozdovskaya et al.
2019; Mumma & Charnley 2011). Investigating the isotopic
abundances of different elements in various molecules in comets
is essential, as the isotopic ratios are sensitive to the envi-
ronmental conditions at the time of the molecules’ formation
and they provide crucial information for improving our under-
standing of the origins of cometary material (Biver et al. 2019;
Bockelée-Morvan et al. 2015; Hässig et al. 2017).

The best-studied comet to date is comet 67P/Churyumov-
Gerasimenko (hereafter, 67P), a Jupiter-family comet (JFC) that
was followed by the Rosetta spacecraft during its orbit around the

Sun. In August 2014, Rosetta rendezvoused with 67P at a helio-
centric distance of around 3.6 au. It then accompanied the comet
through its perihelion at 1.24 au from the Sun and followed the
orbit of 67P back out to a distance of almost 4 au, whereupon
the spacecraft intentionally soft-landed on the comet’s surface at
the end of September 2016. The Rosetta spacecraft, as part of a
mission launched and operated by the European Space Agency
(ESA), helped uncover a great store of new knowledge about
67P, such as its gas and dust composition (e.g. Herny et al. 2021;
Longobardo et al. 2020; Pestoni et al. 2021), nucleus surface (e.g.
Feller et al. 2019) and temporal evolution (e.g. Combi et al. 2020;
Läuter et al. 2020; Rubin et al. 2019). With its lander, Philae,
it was even able to acquire gas and volatiles in dust composi-
tion data directly on or near the comet’s surface by the COSAC
(Goesmann et al. 2015) and Ptolemy (Wright et al. 2015) instru-
ments. No prior cometary observation has ever been performed
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for as long a duration and with as high a measurement sensitivity
as the Rosetta mission.

The Rosetta spacecraft carried several instrument packages
on board, one of which was the Rosetta Orbiter Spectrometer for
Ion and Neutral Analysis (ROSINA). ROSINA was comprised
of two mass spectrometers, the Double Focusing Mass Spec-
trometer (DFMS) and a Reflectron-type Time-Of-Flight mass
spectrometer (RTOF), in addition to the COmet Pressure Sen-
sor (COPS). In particular, DFMS was used for measurements
of the molecular and isotopic composition of cometary volatiles
(Balsiger et al. 2007). Hässig et al. (2017) showed that the instru-
ment had a sensitivity, dynamic range and mass resolution high
enough to detect even trace amounts of rare isotopologues along-
side their more abundant counterparts. It has been used by many
authors to investigate the isotopic ratios of sulfur (Calmonte et al.
2017; Hässig et al. 2017), carbon (Hässig et al. 2017; Altwegg
et al. 2020), the halogens bromine and chlorine (Dhooghe et al.
2017), and oxygen (Altwegg et al. 2020; Hässig et al. 2017;
Schroeder et al. 2019b) in 67P. Altwegg et al. (2015, 2017) used
it to measure the D/H ratio in water in 67P’s coma, using data
from the beginning and near the end of the Rosetta mission. Both
measurements were consistent within the uncertainties. From
HDO/H2O, a D/H ratio of (5.3 ± 0.7) × 10−4 was deduced. This
is more than three times the terrestrial Vienna Standard Mean
Ocean Water (VSMOW) value of 1.5576 × 10−4, and one of the
highest ever measured in a JFC.

Both measurements by Altwegg et al. (2015, 2017) were per-
formed at times when 67P was relatively far from the Sun. The
first had relied on data from well before perihelion, in August–
September 2014 at a heliocentric distance of 3.4 au, while the
second evaluated data from December 2015 at 2 au and the
outbound equinox in March 2016 at 2.6 au. Due to the large helio-
centric distances of 67P during these measurements, the question
arises as to whether the HDO/H2O ratio would differ at smaller
heliocentric distances, when a large increase in sublimation from
the surface of the cometary nucleus occurred and fresh layers of
the comet’s surface were likely exposed. Additionally, different
cometary hemispheres were active at different times. At greater
heliocentric distances, most of the water outgassed came from
the comet’s northern latitudes. Conversely, closer to perihelion,
the contributions of the southern latitudes were more significant
(Keller et al. 2015). Schroeder et al. (2019a) investigated the dif-
ference between the comet’s two lobes and concluded that no
significant difference in the D/H ratio could be observed.

A comparison of different Solar System objects shows a
broad variation in D/H ratios, with most objects being enriched
in deuterium compared to the protosolar nebula (Altwegg et al.
2015). Different potential mechanisms have been proposed to
explain these large variations, for instance solar wind induced
water formation and isotopic fractionation. Daly et al. (2021)
has stated that isotopically light water reservoirs could have
been produced by solar wind implantation into fine-grained
silicates. The authors concluded that this may have been a
particularly important process in the early Solar System, thus
potentially providing a means to recreate Earth’s current water
isotope ratios. On the other hand, the isotopic fractionation
describes the variation in abundances of the isotopes of an ele-
ment. It arises from both physical and chemical processes and
is also temperature-dependent for some molecules. According to
Kavelaars et al. (2011), the main reservoir of deuterium in the
protosolar nebula was molecular hydrogen with a D/H ratio of
1.5 × 10−5. Ion–molecule reactions in the interstellar medium or
grain surface chemistry can cause fractionation among deuter-
ated species. In the pre-solar cloud, fractionation resulted in

molecules being enriched in deuterium. Isotopic exchange reac-
tions with H2 in the gas phase of the solar nebula would
then lower this enrichment. Various authors suggested that the
enrichment in deuterium increases with increasing heliocentric
distance (Furuya et al. 2013; Kavelaars et al. 2011; Geiss &
Reeves 1981). Comets are assumed to be a source of primordial
material from the early Solar System (Wyckoff 1991). Conse-
quently, knowledge of variations in the deuterium enrichment in
comets is of high importance, as their compositions are indica-
tive of their regions of origin and the environmental conditions
during their formation (Hässig et al. 2017).

Ground-based observations of deuterated water in comet
C/2014 Q2 (Lovejoy), appeared to show a change in the D/H
ratio in water from pre- to post-perihelion (Paganini et al. 2017).
Paganini et al. (2017) measured a post-perihelion D/H ratio of
(3.02 ± 0.87) × 10−4, which was significantly higher than the
pre-perihelion value of (1.4 ± 0.4) × 10−4 measured by Biver
et al. (2016). Two explanations for this discrepancy were put
forward by Paganini et al. (2017): (1) the ratio of D/H in water
changed after perihelion or (2) the D/H ratio in water might have
been strongly influenced by a systematic bias in the estimate
as different experimental setups were applied. Paganini et al.
(2017) used the Near Infrared Spectrograph (NIRSPEC) at the
10-meter W. M. Keck Observatory (Keck II) for their infrared
measurements. In contrast, Biver et al. (2016) used radio/sub-
mm observations from the IRAM 30 m radio telescope and the
Odin 1.1 m submillimeter satellite. The two different approaches
and the use of two telescopes with different beam sizes in the
measurements by Biver et al. (2016) could provide a possible
explanation for the varying D/H results in this comet.

A recent study of the D/H ratio in comets showed that the
D/H ratio correlates with the nucleus’ active area fraction (Lis
et al. 2019). According to the authors’ definition, comets with
an active fraction larger than 0.5 are called hyperactive comets
and typically exhibit D/H ratios in water consistent with the ter-
restrial value. The authors argue that these hyperactive comets
require an additional source of water vapour within their comae,
which might be explained by the presence of subliming icy
grains ejected from the nucleus. There exist other definitions of
hyperactivity in comets, such as in Sunshine & Feaga (2021),
and thus the classification of 67P as hyperactive or not is not
always clear. Fulle (2021) has hypothesised that the correlation
of the D/H ratio with the nucleus’ active area fraction might
be due to a mixture of water-rich and water-poor pebbles. The
author states that the two kinds of pebbles contain different D/H
ratio values due to their initial formation conditions. He also
suggests that the D/H average in the nuclei may differ from
the values measured in cometary comae and can therefore not
be obtained by local sample-return missions. According to the
author, cryogenic return missions would sample water-rich and
water-poor pebbles separately, which would only be represen-
tative of their corresponding water-rich or water-poor regions,
respectively. A cometary average therefore cannot be measured
by local sampling.

This work is the first to assess the scenario of a changing
D/H ratio in a comet with numerous data points from in situ
measurements spread over a long time period and shall answer
the question of whether the D/H ratio in comets is dependent
on heliocentric distance, phase angle or gas production rate. To
do so, we evaluated the full mission data of ROSINA/DFMS to
investigate the D/H ratio in HDO and H2O over one third of 67P’s
orbit. The evaluated mission phases are specified in Table 1.

In addition to water, the D/H ratios of different alkanes
have been studied. Alkanes are acyclic saturated hydrocarbon
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Table 1. D/H in H2O during different mission phases and compared to previous evaluations.

Mission phase Dates D/H in H2O Heliocentric # of evaluated
distance (au) spectra

First equinox May 2015 (5.03± 0.17) × 10–4 1.71–1.52 44
Perihelion August 2015 (5.01± 0.20) × 10–4 1.24 37
Peak gas production 30 August 2015 (4.98± 0.25) × 10–4 1.26 22
Second equinox March 2016 (5.02± 0.17) × 10–4 2.45–2.65 47

Relative mean ratio (5.01± 0.10) × 10–4 150
Absolute mean ratio (5.01± 0.41) × 10–4 150

Pre-first equinox (a) Aug./Sep. 2014 (5.3± 0.7) × 10–4 ≈3.4 26
Pre-second equinox (b) Dec. 2015/Mar. 2016 (5.25± 0.7) × 10–4 2.0 & 2.6 18

References. (a)Altwegg et al. (2015). (b)Altwegg et al. (2017).

molecules containing only single carbon-carbon bonds. They
have been found on several Solar System bodies, including the
Earth, and in the atmospheres of the giant planets and Saturn’s
moon Titan (Clark et al. 2009; Lunine & Atreya 2008). The iso-
topic ratios in these organic compounds are of special interest
as they may provide not only an insight into the chemical and
physical conditions before and during the formation of the Solar
System, but can also constrain the delivery of organic matter by
comets to the early Earth (Doney et al. 2020; Rubin et al. 2019;
Schuhmann et al. 2019).

2. Instrumentation and methodology

The ROSINA/DFMS is a Nier-Johnson type double focusing
mass spectrometer with a high mass resolution of m/∆m = 3000
at the 1%-level on the mass-to-charge ratio (m/z) 28 (Balsiger
et al. 2007). In the DFMS, incoming neutral gas is ionised by
electron impact with an electron energy of 45 eV. Most ions
formed are singly charged. For this reason, the charge state
will not be indicated in the following, except for the subset of
doubly charged ions, such as H2S++. The newly formed ions
are accelerated through a 14µm slit, deflected by 90 degrees
in a toroidal electrostatic analyser and, finally, they undergo a
60 degree deflection in the field of a permanent magnet. With
the combination of the different fields, the instrument is tuned
to the level that only ions with a specific mass-to-charge ratio
make it through the analyser section. The remaining ion beam is
amplified by two micro channel plates (MCP) in a Chevron con-
figuration. The electron packet issued from the MCP is finally
collected by a position-sensitive Linear Electron Detector Array
(LEDA). The LEDA consists of two rows of 512 pixels each
(Nevejans et al. 2002).

The MCP potential difference can be varied to adjust its
amplification. The amplification is the gain of the MCP. Six-
teen different settings or gain steps can be chosen from default
voltages. Due to detector ageing, the gains associated with each
voltage settings are not constant over time. This has to be
accounted for when comparing DFMS data with different gain
steps. In addition, the unequal usage of the 512 pixels of the
LEDA causes a position-dependent degradation of the detec-
tor over time. For this reason, a pixel gain correction needs to
be implemented during data evaluation (De Keyser et al. 2019).
Gain and pixel gain correction factors are evaluated in Schroeder
et al. (2019b).

A single spectrum comprises a range of m/z around a spec-
ified integer m/z. For m/z 28, this is ±0.25. DFMS spectra are
fitted on individual mass lines using the sum of two Gaus-
sian peaks (double Gaussian distribution). The second Gaussian
depends on the first one as its signal amplitude is approximately
10% of the first Gaussian and its width is about three times
broader than the narrow first Gaussian. All peaks on the same
spectrum are characterised by the same width and height ratios
of the two Gaussian distributions. The interdependence of the
two Gaussians is known from thorough calibration measure-
ments by Le Roy et al. (2015) and Hässig et al. (2013, 2015),
wherein the combined influence of the molecular ionisation
cross-sections, the mass-dependent instrument transfer func-
tion, isotope-dependent fractionation patterns due to the electron
impact ionisation, and detector yields have been investigated.
Their effects are included in the systematic error calculations.

Finally, a mass scale may be applied to the spectrum such
that each pixel corresponds to a certain mass. The mass scale is
applied as described in detail in Calmonte et al. (2016).

Formally, for each pixel pi corresponding to a LEDA pixel
in the DFMS mass spectrum, the counted number of particles,
counts(pi), can be described as:

counts(pi) = a1e
−
(

pi−p0
c1

)2
+ a2e−( pi−p0

c2
)2

, (1)

with a1 and a2 being the amplitudes of the first and the second
Gaussian, respectively, p0 the pixel zero corresponding to the
integer mass (center pixel), and c1 and c2 the widths of the two
Gaussians. The total number of particles impinging on the detec-
tor is represented by the peak area. It is given by the integral of
the fitted double-Gaussian distribution:

# of particles =
∫ +∞

−∞
counts(p) dp =

√
π(a1c1 + a2c2). (2)

Figures 1 and 2 show examples of fitted mass spectra after
application of the mass scale. The error bars show the statistical
uncertainty on the count number.

Data from different periods during the Rosetta mission have
been investigated. The HDO/H2O ratio in 67P has been exam-
ined at the first equinox (May 2015), at perihelion (August 2015),
at the time of the peak gas production (end of August and early
September 2015), and at the second equinox (March 2016) of
67P. These characteristic time periods have been chosen in order
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Fig. 1. Sample mass spectra for m/z 18 and 19 displaying the signatures
of the isotopologues of water. Panel a: m/z 18 from 2015-05-07 17:38
(UTC). Panel b: m/z 19 from 2015-05-26 01:35 (UTC). Measured data
are represented by black dots including their statistical uncertainties.
Individual mass fits and the total sum of the fits are shown with coloured
lines.

to determine a potential heliocentric distance dependence on the
HDO/H2O ratio.

In addition, the D/H ratios of the simplest four linear alkanes
– methane (CH4), ethane (C2H6), propane (C3H8) and butane
(C4H10) – have been studied at times when the alkane signals
were clearly visible in the respective spectra. Butane has two
structural isomers, n-butane and iso-butane, which have the same
molecular formula, but with the atoms in a different order. They
cannot be distinguished from each other with the DFMS and
thus no distinction is made in the following. Methane and ethane
have previously been detected in several comets (C/1996 B2
(Hyakutake): Mumma et al. 1996; 153P/Ikeya-Zhang: Kawakita
et al. 2003; C/2007 N3 (Lulin): Gibb et al. 2012) and upper limits
for their D/H ratios have been reported (Bonev et al. 2009; Doney
et al. 2020). Propane and butane were first detected in 67P by
Schuhmann et al. (2019). These authors have also published the
relative abundances of the simplest four linear alkanes compared
to methane and water in 67P’s coma for two different time peri-
ods. The abundances relative to water are shown in Table 2. The
abundance of the simplest four linear alkanes strongly increased
from pre- to post-perihelion. No D/H ratios for any of the alkanes
considered have been reported to date.

Two sources of uncertainty are relevant for DFMS data anal-
ysis: statistical uncertainties in the count rates and systematic
uncertainties due to instrumental effects. The statistical uncer-
tainties of the detector counts are proportional to

√
N for N

counts. Additionally, a fitting error has been included in the case
of overlapping peaks. This fitting error accounts for a possible
ambiguity when peaks cannot be clearly separated and depends
on the relative peak intensities and the mass difference between
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Fig. 2. Sample mass spectra for m/z 30 and 31 showing the signatures
of the isotopologues of ethane. Panel a: m/z 30 from 2014-03-10 19:36
(UTC). The peaks of NO and C18O could not be resolved and appear as
one peak (orange line). Panel b: m/z 31 from 2014-03-10 19:37 (UTC).
Measured data are represented by black dots including their statistical
uncertainties. The individual mass fits and the total sum of the fits are
shown with coloured lines.

Table 2. Relative abundance of alkanes in 67P.

Species Abundance relative to water [H2O]

May 2015 May 2016

Methane (3.43± 0.68) × 10−3 (6.48± 1.30) × 10−2

Ethane (2.92± 0.58) × 10−3 (5.13± 1.03) × 10−1

Propane (1.80± 0.36) × 10−4 (2.75± 0.55) × 10−2

Butane not detected (5.28± 1.06) × 10−3

Notes. Data from Schuhmann et al. (2019).

the peaks. Instrumental effects, arising from pixel-dependent
degradation (pixel gain correction) and changes in the detec-
tor gain over time, are systematic uncertainties. The uncertainty
of the pixel gain is 5% and the uncertainty of the overall gain
is 6%. These values were previously derived and applied by
Schroeder et al. (2019b). The statistical and fitting uncertainties
are considered for each individual measurement point. Uncer-
tainties in the detector and pixel gain, which are of a systematic
nature, are only considered for the absolute mean ratios. In the
case of HDO/H2O, the overall gain has a large impact on the
evaluation as m/z 18 has always been measured on a smaller
gain step than m/z 19. For the alkanes, the gain uncertainty
has to be included for methane and propane. The isotopologues
of ethane and butane on the other hand were measured on the
same gain step as their main isotopologues and gain corrections
are therefore unnecessary. The pixel gain uncertainty, however,
applies to all uncertainty calculations.
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Fig. 3. D/H in H2O during different mission phases compared to H2O gas production (Läuter et al. 2020, red), phase angle (blue), sub-S/C latitude
(green) and heliocentric distance (black). Panel a: first equinox; Panel b: perihelion and peak gas production phase; Panel c: second equinox. The
individual measurement uncertainties represent statistical errors from the count rates and errors from the fit.

3. Results

An extensive analysis of spectra with m/z 18 and m/z 19 in the
coma of 67P showed constant D/H and 16O/17O ratios in water
during the comet’s course around the Sun in 2015 and 2016.
Furthermore, the D/H and 13C/12C ratios in the simplest four
linear alkanes could be resolved. This section summarises the
results for each of the aforementioned ratios and explains how
the results have been obtained.

3.1. HDO/H2O

A total of 150 spectra around m/z 18 and m/z 19 have been inves-
tigated. These spectra contain the signatures of H2

16O, H2
17O

and HDO. Sample spectra for m/z 18 and m/z 19 are shown in
Fig. 1. Using the values from H2

16O and HDO, measured back-
to-back within one minute, allows us to derive the D/H ratio from
HDO/H2O as:

D/H =
1
2

nHDO

nH2
16O
. (3)

The goal of this work was to investigate the D/H ratio in
water over the whole mission. Therefore, Rosetta data from the
first equinox, perihelion, the time of the peak gas production,
and the second equinox have been evaluated as specified in
Table 1. These data sets span a wide range of heliocentric dis-
tances, observational phase angles, water production rates and
sub-spacecraft (sub-S/C) latitudes.

The relative mean D/H ratios for the specified mission
phases, considering only statistical and fit uncertainties, are
shown in Table 1. The mean values are weighted means with
the weight for each individual point being inversely proportional
to its statistical uncertainty. This improves the results by giving
more weight to more precise measurement points. The relative
overall mean value was found to be (5.01 ± 0.10) × 10−4. All
periods are consistent with this mean value within the 1σ uncer-
tainty of 2.0%. There is no observable trend between the periods

in the D/H value. This suggests that the D/H ratio in 67P’s coma
remains constant throughout the entire Rosetta mission phase,
covering one third of 67P’s orbit. Additionally, considering the
broad diversity of the conditions under which the data have been
observed, the D/H ratio in 67P’s coma seems to be independent
of heliocentric distance, level of cometary activity, and observa-
tional phase angle, as well as sub-S/C latitudes. The D/H ratio
did not even significantly change during extreme situations such
as a maximally active southern hemisphere or a phase angle of
almost 70°. Figure 3 shows the individual D/H ratio data points
alongside their corresponding H2O gas production rate (Läuter
et al. 2020), phase angle, latitude and cometary distance to the
Sun. For the H2O gas production, Läuter et al. (2020) reported
minimum and maximum values according to their uncertainty
estimation. No H2O gas production values were reported by
these authors for the time between 13 March 2016 and the end
of the measurements during the second equinox. Combi et al.
(2020) provided gas production values for individual measure-
ment points acquired with a different approach, with their results
for the overall variation of the H2O gas production rate being in
reasonable agreement with Läuter et al. (2020).

For the absolute value, the systematic uncertainty is added.
This systematic uncertainty affects all data points equally and
leads to an absolute mean D/H ratio of (5.01 ± 0.40) × 10−4.
This is consistent with the previously published values of (5.3 ±
0.7) × 10−4 found by Altwegg et al. (2015, 2017). These ear-
lier values were determined before a better understanding of the
behaviour of the pixel gain and the overall gain of the DFMS
over time was available (De Keyser et al. 2019; Schroeder et al.
2019b). By extending the number of spectra from 26 and 18 in
Altwegg et al. (2015) and Altwegg et al. (2017), respectively, to
150 spectra in this work, and thanks to the improved character-
isation of the DFMS over time, we were able to improve on the
uncertainty. For statistical reasons, this uncertainty is inversely
proportional to the square root of the number of spectra and
thus greatly decreased by the large number of spectra considered
here.
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Table 3. 16O/17O in water during different mission phases.

Mission phase 16O/17O

First equinox 2317± 91
Perihelion 2318± 115
Peak gas production 2398± 141
Second equinox 2379± 97

Relative mean ratio 2347± 53
Absolute mean ratio 2347± 191

3.2. 16O/17O

In addition to the signature of HDO, H2
17O has been measured

on m/z 19. Together with the already examined H2
16O on m/z 18,

the isotopic ratio of 16O/17O could be derived. This has already
been done by Schroeder et al. (2019b) in a “note added in proof”.
However, the authors only investigated data from two distinct
dates and only used 35 spectra. With the 150 spectra investigated
for the time periods given in Table 1, an updated value can now
be presented. Table 3 shows the relative mean 16O/17O ratios for
the different mission phases, considering only statistical and fit
uncertainties. As in Section 3.1, the mean values are weighted
means and the uncertainty is inversely proportional to the square
root of the number of spectra. The relative overall mean value
over all evaluated spectra was found to be 2347 ± 53. All the
periods are consistent with this mean value within the 1σ uncer-
tainty of 2.3%. There is no observable trend in the 16O/17O ratio
among the periods considered. This is in line with the invari-
ability of the 16O/18O ratio in Schroeder et al. (2019b). It is,
however, in contrast with their average values for the 16O/17O
ratios, as their 16O/17O ratio for the first date is approximately
40% higher than the 16O/17O ratio for the second date. An expla-
nation for this might be that Schroeder et al. (2019b) did not
include H3

16O in their evaluation of m/z 19 spectra. However, all
three molecules, H2

17O, HDO and H3
16O, need to be included

in the analysis as their peaks overlap significantly and the influ-
ence of H3

16O should not be ignored. Including the systematic
uncertainties of the gains affecting all data points equally, gives
an absolute mean 16O/17O ratio of 2347 ± 191. This represents
an approximately 11% enrichment of 17O compared to the value
for terrestrial water of (2632 ± 69) (Meija et al. 2016) and is in
line with the enrichment of 18O in 67P’s coma (Schroeder et al.
2019b). The 16O/17O ratio we derived is compatible within the
uncertainties with the value reported in the “note added in proof”
in Schroeder et al. (2019b).

3.3. Linear alkanes

The D/H and 13C/12C ratios of the first four linear alkanes,
namely, methane, ethane, propane and butane, have been eval-
uated. For all alkanes, CnHy, taking into account the statistical
correction for the different possible positions of the rare iso-
topes in the molecule, the D/H and 13C/12C ratios are obtained
by dividing the measured abundance ratios by 1/y and 1/n,
respectively. The alkanes were not always at a detectable level
over the entire mission. This required an individual selection
of suitable time periods for each of the molecules. For each
hydrocarbon, the results will be presented separately in the
following subsections.
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Fig. 4. D/H (black) and 13C/12C (red) ratios of the first four linear
alkanes compared with 13C/12C values in 67P’s CO2 (Hässig et al.
2017, orange), in the Earth (Wilson 1999, green) and in the local ISM
(Wilson 1999, blue).

3.3.1. Methane (CH4)

The methane (CH4) signature was observed clearly from mid-
August 2016 until the beginning of September 2016. Hence, 12
spectra from this time period have been evaluated. Spectra with
m/z 16 and m/z 17 have been investigated. Sample spectra are
shown in Fig. A.1. The m/z 16 spectra used gain step 15, whereas
the m/z 17 spectra used gain step 16. Thus, a gain step correc-
tion was needed. The gain step corrections were calibrated with
data acquired shortly before this period (Schroeder et al. 2019a).
Gain step 16 was used as the baseline by Schroeder et al. (2019a)
for the gain step corrections. Consequently, the gain step correc-
tion was simple for the ratio calculated from the data considered
here. On m/z 17, 13CH4 and CH3D are slightly over-lapping and
a clear distinction is not always straightforward. This additional
uncertainty has been included in the overall uncertainty.

The 13C/12C ratio has already been evaluated several times
for 67P by Hässig et al. (2017) and Rubin et al. (2017) for carbon
dioxide (CO2), carbon monoxide (CO), ethylene (C2H4) and the
ethyl radical C2H5 and has been shown to be independent of the
parent molecule. Hence, the value of 13C/12C = (1.19 ± 0.06) ×
10−2 derived from CO2 by Hässig et al. (2017) will be used as a
comparison for the values derived in this work.

From the measurements of CH4, 13CH4 and CH3D, the D/H
and 13C/12C ratios could be derived by taking into account the
statistical correction for the four possible positions the D atom
can take in the molecule. An average value of D/H = (2.41 ±
0.29) × 10−3 is found in methane (Fig. 4 and Table 4). This
is 4.8 times larger than the D/H ratio from HDO/H2O but 7.5
times smaller than the D/H ratio from D2O/HDO (Altwegg et al.
2017). The corresponding ratio of 13C/12C is (1.14±0.13)×10−2,
which is consistent with Hässig et al. (2017). This is additional
evidence of the 13C/12C ratio being independent of the parent
molecule.

3.3.2. Ethane (C2H6)

The evaluation of ethane (C2H6) was very similar to the one for
methane. 20 spectra with m/z 30 and m/z 31 have been evaluated
for time periods in the beginning of October 2014 and during
the second equinox in March 2016. Here, the gain steps were the
same on both m/z spectra and no gain correction was needed.
Similar to methane, an overlap between 13C12CH6 and C2H5D
appears on m/z 31. Again, this uncertainty has been included in
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Table 4. D/H and 13C/12C in linear alkanes.

Alkane D/H 13C/12C

Methane (2.41± 0.29) × 10–3 (1.14± 0.13) × 10–2

Ethane (2.37± 0.27) × 10–3 (1.08± 0.12) × 10–2

Propane (2.16± 0.26) × 10–3 (1.15± 0.12) × 10–2

Butane (2.05± 0.38) × 10–3 (1.04± 0.15) × 10–2

the overall uncertainty of the corresponding ratios. Sample spec-
tra for m/z 30 and m/z 31 are shown in Fig. 2. It can be seen that
NO and C18O strongly overlap and cannot be clearly separated.
For this reason, they are fitted together as one peak.

Accounting for the statistical correction for the different pos-
sible positions of the rare isotopes in the molecule, an average
D/H ratio of (2.37 ± 0.27) × 10−3 (Fig. 4 and Table 4) and a
13C/12C ratio of (1.08 ± 0.12) × 10−2 have been obtained. This
is consistent, within the uncertainties, with Hässig et al. (2017)
as well as the result for methane.

3.3.3. Propane (C3H8)

There are 14 Spectra with m/z 44 and m/z 45 from the second
equinox in March 2016 that have been evaluated for propane
(C3H8). Sample spectra are shown in Fig. A.2. The spectra with
m/z 44 contain a very large amount of CO2. Consequently, a
small gain step was automatically selected by the DFMS while
acquiring these spectra. The spectra measured around m/z 45
on the other hand showed consistently lower count rates and
were thus measured on a larger gain step. For this reason, a gain
correction needed to be applied before the spectra could be com-
pared. The gain steps differed by up to four gain steps as some
spectra of m/z 44 were acquired with a very low gain step (i.e.
gain step 11). Low gain steps were difficult to calibrate during
the calibration measurements and complicate the gain step cor-
rections. However, Hässig et al. (2017) obtained the 13C/12C ratio
in CO2 at times when the gain steps of m/z 44 and 45 were much
closer. From the 13C/12C ratio in CO2 we thus inferred a gain
correction for our measurements.

After applying the gain correction and accounting for the dif-
ferent possible positions of the rare isotopes in the molecule, an
average D/H ratio of (2.16 ± 0.26) × 10−3 was found for propane
(C3H8, Fig. 4 and Table 4). For 13C/12C from 13C12C2H8 and
C3H8, the value is (1.15± 0.12)× 10−2. Again, this value is com-
patible with the value from Hässig et al. (2017) and the other
linear alkanes.

3.3.4. Butane (C4H10)

For butane (C4H10), 11 spectra with m/z 58 and m/z 59 have
been evaluated from data acquired during the second equinox
in March 2016. Here, a gain correction was unnecessary, as both
m/z 58 and m/z 59 were measured with the highest gain available.
Sample spectra for butane are shown in Fig. A.3.

Taking into account the different possible positions of the D
or 13C in the molecule, butane (C4H10) showed a D/H ratio of
(2.05 ± 0.38) × 10−3 and a 13C/12C ratio from 13C12C3H10 and
C4H10 of (1.04 ± 0.15) × 10−2 (Fig. 4 and Table 4). As with
all of the other linear alkanes considered above, the 13C/12C
ratio is consistent with Hässig et al. (2017) and the other linear
alkanes.

4. Discussion

The ROSINA/DFMS measurements show that the D/H ratio in
water does not change during 67P’s passage around the Sun
between May 2015 and March 2016. It is clear, that the instru-
ment’s observations represent an average of the illuminated
surface, even though they have been measured at different posi-
tions. Hence, we cannot examine any point-to-point variability
on the surface itself. However, given the large variability of the
phase angles and sub-S/C latitudes during the evaluated mea-
surement phases and their association with different spacecraft
distances to the comet, we can conclude that the D/H ratio in
water in 67P’s coma is independent of heliocentric distance,
level of cometary activity, and Rosetta’s phase angle as well
as sub-S/C latitude (Fig. 3). The relative overall mean value,
considering only statistical and fit uncertainties, has a 1σ varia-
tion of 2.0% with all investigated periods being consistent. The
derived D/H ratio for water is compatible with values previ-
ously published in Altwegg et al. (2015, 2017). However, the new
values presented in this work are based on a larger number of
measurements and hence have smaller error margins. The most
accurate absolute value for D/H in HDO/H2O we obtained from
our data is (5.01 ± 0.40) × 10−4, where the uncertainty includes
all statistical and systematic uncertainties.

Paganini et al. (2017) and Biver et al. (2016) reported dif-
ferent values for the D/H ratio in water for comet Lovejoy pre-
and post-perihelion. Paganini et al. (2017) favoured the expla-
nation of a systematic difference between the two observations
by Biver et al. (2016) as a reason for the changing D/H ratio
observed for comet Lovejoy. If the results for comet 67P are valid
for other comets, our study indicates a constant D/H ratio, within
the uncertainties, and therefore supports the hypothesis of a sys-
tematic difference rather than a change in the D/H ratio of comet
Lovejoy.

Lis et al. (2019) proposed that the D/H ratio in cometary
water correlates with the nucleus’ active area fraction. Fulle
(2021) modelled this scenario and suggested that the fraction of
water-rich and water-poor pebbles influences the D/H ratio in
the comet’s coma. The data evaluated for this paper show that
the D/H ratio is independent of 67P’s activity (in the form of
H2O outgassing) and Rosetta’s relative position in terms of phase
angle and sub-spacecraft latitude; hence, the data do not show
any signs of such a scenario for 67P.

Measurements taken of the first four linear alkanes in 67P’s
coma show that their D/H ratios are all consistent within the
uncertainties. The derived values are larger than the aforemen-
tioned ratio obtained from HDO/H2O by a factor of 4.1 to
4.8, but smaller than the D/H ratio obtained from D2O/HDO
(Altwegg et al. 2017). In addition, the D/H ratio in the alka-
nes is slightly larger than the ratio obtained from HDS (Altwegg
et al. 2017) but it is still on the same order of magnitude. The
first-time detection of mono- and di-deuterated methanol in a
cometary coma was published by Drozdovskaya et al. (2021).
The authors evaluated Rosetta/ROSINA data for 67P. With the
ROSINA instruments, it is not possible to distinguish between
the different chemical compositions of D-methanol (CH3OD and
CH2DOH) and D2-methanol (CH2DOD and CHD2OH), respec-
tively. Moreover, different approaches for the calculation of the
D/H ratio in methanol are possible and it cannot be judged which
of the pathways is more reliable. Consequently, although it was
not possible to deduce a single D/H ratio in CH3OH, a range
of 0.71–6.6% was given by the authors. This accounts for the
different isomers of methanol and includes statistical error prop-
agation in the ROSINA measurements. The authors propose that
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methanol and its deuterated isotopologues in comet 67P must
have formed in the prestellar core that preceded our Solar System
and at a time when it was at a temperature of 10–20 K. Moreover,
it is assumed that methanol is a pivotal precursor to complex
organic molecules, and hence, could be a source of deuterium
for such species (Oba et al. 2016). The presented D/H value in
methanol is much larger than the ratios obtained for the first four
linear alkanes. However, Drozdovskaya et al. (2021) demonstrate
that the upper boundary of 6.6% of their determined D/H range
would only apply in the extreme case where all D-methanol was
in the form of CH3OD. In the much more likely case that D-
methanol exists in the form of different isomers (Ratajczak et al.
2011), the D/H in methanol would be lower and thus comparable
to the D2O/HDO ratio of (1.8± 0.9) × 10–2 from Altwegg et al.
(2017).

Furuya et al. (2016) have described the development of ice
structures during the formation of protostellar cores with two lay-
ers from molecular clouds. The first layer is the main formation
stage of H2O ice. The second, outer layer is CO/CH3OH-rich
and includes material that underwent enhanced deuteration pro-
cesses due to low temperatures (T < 20 K). Their model shows
higher levels of deuterium fractionation of formaldehyde and
methanol from the outer layer than in water in the inner layer
and gives similar D/H ratios for methanol and D2O. They sug-
gest that this difference reflects the epochs of the molecules’
formation as water ice is formed at an earlier stage of protostel-
lar cloud condensation at elevated temperatures than the ices of
formaldehyde and methanol. These conclusions might explain
why at 67P the D/H ratios for D2O/HDO and methanol are simi-
lar but much larger compared to D/H in H2O. The way in which
such a scenario would affect the deuteration in hydrocarbons,
however, requires further investigation.

Measurements of organics in other comets, for instance, the
D/H ratio in HCN in comet C/1995 O1 (Hale-Bopp) (Crovisier
et al. 2004) match the values for the first four linear alkanes
within the uncertainties.

Paquette et al. (2021) presented the first in situ measure-
ments of the D/H ratios in organic refractory components of
cometary dust particles. These cometary dust particles have been
captured on metal targets within the coma of comet 67P. The
particles were then imaged by a microscope camera and a frac-
tion of them were analysed with the Cometary Secondary Ion
Mass Analyzer (COSIMA), a time-of-flight secondary ion mass
spectrometer (Kissel et al. 2007). The incident velocities of the
particles COSIMA collected were low and they did not suffer
a high degree of thermal alteration. Greater thermal alterations
occur in flyby missions, where incident velocities experienced
by particles are larger by several orders of magnitude (Paquette
et al. 2021). The D/H ratio of (1.57 ± 0.54) × 10−3 in the organic
refractory components of 67P’s cometary dust is comparable to
our D/H ratios in linear alkanes. It is thus also about an order of
magnitude higher than the VSMOW for the D/H ratio on Earth.
Paquette et al. (2021) have stated, that this relatively high value
puts forward the theory that refractory carbonaceous matter in
comet 67P is less processed than the most primitive insoluble
organic matter (IOM) in meteorites.

Bonev et al. (2009) reported an upper limit of 5×10−3 for the
D/H ratio in methane in comet C/2004 Q2 (Machholz), while
Kawakita et al. (2005) determined an upper limit for the D/H
ratio of 1 × 10−2 for comet C/2001 Q4 (NEAT), and Gibb et al.
(2012) found an upper limit of 7.5 × 10−3 for comet C/2007 N3
(Lulin). The D/H ratio we determined in methane for 67P is
about a factor of two lower than the smallest previously obtained
upper limit for this molecule.

An upper limit for the D/H ratio in ethane of 2.6× 10−3 from
modelled emission spectra of comet C/2007 W1 (Boattini) has
been determined by Doney et al. (2020). Hence, for ethane, our
D/H ratio for 67P is comparable to this upper limit.

This work is the first to present an isotopic ratio for methane,
ethane, propane, and butane for comets. No other values are
available for comparison.

A comparison of the D/H ratios investigated here with val-
ues obtained from different comets and on different organic
molecules is shown in Fig. 5. D/H ratios from the Proto-
solar Nebula, Earth, carbonaceous chondrites (CC), ordinary
chondrites (OC), interplanetary dust particles (IDP) and ultracar-
bonaceous Antarctic micrometeorites (UCCAM) are added for
comparison. The D/H ratio from HDO/H2O is larger for most
of the observed comets compared to the terrestrial value, though
they show large variations. Variations are also observed within
the comet families, the JFCs and the Oort cloud comets (OCC).
It also seems that organic compounds in the comets investigated
exhibit even larger D/H ratios than water. A comparison of the
D/H ratios derived from cometary organics, chondrites, and IDPs
to values from the Protosolar Nebula and the VSMOW reveals
a pronounced deuterium enrichment in Solar System objects in
general. Hoppe et al. (2018) suggested that 67P might be par-
ticularly primordial and might have conserved large amounts of
presolar matter due to the fact that its D/H ratio corresponds
to the highest values proposed for comets to date. Water in
chondrites has D/H ratios in between those of the Protosolar
Nebula and the highest cometary values. On the other hand,
chondritic IOM shows strong D-enrichment as compared to
VSMOW. According to Alexander et al. (2010), this deuterium
enrichment is not a signature of the primordial H in the preso-
lar cloud, but is caused by different processes. Moreover, Duprat
et al. (2010) analysed ultracarbonaceous micrometeorites recov-
ered from central Antarctic snow and found extreme deuterium
enrichment in large areas of the organic matter contained therein.
In addition, crystalline minerals embedded in the micromete-
oritic organic matter have been identified. According to the
authors, this suggests that this organic matter reservoir may have
formed within the Solar System itself and was not inherited from
presolar times. As a summary of their findings, the high D/H
ratios, the high organic matter content, and the associated min-
erals are said to favour an origin from the cold regions of the
protoplanetary disc (Duprat et al. 2010).

According to Cleeves et al. (2016), the D/H ratio in both
water and organics can become chemically enhanced in cold
environments exposed to ionising radiation. The authors pro-
posed the cold interstellar medium, activated by galactic cosmic
rays, and the outermost regions of the protoplanetary disc in
the presence of stellar or non-stellar ionisation, as two possible
environments where this deuterium enrichment could occur. In
an earlier study, Cleeves et al. (2014) state that a considerable
fraction of the Solar System’s water predates the Sun and that
a certain amount of such interstellar ice survived the formation
of the Solar System and has been incorporated into planetesi-
mals. The authors also identified two factors which might lead to
the even higher degree of deuterium enrichment in protoplane-
tary disc organics as compared to water: (1) the higher volatility
and abundance of CO, which is the main carbon reservoir, as
compared to O (atomic oxygen), which is the main precursor
for water formation, and, (2) a more favourable chemistry for
deuterium-fractionation in organics than in water due to a higher
exothermicity in the chemical formation reaction (Cleeves et al.
2016).
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Embedded protostars in low-mass star-forming regions
exhibit D/H ratios in their water on a level that is similar to
the values found for comets (Persson et al. 2014). On the other
hand, isolated protostars have D/H ratios of more than double
the values observed in embedded protostars (Jensen et al. 2019),
and their D/H ratios are thus more similar to those of cometary
organics. The high D/H ratios in cometary organic compounds
generally suggest that these species may be inherited from the
presolar molecular cloud from which the Solar System formed.

The alkanes investigated show 13C/12C ratios compatible
with published values for CO (Rubin et al. 2017) and CO2

(Hässig et al. 2017) in 67P and the 13C/12C ratio in the Solar Sys-
tem (Wilson 1999). Altwegg et al. (2020) found a 13C/12C ratio
in ethane of (0.95 ± 0.1) × 10−2 which matches the results pre-
sented in this work within the uncertainties. These authors also
revealed that the 13C/12C ratio varies for different molecules in
67P’s coma, but that, except for H2CO with its large uncertainty,
the 13C/12C ratios are in the same range as our values. This pic-
ture is supported by data from other comets and even bulk and
organic CCs, where the 13C/12C ratios for different molecules
are similar (Bockelée-Morvan et al. 2015; Hoppe et al. 2018).
A comparison of 13C/12C ratios for different organic molecules
measured in different comets and other Solar System objects is
shown in Fig. 6. All these values lie below the local ISM value
(Wilson 1999) but are mostly compatible with the terrestrial and
the solar value (Lyons et al. 2018). This indicates that isotopic
fractionation may have occurred over time and was, at least for
most organic molecules, independent of the molecular structure.

In conjunction with the small variations in the 13C/12C ratios
and the large variations in the D/H ratios, Fig. 7 illustrates that
there is no correlation between the 13C/12C ratio and the D/H
ratio for comets and CCs.

5. Summary and conclusions

In this work, we investigate the isotopic ratios of water and the
four simplest alkanes found in the inner coma of comet 67P. The
most relevant findings can be summarised as follows:

– The D/H ratio in water in 67P’s coma, measured with
ROSINA/DFMS, is independent of the heliocentric distance,
the level of cometary activity, the spacecraft’s phase angle
and the sub-spacecraft latitude;

– A 1σ variation of 2.0% is included in the relative overall
mean value. All the values derived from the investigated
periods are consistent with this value;
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Fig. 7. D/H ratios compared to 13C/12C ratios of different organic
molecules measured in comets 67P and Hale-Bopp and in bulk and
organic carbonaceous chondrites (CC). Full references are given in
Table B.1 for the D/H ratios and in Table B.2 for the 13C/12C ratios.

– From our data, we obtained an absolute D/H ratio from
HDO/H2O of (5.01 ± 0.40) × 10−4. Many comets exhibit
larger D/H ratios in water as compared to the terrestrial
value. However, both cometary families, JFCs and OCCs,
also include comets with values comparable to the VSMOW
value. Hence, the implications for cometary contributions to
terrestrial water remain unclear if only cometary water is
examined;

– The 16O/17O ratio in water in 67P’s coma was determined to
be constant throughout the mission, with a relative 1σ vari-
ation of 2.3%. An absolute 16O/17O ratio of 2347 ± 191 has
been found;

– The four simplest linear alkanes show larger D/H ratios than
67P’s water by a factor of 4.1 to 4.8. Their D/H ratio values
are consistent with data from other organic molecules and
from different comets;

– A comparison between different sources of cometary matter
showed that organic molecules generally exhibit higher D/H
ratios than water for all comets reviewed in this work;

– No correlation was found between the 13C/12C ratio and the
D/H ratio for different cometary molecules.

The observed invariability of the D/H ratio in 67P’s coma
opposes theories of a non-steady-state regime of water ice sub-
limation occurring in sporadic time intervals along the comet’s
orbit. However, this invariability needs to be confirmed for other
comets with further measurements and with other measurement
approaches. Additionally, 67P’s close apparition in November
2021 has been an excellent opportunity to re-measure the D/H
ratio using spectroscopic approaches and upcoming results are
highly anticipated. On the other hand, to further constrain the
history and origin of organic matter in the Solar System, more
data from comets and other Solar System objects ought to
be analysed and more studies are required to investigate these
species’ formation pathways.
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Appendix A: Mass spectra showing signatures of methane, propane and butane and their isotopologues
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Fig. A.1. Sample mass spectra for m/z 16 and 17 showing the signatures of the isotopologues of methane. Panel a: m/z 16 from 2016-03-09 11:13
(UTC). Panel b: m/z 17 from 2016-03-09 11:14 (UTC). Measured data are represented by black dots including their statistical uncertainties. The
individual mass fits and the total sum of the fits are shown with coloured lines.
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Fig. A.2. Sample mass spectra for m/z 44 and 45 showing the signatures of the isotopologues of propane. Panel a: m/z 44 from 2016-03-20 15:24
(UTC). Panel b: m/z 45 from 2016-03-20 15:24 (UTC). Measured data are represented by black dots including their statistical uncertainties. The
individual mass fits and the total sum of the fits are shown with coloured lines.
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Fig. A.3. Sample mass spectra for m/z 58 and 59 showing the signatures of the isotopologues of butane. Panel a: m/z 58 from 2016-03-19 22:45
(UTC). Panel b: m/z 59 from 2016-03-19 22:45 (UTC). Measured data are represented by black dots including their statistical uncertainties. The
individual mass fits and the total sum of the fits are shown with coloured lines.
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Appendix B: Reference tables for literature values used in figures

Table B.1. Literature values for D/H in comets, CCs and IDPs.

Molecule Source D/H Reference

H2O 67P (5.01 ± 0.41) · 10-4 This work
H2O 103P/Hartley 2 (1.61 ± 0.24) · 10-4 Hartogh et al. (2011)
H2O 46P/Wirtanen (1.61 ± 0.65) · 10-4 Lis et al. (2019)
H2O 81P/Wild 2 (1.18 - 4.98) · 10-4 McKeegan et al. (2006)
H2O C/1995 O1 (Hale-Bopp) (3.3 ± 0.8) · 10-4 Meier et al. (1998)
H2O C/1996 B2 (Hyakutake) (2.9 ± 1) · 10-4 Bockelée-Morvan et al. (1998)
H2O 8P/Tuttle (4.09 ± 1.45) · 10-4 Bockelée-Morvan et al. (2015)
H2O C/2009 P1 (Garradd) (2.06 ± 0.22) · 10-4 Bockelée-Morvan et al. (2015)
H2O C/2014 Q2 (Lovejoy) (1.4 ± 0.4) · 10-4 Biver et al. (2016)
H2O C/2014 Q2 (Lovejoy) (3.02 ± 0.87) · 10-4 Paganini et al. (2017)
H2O CCs/OCs (0.16 - 5.9) · 10-4 Alexander et al. (2010, 2012)
HDOa 67P (3.6 ± 1.8) · 10-2 Altwegg et al. (2017)
H2S 67P (1.2 ± 0.3) · 10-3 Altwegg et al. (2017)
HCN C/1995 O1 (Hale-Bopp) (2.3 ± 0.6) · 10-3 Crovisier et al. (2004)
NH3 C/1995 O1 (Hale-Bopp) < 4 · 10-2 Crovisier et al. (2004)
NH3 67P (1.1 ± 0.2) · 10-3 Altwegg et al. (2019)
CH4 C/2004 Q2 (Machholz) < 5 · 10-3 Bonev et al. (2009)
CH4 C/2001 Q4 (NEAT) < 1 · 10-2 Kawakita et al. (2005)
CH4 C/2007 N3 (Lulin) < 7.5 · 10-3 Gibb et al. (2012)
CH4 67P (2.41 ± 0.29) · 10-3 This work
C2H6 C/2007 W1 (Boattini) < 2.6 · 10-3 Doney et al. (2020)
C2H6 67P (2.37 ± 0.27) · 10-3 This work
C3H8 67P (2.16 ± 0.26) · 10-3 This work
C4H10 67P (2.05 ± 0.38) · 10-3 This work
H2CO C/1995 O1 (Hale-Bopp) < 5 · 10-2 Crovisier et al. (2004)
CH3OH C/1995 O1 (Hale-Bopp) < 3 · 10-2 Crovisier et al. (2004)
CH3OH 67P (0.71 - 6.63) · 10-2 Drozdovskaya et al. (2021)
Refr. Organics 67P (1.57 ± 0.54) · 10-3 Paquette et al. (2021)
Bulk CCs/OCs (1.2 - 8.4) · 10-3 Alexander et al. (2010, 2012); Kerridge (1985);

Pearson et al. (2001); Yang & Epstein (1984)
Organics CCs/OCs < 3.1 · 10-3 Alexander et al. (2007, 2010); Busemann et al. (2006)
Organics IDPs/UCCAMs 9 · 10-5 - 8 · 10-3 Duprat et al. (2010); Messenger (2000)

References. (a) D/H in HDO is equal to 2 · D2O/HDO

Table B.2. Literature values for 13C/12C in comets, CCs and IDPs.

Molecule Source 13C/12C Reference

C2 4 comets (1.10 ± 0.12) · 10-2 Wyckoff et al. (2000)
CH4 67P (1.14 ± 0.13) · 10-2 This work
C2H6 67P (1.08 ± 0.12) · 10-2 This work
C2H6 67P (9.5 ± 0.9) · 10-3 Altwegg et al. (2020)
C3H8 67P (1.15 ± 0.12) · 10-2 This work
C4H10 67P (1.04 ± 0.15) · 10-2 This work
CN 19 comets (1.10 ± 0.05) · 10-2 Manfroid et al. (2009)
HCN C/1995 O1 (Hale-Bopp) (9.0 ± 1.0) · 10-3 Jewitt et al. (1997)
CO 67P (1.16 ± 0.12) · 10-2 Rubin et al. (2017)
CO2 67P (1.19 ± 0.06) · 10-2 Hässig et al. (2017)
H2CO 67P (2.5 ± 0.9) · 10-2 Altwegg et al. (2020)
CH3OH 67P (1.10 ± 0.12) · 10-2 Altwegg et al. (2020)
Bulk 81P/Wild 2 (1.1 ± 0.01) · 10-2 Stadermann et al. (2008)
Bulk CCs (1.09 - 1.15) · 10-2 Alexander et al. (2010, 2012); Pearson et al. (2001)
Organics CCs/IDPs (1.05 - 1.12) · 10-2 Alexander et al. (2007); Floss & Stadermann (2004)
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3.2 Deciphering cometary outbursts: Linking gas composi-
tion changes to trigger mechanisms

Cometary outbursts are fascinating phenomena that significantly influence the struc-
ture of the coma (Hughes, 1975, 1991). These events, characterised by dust and
gas emissions, play a key role in understanding cometary activity. Despite various
proposed trigger mechanisms, such as cliff collapses (e.g., Vincent et al., 2016, Pajola
et al., 2017), pressure pockets (e.g., Belton et al., 2013, Agarwal et al., 2017, Bockelée-
Morvan et al., 2022), and the amorphous-to-crystalline phase transition of water
ice (e.g., Agarwal et al., 2017), the underlying processes remain poorly understood
(e.g., Shinnaka et al., 2018, Wierzchos and Womack, 2020, Bockelée-Morvan et al.,
2022). In this study, the coma gas composition from multiple outbursts on comet
67P/Churyumov-Gerasimenko is analysed using data from the Rosetta/ROSINA
instruments. The analysis focuses on the evolution of gas composition within the
comet’s coma during these outburst events, with the aim of shedding light on the
mechanisms driving cometary activity.

This work compared two distinct mechanisms behind cometary outbursts, which
are differentiated by the location of the source and the surface topography. Outbursts
triggered by landslides or cliff collapses are likely to be water-driven, as fresh water ice
is more exposed near the surface. Conversely, perihelion eruptions are associated with
increased highly volatile species, especially CO2, from subsurface pockets. Gas may
seep from these pockets prior to dust ejection, indicating a gradual release of volatile
species. The depletion of volatile species near the surface may provide an explanation
for the distinction between the H2O-dominated events over CO2-dominated events.
The Rosetta mission’s extensive coverage of 67P’s outgassing has allowed detailed
analysis of more than 40 outburst events, revealing different compositions associated
with different triggering mechanisms. However, unanswered questions, such as
the correlation between dust and gas components and the heliocentric distance
dependence of outburst triggers, require further studies combining laboratory work,
simulations, observations and missions to fully understand cometary outbursts and
activity.

Credit: Daniel R. Müller, MNRAS 529, 2763-2776 (2024), reproduced with permis-
sion from Oxford University Press.
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A B S T R A C T 

Dust and gas outbursts are recurrent cometary phenomena, playing a crucial role in shaping the coma. Proposed outburst trigger 
mechanisms include cliff collapse, pressure pockets, and amorphous-to-crystalline phase transition of water ice; ho we ver, the 
underlying processes remain inadequately understood. In this study, we analyse Rosetta /ROSINA data from multiple outbursts 
on comet 67P/Churyumov-Gerasimenko and present the evolution of the gas composition in the comet’s coma during outburst 
events. We distinguish two distinct categories of cometary outbursts on the comet: water-driven events characterized by rapid 

(minutes to hours) changes in coma composition, and CO 2 -driven events displaying a slow, prolonged (hours to days) increase 
in highly volatile species. We tentatively associate these different gas composition patterns with different trigger mechanisms. 
Exposure of fresh ice due to cliff collapse leads to a notable water enhancement, while most perihelion outbursts coincide with 

substantial density increases of CO 2 . We propose that these CO 2 -driven events originate from subsurface gas-filled cavities, 
whose walls are suggested to have been sealed by earlier refreezing of CO 2 migrating from warmer spots, hence increasing the 
cavity pressure required to burst. 

Key words: instrumentation: detectors – methods: data analysis – comets: general – comets: individual: 67P/Churyumov- 
Gerasimenko. 

1  I N T RO D U C T I O N  

Comet outbursts are universal and recurring phenomena. Hughes 
( 1975 , 1991 ) demonstrated that outbursts are common events and 
occur episodically on all comets. These transient phenomena, marked 
by sudden mass ejections, play a crucial role in understanding the 
evolutionary processes shaping the surface of comets, while offering 
valuable insights into the physical properties of their nuclei (Hughes 
1991 ). Despite e xtensiv e research (e.g. Lin et al. 2009 ; Ishiguro 
et al. 2014 , 2016 ; Shinnaka et al. 2018 ; Wierzchos & Womack 
2020 ; Bockel ́ee-Morvan et al. 2022 ) questions persist about their 
underlying nature and triggering mechanisms. 

Prialnik, A’Hearn & Meech ( 2008 ) proposed a mechanism to 
e xplain short-liv ed outbursts observ ed during the Deep Impact mis- 
sion on 9P/Tempel 1. They suggested that solar radiation generates 
a heat wave, causing ice sublimation beneath the dust layer. This 

� E-mail: daniel.mueller@unibe.ch 

vapour migrates towards the surface, but refreezes before it gets 
there because, due to the slow process, by the time the heatwave 
reaches the ice, the area has mo v ed out of the sunlight, causing the 
temperature to drop. The subsequent sunrise leads to the e v aporation 
of the newly formed ice within the dust layer. Belton et al. ( 2008 ) 
proposed a similar mechanism for outbursts on the same comet, but 
independent of direct solar illumination. In addition to the transport 
of H 2 O vapour described by Prialnik, A’Hearn & Meech ( 2008 ), 
they propose thermal stresses and subsurface effects to control the 
initiation of outbursts. 

In contrast to the relatively small outbursts on 9P/Tempel 1, a 
massive outburst occurred on 17P/Holmes in 2007. The substantial 
gas production rate during this event is suggested to be the result 
of either the e xplosiv e sublimation of a highly volatile region in 
the comet’s surface layer or a transient outgassing event involving 
the entire nucleus (Lin et al. 2009 ). Moreo v er, Bockel ́ee-Morvan 
et al. ( 2022 ) identified a correlation between coma brightness and 
CO gas production during outbursts on comet 29P/Schwassmann- 
Wachmann 1 (29P) in 2007 and 2010. Following these events, the 

© 2024 The Author(s). 
Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative 
Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), which permits unrestricted reuse, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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CO gas production rate remained ele v ated for se veral days. Their 
findings, coupled with the slow rotation of 29P, led to the suggestion 
that fractures or pits on the nucleus surface may act as efficient heat 
traps, enhancing outgassing compared to a uniformly illuminated 
surface. Similarly, for outburst events observed on 29P between 2018 
and 2021, the dri ving acti vity was suggested to come mostly from CO 

outgassing (Lin 2023 ). Con versely, W ierzchos & Womack ( 2020 ) 
observed dust outbursts on the same comet not correlated to CO 

outgassing. They state that this may hint at CO being intimately 
mixed with the dust component in the nucleus, or if CO is primarily 
released through a porous material. 

Hughes ( 1975 ) summarized potential outburst triggering mech- 
anisms, including pressure release from gas pockets, e xplosiv e 
radicals, amorphous-to-crystalline ice transition, impact cratering 
by boulders, break-up of nucleus, and nuclear crushing. They also 
suggested that there is not just one single mechanism triggering 
cometary outbursts. 

The Rosetta mission provided unique insights into comet 
67P/Churyumov-Gerasimenko (hereafter 67P), rendering it the best- 
studied comet to date, and significantly advanced our understanding 
of these objects (e.g. Altwegg et al. 2015 ; Sierks et al. 2015 ; Fulle 
et al. 2016 ; Altwegg, Balsiger & Fuselier 2019 ; Thomas et al. 2019 ; 
H ̈anni et al. 2022 ). 67P displayed numerous localized dust and gas 
jet features (e.g. Agarwal et al. 2017 ; Bockel ́ee-Morvan et al. 2017 ; 
Lin et al. 2017 ; Schmitt et al. 2017 ), offering a unique opportunity to 
investigate these outburst phenomena across extended time frames 
and in exceptional detail. 

Skorov et al. ( 2016 ) formulated a physical model to explain 
outbursts observed within fractured terrains on comet 67P near 
perihelion. They postulated that as the stresses on the nucleus 
increased during the perihelion approach, pre-existing cracks or 
fractures would deepen, reaching into underlying material rich in 
highly volatile ices in equilibrium with the surrounding environment. 
The sudden propagation of these fractures would trigger a violent 
sublimation of the highly volatile ices. Their proposed mechanism 

is independent of the solar illumination history of specific regions or 
the presence of large, sealed cavities within the nucleus. A parallel 
explanation was offered by Pajola et al. ( 2017 ), where images of an 
outburst source region on comet 67P were compared, leading to the 
conclusion that this specific event has been caused by a cliff collapse. 
Further numerical simulations of dusty material demonstrated that 
avalanches could generate a transient, tightly focused outburst plume 
closely resembling the observed morphology of outbursts emanating 
from the surface of 67P (Steckloff & Melosh 2016 ). Ho we ver, this 
mechanism predicts that such outbursts should not be directly associ- 
ated with any increase in gas production (Steckloff & Melosh 2016 ). 

A comprehensive study of outbursts on 67P was carried out by 
Vincent et al. ( 2016a ). They analysed optical images recorded by 
the Rosetta cameras for a 3-month period around 67P’s perihelion 
passage in 2015 August and identified 34 different dust outbursts. 
These outbursts were characterized by sudden brightness increases 
in the coma, lasting only a few minutes, which are distinct from the 
typically less bright dust jets continuously observed on the rotating 
comet nucleus (Vincent et al. 2016b ). The source locations of the dust 
outbursts were primarily in the Southern hemisphere, the summer 
hemisphere at that time, in line with previous observations that show 

that active sources generally migrate to subsolar regions (Ip et al. 
2016 ; L ̈auter et al. 2019 ). They are often found near steep scarps, 
cliffs, and pits (Rinaldi et al. 2018 ). Furthermore, Vincent et al. 
( 2016a ) observed that outburst events could be classified into two 
groups, depending on whether they occur at local sunrise or at local 
noon. Bockel ́ee-Morvan et al. ( 2017 ) investigated two outbursts on 

67P using infrared data from Rosetta /VIRTIS and found evidence 
of small grains and agglomerates. Ho we ver, the column densities 
of H 2 O and CO 2 did not change during these events. The authors 
concluded that these outbursts were likely caused by a cliff collapse 
similar to the one studied by Pajola et al. ( 2017 ). 

In this paper, we investigate 45 outbursts on comet 67P observed 
during various phases of ESA’s Rosetta mission, with the goal to 
enhance our understanding of cometary outburst mechanisms. The 
changes in the gas composition of the comet’s coma, as measured 
with the Rosetta Orbiter Spectrometer for Ion and Neutral Analysis 
( Rosetta /ROSINA; Balsiger et al. 2007 ), are associated with two 
distinct outburst trigger mechanisms. This nuanced exploration is 
made possible by the exceptional, continuous monitoring of comet 
67P by the Rosetta /ROSINA instruments. Section 2 provides details 
of the ROSINA instruments and data processing procedures, while 
Section 3 presents the measurements acquired by Rosetta . The 
ensuing discussion in Section 4 brings together our findings and 
concludes this study. 

2  M E T H O D S  

2.1 ROSINA/DFMS instrumentation and data treatment 

The ROSINA Double Focusing Mass Spectrometer 
(ROSINA/DFMS) is a double focusing mass spectrometer in Nier–
Johnson configuration with a field of view of 20 ◦ × 20 ◦. Instrument 
details are given by Balsiger et al. ( 2007 ). ROSINA/DFMS 

contains a toroidally shaped electrostatic analyser, filtering ions 
for their kinetic energy, and a curved permanent magnet, where 
the momentum of the ions is filtered. This combination separates 
different mass-to-charge ratios ( m/z ) of the incoming ions. The ions 
are produced by electron impact ionization using a hot filament. 
The DFMS is a scanning mass spectrometer, where each mass range 
around an integer m/z is measured sequentially. To do so, a suitable 
set of voltages is applied to the ion optical system to select a given 
m/z ratio. In addition, the voltage across the multichannel plate 
(MCP) detector is adjusted to achieve an appropriately amplified 
electron current proportional to the incident ion flux. This adjustment 
creates a gain variation for each measurement and increases the 
dynamic range of the instrument. The mass resolution is 3000 at the 
1 per cent level of the peak for m/z 28 (Balsiger et al. 2007 ). 

After identifying the species in the mass spectrum, a mass scale is 
applied and the species’ signal is integrated (De Keyser et al. 2019 ). 
Further, after applying species-dependent sensitivities and fragmen- 
tation patterns, the partial densities are obtained after normalization 
to the total density measured by the ROSINA COmet Pressure Sensor 
(ROSINA/COPS). More details on DFMS data analysis are given by 
Le Roy et al. ( 2015 ) and Calmonte et al. ( 2016 ). 

Including the voltage settling time (roughly 10 s per spectrum) 
and the integration time of the measurement (20 s), a full scan in the 
typical mass range from m/z 13 to m/z 100 takes about 45 min. In 
addition, each scan includes two additional m/z 18 measurements, 
one at the beginning and one at the end of the measurement cycle. 
This doubling is used to monitor the water activity changes of the 
comet o v er the duration of the scan. 

2.2 ROSINA/RTOF instrumentation and data treatment 

The ROSIN A Reflectron-type T ime-Of-Flight (ROSIN A/RTOF) is 
the second mass spectrometer of the ROSINA experiment (Scherer 
et al. 2006 ). It is designed to measure cometary neutral gas and ions 
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with a wide and instantaneous mass range (from 1 m/z to > 300 m/z ) 
and high temporal resolution. 

Charged particles are extracted from the ionization chamber 
towards the drift tube by an extraction grid, applying a pull pulse 
at a frequency of 2, 5, or 10 kHz. The ions pass through the drift 
tube, are reflected in the reflectron, pass again through the drift tube 
and finally reach the detector. The time of flight of each molecule is 
proportional to the square root of the mass-per-charge of the species. 

The first step of the data analysis is to apply the corresponding mass 
scale to all spectra (Gasc et al. 2017 ). The second step is integrating 
the peaks corresponding to the species of interest. The integration 
yields the numerical area below the curve, which represents the 
number of ions per 200 or 400 s integration time depending on the 
operating mode. Having obtained the number of ions per species, 
corrections due to sensitivity and fragmentation pattern of each 
molecule were applied as detailed in Gasc et al. ( 2017 ). Finally, after 
normalization to the measured total densities by ROSINA/COPS, 
the corresponding partial densities of the observed molecules are 
retrieved. More details of the data analysis applied to ROSINA/RTOF 

are given in Gasc et al. ( 2017 ). 

2.3 ROSINA/COPS instrumentation and data treatment 

The Comet Pressure Sensor (COPS) completed the ROSINA instru- 
ment package (Balsiger et al. 2007 ). It was designed to measure the 
gas density in the coma and consisted of two different gauges. In 
the nude gauge, molecules were first ionized via electron impact, 
and then the current was measured with an electrometer after 
acceleration. This gauge measured the total neutral particle density 
in the coma. The ion current relative to the electron current is related 
to the density of the neutral gas inside the NG after application of the 
laboratory-derived calibration factors (Graf et al. 2004 ; Tzou 2017 ). 
The simplicity of the sensor makes it a reliable and stable monitor 
for the gas density of the comet in the vicinity of the spacecraft. The 
second gauge, the ram gauge, thermalized the neutral gas molecules 
first before ionization. Hence, it measured the ram pressure, which 
is equi v alent to the cometary gas flux. 

2.4 Data selection and analysis 

The outbursts identified by Vincent et al. ( 2016a ) were described 
as transient jets that were present in a given image, but not in the 
preceding and following images. Images were taken with a 5 to 
30 min cadence, setting a limited timing precision. The lifetime of 
the dust outburst is minutes up to a few tens of minutes. Knowing 
the source locations of the dust outbursts, the gas composition in the 
coma around such events has been studied temporally and spatially. 
We analysed ROSINA/DFMS data, acquired during the 2015 July–
September time period described by Vincent et al. ( 2016a ) and 
the periods around the outbursts listed in Table 1 . In addition, we 
in vestigated R OSINA/RTOF data for the 2016 February 19 event, 
reported by Gr ̈un et al. ( 2016 ). 

To examine the outburst events using ROSINA data, it was 
necessary to determine the specific instances when the Rosetta 
spacecraft was positioned abo v e a source location corresponding 
to any of the outbursts. To do so, an angular window of ± 25 ◦

in subspacecraft longitude and latitude with respect to the source 
location was selected. This angular window takes into account 
the lateral expansion of the gas (e.g. Combi et al. 2012 ) and the 
initial, non-radial outflow direction, the duration of a measurement 
cycle of DFMS, as well as the instrument’s spatial resolution for 
determining the surface distribution of the emission (Marschall et al. 

Table 1. Summary of all published outburst events on 67P not included 
in the summer fireworks (Vincent et al. 2016a ). F or ev ents detected with 
ROSINA/DFMS the maximum density enhancements for CO 2 and CO 

relative to H 2 O are given. Most of these events were H 2 O dominated and 
thus, density enhancements < 1 mean that H 2 O was the most dominant driver 
for the considered event and the enhancement of H 2 O would be the inverse of 
the gi ven v alue. Uncertainties on the enhancements are ±18 per cent, mostly 
due to instrument calibration uncertainties (Le Roy et al. 2015 ; Calmonte et 
al. 2016 ). 

Event Date Region 
ROSINA 

Detection 
Enhancement 
CO 2 CO 

2014 Apr 1 Not given d Too far – –
2015 Mar 12 2 Imhotep c Inst. off – –
2015 May 23 3 Not given d Yes 0.2 0.2 
2015 July 10 4 Aswan a Inst. off – –
2015 Aug 10 5 Khonsu d Inst. off – –
2015 Sept 03 6 Not given d No loc. – –
2015 Sept 13 5,7 Imhotep d Yes 0.9 0.5 
2015 Sept 14 5,7 Atum 

d Yes 0.9 0.4 
2015 Sept 23–30 6 Not given d No loc. – –
2015 Nov 07 8 Southern neck b Yes 8.4 1.2 
2016 Jan 06 9 Imhotep a Yes 0.6 0.3 
2016 Feb 19 10 Atum 

a Yes 0.5 0.2 
2016 July 03 9 Imhotep a Yes 0.5 0.7 

Notes. References: (1) Tubiana et al. ( 2015 ); (2) Knollenberg et al. ( 2016 ); 
(3) Feldman et al. ( 2016 ); (4) Pajola et al. ( 2017 ); (5) Rinaldi et al. ( 2018 ); 
(6) Lin et al. ( 2017 ); (7) Bockel ́ee-Morvan et al. ( 2017 ); (8) Noonan et al. 
( 2021 ) (Event B); (9) Agarwal et al. ( 2017 ); (10) Gr ̈un et al. ( 2016 ). 
Local time of event: (a) sunrise; (b) midday; (c) night; (d) unknown. 

2020b ). Ho we ver, it does not take into account the highly non- 
spherical morphology of the nucleus. Mitigating this limitation, and 
accounting for varying spacecraft-nucleus distances, the data set 
was subjected to normalization. This process, underpinned by the 
indi vidual spacecraft-e vent source distance for each measurement 
instance, ef fecti vely rectified the diverse viewing geometries. Given 
the spatial proximity of several outbursts, a careful evaluation of 
each data set and its associated measurement configuration was 
indispensable to be able to link the ROSINA data to distinct events 
in the images. 

It is important to consider the temporal offset between remote 
sensing (e.g. Rosetta cameras) and in situ observations (e.g. ROSINA 

instrument) of the same event. In situ measurements require gas 
to flow into the instrument, while cameras are most sensitive to 
illuminated dust outbursts from a phase angle of 90 ◦. Additionally, 
the outflowing gas from the outbursts is much faster ( ≈ 0.5–
0.9 km s −1 ; Biver et al. 2019 ) than the dust grains ( ≈ 22–65 m s −1 ; 
Rinaldi et al. 2018 ). We took these v arious ef fects into consideration 
in the analysis of the ROSINA data. Additionally, it is clear that 
the gas flow smears out inhomogeneities in surface production from 

small-scale source regions (a few metres to a few tens of metres) when 
the gas is measured at a distance. During 2015 July to September, 
the spacecraft was far away from the comet’s surface ( > 180 km). 
Hence, it is not possible to exactly localize the source of the gas 
density enhancements recursively observed over several nucleus 
rotations with the ROSINA instruments. Nevertheless, the measured 
gas density enhancements are an indicator for the general outgassing 
behaviour of the source regions and their surrounding areas. 

For this analysis, the densities of different volatiles are compared 
to H 2 O. Fig. A3 sho ws ho w to retrieve the data used. To calculate the 
enhancement each time Rosetta was abo v e the source location, the 
peak density of both CO 2 and H 2 O has been selected and corrected 
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Figure 1. Ion count ratio from ROSINA/DFMS for CO 2 relative to H 2 O from 2015 July 24 until August 8. The coloured data points show measurements 
taken when the Rosetta spacecraft was flying o v er the identified source location of the respective event observed by the Rosetta cameras at the time marked by 
the corresponding v ertical line. F or a better representation, only a part of the summer fireworks’ period (Vincent et al. 2016a ) and only four distinct events are 
shown. The first three events were morning outburst whereas the last event (orange) was a midday outburst. 

considering the quiescent coma. It is possible that the peak values 
are slightly shifted in time due to the mass scanning nature of the 
instrument. These time shifts, on the order of a few minutes, do 
not affect the enhancement calculations as the time-scales associated 
to Rosetta passing abo v e the active region is substantially longer. 
Finally, the relative density enhancement for the volatile species x is 
then calculated by: 

e x = 

( n x / n H 2 O ) peak 

( n x / n H 2 O ) qs 

= 

( c x / c H 2 O ) peak 

( c x / c H 2 O ) qs 

(1) 

with n the density and c the DFMS detector signal where fragment 
contrib utions ha v e been remo v ed (Rubin et al. 2019 ). 

The density enhancement, e x , shows how much the ratio at the 
peak, within the aforementioned subspacecraft longitude and latitude 
window (denoted as peak ), is increased at that time compared to the 
quiescent coma ratio (denoted by qs ). Consequently, it shows the 
increased release of a volatile species during an outburst event as 
compared to the nominal comet outgassing. The quiescent coma 
is retrieved from measurements at the same activity levels of the 
comet and similar Rosetta positions as the source location of the dust 
outburst (see Extended Data Fig. A3 ). A caveat to using this definition 
of the relative enhancement calculation exploiting two ratios is that 
an enhancement increase might also occur if there was a decrease 
in just the H 2 O density. Ho we ver, as background corrections are 
applied to equation ( 1 ), a decrease of H 2 O would imply a ne gativ e 
ratio, which has not been observed for any of the events analysed. 
All of the e vents sho wed behaviours similar to what is depicted in 
Figs 2 and A3 . 

3  RESULTS  

3.1 Summer fireworks 

The 34 so-called summer fireworks outbursts during the summer of 
2015 (from 2015 July 10 to September 26), studied by Vincent et al. 
( 2016a ), represent the largest sample of examined outbursts to date. 
While the dust features associated with these outbursts have been 
thoroughly analysed (Vincent et al. 2016a ), little is known about their 
g as component. Thus, we investig ated g as abundance ratios for the 
most abundant highly volatile species detected in comet 67P’s coma 
(Rubin et al. 2019 ) relative to H 2 O using data from Rosetta /ROSINA. 

Fig. 1 depicts the CO 2 signal compared to H 2 O measured with 
ROSINA/DFMS from 2015 July 24 to August 8 to sho w ho w the 
changes in this ratio are attributable to fly-o v ers of the Rosetta 
spacecraft o v er the corresponding outburst ev ent source re gions. 
For a better representation, only this part of the complete summer 
fireworks period is shown together with a selection of three distinct 
ev ents. F or the full time period, we refer to Extended Data Figs A1 
and A2 . CO 2 is the second most abundant gas after H 2 O (Hoang 
et al. 2019 ; L ̈auter et al. 2019 ; Rubin et al. 2019 ). In the following, 
gas ratios relative to H 2 O will be discussed and thus only the gas in 
the numerator will be mentioned to simplify the nomenclature. 

The typical signature of the outbursts during the summer fireworks 
period, when the spacecraft was positioned abo v e one of the source 
regions (Vincent et al. 2016a ), was an increase in the relative 
abundance of highly volatile species (i.e. species with sublimation 
temperatures below that of water), especially CO 2 , which later re- 
turned to pre-outburst levels. In contrast, H 2 O showed only marginal 
increases (Fig. 2 ). As a result, the activity of highly volatile species 
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Figure 2. Gas densities of H 2 O and CO 2 normalized to their quiescent coma 
levels during the CO 2 enhanced outburst from 2015 July 26 measured with 
ROSINA/DFMS. The quiescent values have been retrieved a few hours before 
the dust event. Uncertainties are only shown on every 10th data point for H 2 O 

and on every 5th data point for the other volatiles to impro v e visibility. The 
vertical line represents the time when the event has been detected by the 
Rosetta cameras and the green areas represent the time when the spacecraft 
was abo v e the considered outburst source re gion. The gre y horizontal line 
shows the quiescent level of the normalized data. The continuous increase of 
both H 2 O and CO 2 is due to the spacecraft’s mo v ement across the generally 
more active Southern hemisphere of 67P during that time. 

gradually increased and typically ceased a few days after the visible 
outburst. 

The enhancement in relative abundance in 67P’s coma for each 
flyo v er was calculated following the methodology described in 
Section 2.4 and detailed results are given in Table A1 . While the 
enhancement patterns exhibit similarities across all events, charac- 
terized by an increase around the time of the event being detected by 
the cameras and followed by a decrease a few days later, they differ in 
terms of the starting time, duration, and magnitude of enhancement. 
Analysis of the weighted mean enhancement in relative abundance 
as a function of time with respect to the optical detection of the dust 
feature of the events reveals that the average enhancement of volatiles 
already starts up to three days ( ∼6 rotations) prior to the observed 
expulsion of dust indicating that the dust component of the outbursts 
may be preceded by an increase in outgassing of highly volatiles 
(Fig. 3 ). Subsequently, the mean density enhancement gradually 

decays, with a notably slow decrease o v er a period of up to 8 d 
( ∼16 rotations) compared to the short-lived nature of the ejected 
dust during the event observed by the cameras. Hence, only the 
combined analysis of dust and gas can give a comprehensive view 

of the nature of the outbursts and their trigger mechanisms. The 
average enhancement is weighted with the weight for each individual 
point being inversely proportional to its statistical uncertainty, so that 
events where Rosetta was closer to the source region and the data are 
less smeared out are given a higher weight than events measured 
from a larger distance with less signal and more measurement 
uncertainties. The considered data set has been thoroughly analysed 
and most of the individual outbursts were well separable. None the 
less, it is possible that different events may overlap, increasing the 
mean density enhancement, especially at times long before and long 
after the observed dust outbursts. In addition, events not observed 
by the Rosetta cameras might also contribute to the mean density 
enhancement o v er time. 

Fig. 4 illustrates the average density enhancement relative to water 
for the most abundant species detected in comet 67P’s coma (Rubin 
et al. 2019 ) during the summer 2015 events. The mean enhancement 
for the sunrise and midday events, as well as the mean enhancement 
o v er all summer 2015 events, are presented separately. When consid- 
ering all events combined, CO 2 , ethane (C 2 H 6 ), and propane (C 3 H 8 ) 
exhibit higher enhancements (approximately ×13) compared to 
carbon monoxide (CO), hydrogen sulphide (H 2 S), ammonia (NH 3 ), 
methane (CH 4 ), formaldehyde (H 2 CO), methanol (CH 3 OH), and 
hydrogen cyanide (HCN) ( ×3 to ×6). These findings align with 
Rubin et al. ( 2023 ), where C 2 H 6 and C 3 H 8 are primarily associated 
with CO 2 , while CO, H 2 S, NH 3 , CH 4 , H 2 CO, CH 3 OH, and HCN 

are distributed in roughly equal proportions between water and CO 2 . 
Consequently, the enhancement of the latter molecules is reduced 
to the fraction associated to CO 2 . This results in their enhancement 
being smaller than that of CO 2 and its associated molecules, but 
larger than that of water and its associated molecules. Additionally, 
it appears plausible that part of the signal from molecules, such as to 
NH 3 , originates from semivolatile salts on dust grains (Altwegg et al. 
2020 , 2022 ), ejected during the outburst. The correlation between O 2 

and H 2 O is consistent with previous observations (Bieler et al. 2015 ; 
Rubin et al. 2023 ). Consequently, these results suggest that CO 2 , 
as the most abundant highly volatile species, plays a pivotal role in 
driving outburst events and carries a suite of associated species along. 

Figure 3. Weighted mean density enhancement for CO 2 during the summer fireworks outburst events as a function of time. The enhancement is the maximum 

of the ratio CO 2 /H 2 O during each fly-o v er divided by the same ratio in the quiescent coma. Time zero represents the time when the dust event has been observed 
with the Rosetta cameras (timing precision is 5 to 10 min). The horizontal line shows the unchanged ratio (enhancement factor of 1). Only events exhibiting a 
CO 2 enhancement are considered. 
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Figure 4. Weighted mean values of maximum density enhancement separated for sunrise and midday events and all events combined for the summer fireworks 
2015 period reported by Vincent et al. ( 2016a ). The uncertainties show the standard deviation of the mean including uncertainties of the individual measurements 
as explained in Section 2 as well as the variation of H 2 O for each considered event. The black horizontal line shows the unchanged ratio (enhancement factor 
of 1). The volatiles are sorted by their relative bulk abundance compared to H 2 O (Rubin et al. 2019 ). 

In agreement with Vincent et al. ( 2016a ), our analysis supports the 
categorization of summer firework events into two groups: sunrise 
and midday events, determined by the local time of the outburst 
source regions. On average, with the exception of NH 3 , sunrise events 
exhibit slightly higher density enhancements compared to midday 
e vents (Fig. 4 ). Ho we ver, the error bars overlap and uncertainties 
persist due to the limited temporal co v erage of the outburst events. 
Thus, clear differentiation between these groups is not possible as 
also no correlation exists between the outburst type and its local time 
(Vincent et al. 2016a ). None the less, Vincent et al. ( 2016a ) suggested 
that the two groups might be associated with different mechanisms. 
Noon outbursts may be linked to buried pockets of volatiles, which 
require time to get heated enough to trigger an outburst. Shortly 
after noon is when the local (sub)-surface reaches its maximum 

temperature. On the other hand, early morning outbursts occur almost 
immediately as the Sun rises. Despite the temperature possibly not 
being very high, the very low thermal inertia ensures that these 
local times exhibit the steepest temperature gradient. The surface 
heats up rapidly, with the gradient being large enough to trigger 
thermal cracking, potentially leading to surface breakage. This rapid 
heating might explain the slightly higher volatile enhancements for 
the sunrise events, as the immediate surface breakage might release 
gas more intensiv ely. F or slowly heated pockets, the confined gas 
might already start to seep out more gradually before the abrupt 
ejection of dust occurs. Ho we ver, this is only a suggestion and the 
data are not sufficiently different to make a definitive statement. An 
explanation on why NH 3 exhibits a converse enhancement for the 
two groups might be that NH 3 comes from ammonium salts that 
might take some time and need high temperature to sublimate or 
build up which is possible for the midday events. 

Figure 5. Gas densities of H 2 O, CO 2 , CO, and O 2 normalized to their 
quiescent coma levels during the water enhanced outburst 2015 August 12 
measured with ROSINA/DFMS. The quiescent values have been retrieved 
a few hours before the dust event. Uncertainties are only shown on every 
10th data point for H 2 O and on every 5th data point for the other volatiles to 
impro v e visibility. The vertical line represents the time when the event has 
been detected by the Rosetta cameras. The grey horizontal line shows the 
quiescent level of the normalized data. 

As anticipated, not all summer firework events exhibited an 
enhancement of highly volatile species. Some events displayed no 
volatile enhancement or even an increase in the water signal. For 
instance, the event on 2015 August 12 (#14 in Vincent et al. 2016a ), 
resulted in a twofold increase of H 2 O compared to CO 2 and an 
increase of a factor 5 of water compared to CO (Fig. 5 ). This event has 
a source region with a morphology expected from the modelling of 
cliff collapses. Hence, considering the water enhancement, this event 
might have been triggered by a cliff collapse. Another event hinting 
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(a)

(c) (d)

(b)

(f)(e)

Figure 6. Gas densities of H 2 O and CO 2 normalized to their quiescent coma levels during the outbursts of (a) 2015 May 23, (b) 2015 September 13 and 14, 
(c) 2015 No v ember 7, (d) 2016 January 6, and (f) 2016 July 3 measured with ROSINA/DFMS. Panel (e) represents the absolute gas densities of H 2 O and CO 2 

for the outburst observed on 2016 February 19 measured with both the ROSINA/DFMS and the ROSINA/RTOF. The absolute densities are displayed in panel 
(e) to underline that both instruments acquired the same absolute results and no normalization or instrument effect occurred. Error bars show uncertainties of 
the DFMS measurements. In panel (b), uncertainties are only displayed on every 15th data point for H 2 O and on every 5th data point for the other volatiles to 
impro v e readability. RTOF uncertainties are not shown because they are of the order of the symbols. The vertical lines represent the times when the dust events 
have initially been detected by the Rosetta cameras (the dust events could have started up to 5 to 30 min before). The grey horizontal lines show the quiescent 
level of the normalized data. 

at a cliff collapse was on 2015 September 14 (#33 in Vincent et al. 
2016a ), showing a 15 per cent increase in water density compared 
to CO 2 and a twofold increase compared to CO (Fig. 6 b). This 
event has already been investigated with the Rosetta Visible InfraRed 
Thermal Imaging Spectrometer (VIRTIS) (Bockel ́ee-Morvan et al. 
2017 ) where the authors stated that no large increase of H 2 O and CO 2 

has been measured but very small grains or agglomerates should be 
present. They suggested an excess signal of organic species and 
hydrocarbons where our results show an increase of CH 3 OH by 
about 50 per cent, aligning with their results. Unfortunately, ROSINA 

measurements are unavailable for the event on 2015 July 10 (#1 in 
Vincent et al. 2016a ), described as an additional cliff collapse event 
by Pajola et al. ( 2017 ). Thus, while most summer fireworks events 
showed enhancements in highly volatile species, particularly CO 2 , 
clif f collapse e vents also occurred during this period, marked by 
slight increases in the water signal. 

The spacecraft trajectory determined when the ROSINA instru- 
ments were able to measure abo v e an outburst source region. Hence, 
illumination or local time during the observation are purely defined 
by the spacecraft trajectory and no conclusion can be drawn from 

whether or not the measurements were taken abo v e an illuminated 
surface. Ho we ver , R OSINA measures the gas cloud ejected during 
the event after its travel and dispersion, so that the conditions at 
the time of the observations only depend on the conditions at the 
time of the dust event and on the dynamics of the gas cloud, not 
on the instantaneous conditions at the time of the observation. The 
spacecraft was mostly on a terminator orbit with a phase angle of 
90 ◦. Consequently, although the spacecraft’s position and viewing 
geometry do not permit a measurement of the immediate outburst 
gas and a smear-out of inhomogeneities due to the large distance of 
the spacecraft to the comet’s surface is expected, ROSINA is still 
able to investigate the composition of the outgassing of the source 
regions and their surrounding areas both before, during, and after the 
dust event. 

3.2 Other outbursts 

Besides the outbursts described in Vincent et al. ( 2016a ), a few 

other outburst events have been detected on 67P during the Rosetta 
mission. Table 1 provides a list of these events, including their 
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estimated source location on the nucleus, and whether or not they 
were detected by the ROSINA instruments. The first reported event 
(Tubiana et al. 2015 ) occurred when the Rosetta spacecraft was too 
far from the comet for ROSINA to detect volatile signals abo v e the 
spacecraft background (Schl ̈appi et al. 2010 ), and during the second 
event (Knollenberg et al. 2016 ), the ROSINA instruments were not 
operating. 

Feldman et al. ( 2016 ) examined outbursts occurring between 2015 
May and July using the Alice far-UV spectrograph. These events 
were unrelated to the summer fireworks and were not detected in 
the visible wavelength range captured by the other Rosetta cameras. 
Unfortunately, Rosetta was mostly abo v e the less active Northern 
hemisphere and the outburst source locations for these events remain 
unkno wn. Ne vertheless, the e vent on 2015 May 23 showed peaks 
in the relative abundance of different volatiles detected by DFMS 

(Fig. 6 a), with a rapid increase in H 2 O observed just 8 min after 
detection by Alice (Feldman et al. 2016 ). The enhancement of 
H 2 O relative to CO 2 and CO was ×10 and ×4.5, respectively. 
The O 2 levels also increased together with H 2 O. Considerable 
amounts of H 2 O and notably high densities of O 2 compared to 
the quiescent level were also reported by Feldman et al. ( 2016 ), 
indicating that the event on 2015 May 23 was driven by H 2 O 

sublimation. 
The events on 2015 July 10 and 2015 August 10, as described 

in Pajola et al. ( 2017 ) and Rinaldi et al. ( 2018 ), respectively, were 
not observed because DFMS was not operated during that period. 
Outbursts on 2015 September 13 and 14 were observed by VIRTIS 

(Bockel ́ee-Morvan et al. 2017 ; Rinaldi et al. 2018 ). The researchers 
concluded that the outburst measurements could be attributed to 
the presence of very small ice particles. While the CO signal 
measured with DFMS remained relatively constant, the signatures 
of H 2 O, CO 2 , and O 2 increased slightly. There was no significant 
enhancement of H 2 O relative to CO 2 , with only a twofold increase 
in H 2 O relative to CO (Fig. 6 b). O 2 closely followed the H 2 O signal, 
as explained by the association of these two molecules (Rubin et al. 
2023 ). 

Lin et al. ( 2017 ) studied additional outbursts during the summer 
fireworks phase, alongside those in Vincent et al. ( 2016a ). Unfor- 
tunately, the source locations of these outbursts remain unknown 
and the mass spectrometers of ROSINA were inactive from 2015 
September 23 to 30 due to large cometary distances, missing a 
substantial portion of these events. 

Noonan et al. ( 2021 ) investigated two outbursts (A and B) 
occurring on 2015 No v ember 7 (A: 16:07 UTC, B: 17:32 UTC), 
and determined their source locations. The gas composition during 
the events was captured by DFMS measurements (Fig. 6 c). Outburst 
A did not show significant signal changes. However, outburst B 

exhibited a notable increase in CO 2 with only a marginal increase 
in H 2 O. No DFMS data were available after 19:30 UTC. The gas 
enhancement ratio of approximately ×8 for CO 2 to H 2 O aligns with 
the findings of the summer 2015 outbursts and supports the highly 
volatile-dominated nature of outburst B as proposed by Noonan et al. 
( 2021 ). 

A well-documented outburst took place on 2016 February 19, 
and was e xtensiv ely observ ed by multiple Rosetta instruments 
(Gr ̈un et al. 2016 ). The source of the outburst was identified in 
the Atum region, near a steep cliff, where thermal stress, fracture 
mechanics, and gravity possibly triggered a landslide, exposing 
fresh ice to direct sunlight and triggering the release of gas and 
dust. Both ROSINA/RTOF and ROSINA/DFMS instruments were 
operated during that time and observed a notable increase in H 2 O 

accompanied by a more or less stable CO 2 signal (Fig. 6 e), indicating 

a water -driven outb urst with a density enhancement of ×2 for water 
compared to CO 2 . The H 2 O signal rapidly increased and remained 
high during the analysed time period, which aligns with observations 
by the MIRO instrument of the gas surrounding Rosetta (Gr ̈un et al. 
2016 ). 

On 2016 July 3, a distinct outburst took place in the Imhotep 
region’s circular Basin F, which was observed by multiple Rosetta 
instruments (Agarwal et al. 2017 ). The outburst occurred during 
local sunrise and resulted in the formation of a 10-metre-sized dust- 
free icy patch on the surface. Data from ROSINA/DFMS revealed 
a significant increase in H 2 O following the event, with short spikes 
reaching up to 3.5 times the quiescent level (Fig. 6 f). Including a 
time shift due to different velocities of the gas and the dust, this is 
consistent with the GIADA data (Agarwal et al. 2017 ). The density 
enhancements of water relative to CO 2 and CO were ×2.2 and ×1.5, 
respectively. 

Additionally, a smaller but similar dust plume was observed by 
Agarwal et al. ( 2017 ) on 2016 January 6, near the source region of the 
2016 July event, shortly after the local sunrise, suggesting the south- 
western walls of the circular depressions in the Imhotep Basin F as 
preferred location for morning outbursts. The DFMS data showed 
that the H 2 O density increased more than the CO 2 by a factor of 1.6 
with a shift in time of about one hour, suggesting a water-driven event 
(Fig. 6 d). The analysis of both outbursts was limited to a short-term 

analysis due to limited co v erage. 
The analysis of published outburst events reveals a clear distinction 

between water-dominated and CO 2 -dominated events. Most of the 
ev ents, e xcluding the summer 2015 period, were primarily driven 
by water (Table 1 ). Notably, the event B (Noonan et al. 2021 ) on 
2015 No v ember 7 stands out as a CO 2 -dominated outburst occurring 
outside the summer 2015 period. The distinct driving mechanisms 
may be associated with different conditions at the source regions. 
Water-dominated events mostly occurred outside the most active 
surface areas in terms of surface emission rates (L ̈auter et al. 2019 ) 
or belo w clif fs, while the CO 2 -dominated e v ent on 2015 No v ember 
7 occurred in a source region with multiple documented events 
(Vincent et al. 2016a ). These findings highlight the diversity and 
complexity of outburst dynamics. 

4  DI SCUSSI ON  

The ROSINA study of 45 outbursts on 67P shows two distinct 
groups of e vents: water-dri ven and CO 2 -driven outbursts. These 
groups also exhibit a different temporal evolution. The water-driven 
e vents sho wed rapid changes in the coma composition, enhancing the 
density of H 2 O more than that of other coma constituents for only 
a few hours. In contrast, the CO 2 -driven group of events (summer 
fire works and e v ent B of 2015 No v ember 7) displayed a slow increase 
even before the event was observed by the Rosetta cameras in the 
form of a bright dust jet lasting only a few minutes, and an even 
slower subsequent decrease of CO 2 compared to H 2 O in the coma 
abo v e the source region, lasting for several days. Thus, the coma 
composition at the distance of Rosetta changes much more slowly 
than the observed dust ejection for the same events. 

We find that several highly volatile species such as CO 2 , CO, 
and alkanes have been largely enhanced during the CO 2 -driven 
gas outbursts. CO 2 being the most abundant molecule after H 2 O 

(Rubin et al. 2019 ), its enhancement during these events is most 
significant. The clear distinction in coma composition during the 
outbursts as well as their different temporal behaviour leads to the 
conclusion that these groups of events are triggered by two different 
mechanisms. 
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(a) (c) (d)

(e)(b)

Figure 7. Schematics of outburst trigger mechanisms: (1) Cliff collapse: (a) Solar illumination heats up a cliff that collapses due to thermal formation of small 
cracks. The collapse releases dust from the surface seen as an outburst in the visible range of the cameras. (b) After the collapse, freshly exposed water ice 
sublimates and the released gas can be measured by the Rosetta instruments. (2) Gas pockets: (c) A large temperature gradient due to the local sunrise induces 
cracks where subsurface pressure pockets containing volatiles can release their pressurized gas leading to an outburst. (d) The high temperature at local noon 
heats up the surface and subsurface. This increases the pressure in the gas pockets until the pressure is high enough to o v ercome the tensile strength of the 
surface inducing an outburst. (e) When the surface cracks are large enough or the pressure has been increased enough as shown in (c) and (d), the pressurized 
gas pockets violently release dust and gas. Panels (c)–(e) only show the triggering mechanism of the event and do not display the continuous outgassing before 
and after the CO 2 -driven outbursts. 

Earlier studies proposed three main outburst trigger mechanisms: 

(i) High-pressure pockets of highly volatile species below the 
surface layers (e.g. Belton et al. 2013 ; Agarwal et al. 2017 ; Bockel ́ee- 
Morvan et al. 2022 ). 

(ii) Collapse of cliffs (e.g. Vincent et al. 2016a ; Pajola et al. 2017 ). 
(iii) Amorphous-to-crystalline phase transition of water (e.g. 

Agarwal et al. 2017 ). 

Agarwal et al. ( 2017 ) proposed that the transition of water from 

amorphous to crystalline ice might induce a sublimation rate similar 
to the measured dust production rate. This would only be true for pure 
water ice. Ho we ver, pure water ice is neither observed in interstellar 
clouds, nor on the ice mantles on interstellar dust grains, which are 
believed to be the source of the ices in cometary nuclei. Interstellar 
water ices contain substantial amounts of impurities including CO 2 , 
CO, and CH 4 (e.g. Crovisier 1999 ; Boogert, Gerakines & Whittet 
2015 ). In a non-pure water ice mixture with more than 2 per cent 
impurities, as expected for a comet, the transition from amorphous 
to crystalline ice has been demonstrated to be endothermic (Kouchi 
& Sirono 2001 ). These authors also state that an endothermic 
crystallization suppresses outbursts. 

Contrarily, Prialnik & Jewitt ( 2022 ) propose that a burst of 
crystallization could be initiated by a heat wave propagating from the 
insolated comet surface to the crystalline–amorphous ice boundary, 
provided it carries sufficient energy to raise the local temperature 
to the crystallization point. Once this occurs and the boundary has 
mo v ed deeper into the nucleus, later heat waves from the surface 
are too weak to rekindle crystallization when reaching the boundary, 

leading to a quiescent period. Sublimation then causes the surface to 
recede from the crystalline–amorphous ice boundary until a new burst 
of crystallization occurs. This, in turn, affects the time span to the next 
spurt of crystallization. Hence, this process is particularly rele v ant for 
new comets with amorphous ice close to the surface, active beyond 
the distance where ice sublimation controls cometary activity, as 
observed in comets C/2003 A2 (Gleason) by Meech et al. ( 2009 ) or 
C/2017 K2 (PANSTARRS) by Jewitt et al. ( 2017 ) at 11.5 and 23 au, 
respectively. Another possible scenario is that crystallization and gas 
confinement occur together, leading to an outburst (Samarasinha 
2001 ). Despite se veral observ ations, simulations, and laboratory 
studies of cometary outbursts, Prialnik & Jewitt ( 2022 ) note that 
direct evidence for the role of amorphous ice in comets remains 
elusive due to its nature and burial below the surface in evolved 
comets like 67P. Consequently more laboratory work to determine 
the thermophysical properties of amorphous and crystalline ices, 
especially when loaded with other volatiles, is needed to confirm 

if the transition from amorphous to crystalline water ice remains a 
plausible outburst trigger mechanism. 

Alternatively, pockets of volatiles below the devolatilized surface 
layer might build up pressure until they overcome the tensile strength 
of the surface abo v e and cracks start to appear in the surface layer. 
The cracks might be formed by a large temperature gradient due 
to the local sunrise combined with the small thermal inertia of 
the comet’s surface (Fig. 7 c). Another possibility is that the cracks 
slowly progress until the pressure in the gas pockets is high enough 
(due to the high noon temperature; Fig. 7 d) for a bursting to occur. 
All the gas is released and drags along some of the surrounding 
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non-volatile material (Fig. 7 e). Notably, both of these processes 
are not on/off processes, i.e. gas may be seeping out from smaller 
cracks already before the big outburst, which is consistent with the 
findings of our analysis, as a slow increase in highly volatile species 
has been measured already before the dust ejection occurred. This 
combined process can be understood similarly to a pressure cooker 
where some steam gets released through the safety valve before the 
pressure increases too much. At a certain pressure, the small seeping 
cracks cannot release enough gas to maintain the pressure below 

the pocket’s tensile strength and an e xplosiv e ev ent occurs, which is 
what Rosetta ’s cameras registered as the dust feature of the outburst. 
If the thermophysical properties of amorphous and crystalline ices 
support the theory that their transition might trigger outburst events, 
it would also be plausible that this effect could be responsible for 
the cracks initiating the bursting of gas pockets. It is prudent to 
note, that the CO 2 -dominated events occurred around generally more 
active areas on the comet nucleus. Hence, the increase long before 
the outburst has been observed by the cameras, and long after it 
ceased (Fig. 3 ), might also be supported by a generally more active 
source region. Additionally, the bursting of a pressure pocket not 
only releases the confined gas but also exposes areas of fresh ice 
that sublimates and hence increases the densities of H 2 O as well 
as of the volatiles associated with the water ice (Rubin et al. 2023 ) 
for a longer time than the dust outburst observed with the cameras, 
leading to a prolonged enhancement of CO 2 and other highly volatile 
species. 

To have gas pockets, where a significant gas pressure builds up, 
the porous structure of the comet interior has to be sealed. A possible 
mechanism could be refreezing of CO 2 . It is known that for 67P, 
CO 2 sublimates long after water stops sublimating on the outbound 
leg of the comet’s orbit (L ̈auter et al. 2019 ) from areas, which by 
then are no longer exposed to sunlight. Such an extended orbital 
frost cycle of CO 2 has been proposed by Rubin et al. ( 2023 ). Due to 
low gravity, the sublimating gas will be dispersed in all directions, 
not only upwards, but sideways and downwards. In the interior, it 
will eventually encounter colder temperatures, where it can refreeze, 
creating a volatile enriched ice layer (Prialnik & Jewitt 2022 ). This 
mechanism may not only explain the extended orbital frost cycle 
but also presents a potential diurnal day-to-night refreezing process, 
leading to the creation of gas pockets in regions dominated by highly 
volatile species o v er short time-scales. 

Laboratory experiments for Martian conditions show that CO 2 

is deposited in the form of ice slabs or crystals depending on 
temperature and pressure (Portyankina et al. 2019 ). In the experi- 
ments, the ice layer conformally coats all the surfaces of the cooling 
plate, draping even protruding elements. Although the conditions in 
the comet are different from the laboratory experiments (pressure, 
temperature, porosity, composition, size), a similar process could 
happen, where CO 2 co v ers the porous material with an impermeable 
layer, which has a considerable tensile strength, enough to confine a 
gas pocket at ele v ated pressure (Prialnik & Jewitt 2022 ). Laboratory 
experiments show that an ultimate CO 2 ice tensile strength of ∼2–
6 MPa is reached (Kaufmann et al. 2020 ). This strength is in 
agreement with the suggested ∼2 MPa tensile strength of water 
ice under Martian conditions used in earlier studies (Mellon 1997 ). 
On 67P, once the surface areas come into summer again, a similar 
effect could take place even though the cometary surface is mostly 
co v ered by dust and not transparent as seen on Mars. None the 
less, CO 2 starts to sublimate from the top building up pressure 
in the pocket. Eventually the surface layer will crack due to the 
buildup of the inside pressure and/or due to erosion of the surface 
layer. 

The possibility of gas pockets has already been discussed for 
comet 9P/Tempel (Belton et al. 2008 ). The authors concluded that 
this mechanism will lead to the formation of a small pit or depression 
and potentially exposes fresh and highly volatile material that will 
continue to sublime (Belton et al. 2013 ). A similar result has been 
discussed for comet 67P in the case of the Imhotep outburst observed 
in 2015 February (Knollenberg et al. 2016 ). 

The source regions of the summer fireworks are situated near 
morphological boundaries, clustered into three primary regions 
displaying irregularities in contrast to the generally flat morphology 
of the Southern hemisphere. This seems to indicate a link between 
morphology and outbursts (Vincent et al. 2016a ). These source 
regions are notably rich in CO 2 . Nine activity areas, encompassing 
the most active surface elements contributing to 50 per cent of the 
total emission, were identified by L ̈auter et al. ( 2019 ), with most 
summer fireworks sources located in these high-activity areas. The 
same authors also demonstrated that these areas remain CO 2 -rich 
throughout the mission. This raises the question whether the here 
described enhancement of highly volatile species might be a result 
of the o v erall CO 2 -rich outgassing behaviour of the comet’s Southern 
hemisphere. 

L ̈auter et al. ( 2019 ) utilized the same ROSINA data set as presented 
here. Ho we ver, their results are based on data av eraged o v er specific 
periods and their results are presented for three intervals with data 
av eraged o v er 50 d for the data before and after perihelion and 
even 100 d for data around perihelion. This methodology averages 
o v er short-liv ed ev ents like outbursts, potentially impacting the 
identification of Southern active sources by L ̈auter et al. ( 2019 ). 
None the less, the presence of the same CO 2 -rich areas long before 
and after perihelion, where outbursts occurred, suggests that this 
weighting of the outburst signal did not distort the o v erall picture of 
high-activity areas presented by L ̈auter et al. ( 2019 ). This is supported 
by the steady increase in the o v erall CO 2 /H 2 O ratio seen in our data 
when the spacecraft was in Southern latitudes (see quiescent coma 
behaviour of the signal in Figs A1 and A2 ). 

The source locations of H 2 O and O 2 follow the subsolar latitude 
and correlate with each other. Notably, H 2 O displayed high activity 
in these regions during summer 2015, while only a few summer 
fire works e vents sho wed an increase in H 2 O compared to highly 
volatile species. The high and confined activity of H 2 O in the same 
areas as CO 2 around perihelion would decrease the CO 2 /H 2 O ratio 
if it was merely an artefact of the generally CO 2 -rich outgassing of 
the outburst source regions. 

A typical event is the one on 2015 July 28 (#5 in Vincent et al. 
2016a ). It is located in high-activity area 3 in L ̈auter et al. ( 2019 ), 
which was not among the most CO 2 -rich areas during perihelion. 
Nevertheless, the CO 2 /H 2 O ratio e xhibited a pattern for this ev ent as 
for events in more CO 2 -active areas, and comparable enhancements 
in 67P’s coma were determined (Fig. 1 and Table A1 ). 

When comparing the CO emission of the nine high-activity areas 
presented in L ̈auter et al. ( 2019 ) to the emission of H 2 O, CO 2 , and O 2 , 
the CO signal is much more distributed and diluted during perihelion 
compared to the very localized outgassing of the other species. Thus, 
one would expect that the ratio of CO to H 2 O should not increase 
much when measured in one of the high-acti vity areas. Ne vertheless, 
our results show an enhancement of CO. In summary, most summer 
fire works outburst e vents originate from generally CO 2 -rich sources, 
ho we v er, the y are clearly contributing an additional amount of highly 
volatile species to the o v erall outgassing behaviour. 

The events described in Noonan et al. ( 2021 ) have been located 
close to the summer fireworks’ source regions. The ROSINA/DFMS 

data also show gas density enhancements for CO 2 and CO. The 
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volatile enhancement in the outburst gas supports the scenario of 
pockets of gas in those areas and shows that the related activity is 
independent of the subsolar latitude (L ̈auter et al. 2019 ). 

Unlike the events described by Noonan et al. ( 2021 ) and most of 
the events in Vincent et al. ( 2016a ), the events reported by Gr ̈un 
et al. ( 2016 ), Agarwal et al. ( 2017 ), and the first ev ent inv estigated 
by Feldman et al. ( 2016 ) show a large increase in H 2 O with no 
CO 2 or CO enhancement. These outbursts showed short-lived H 2 O 

enhancements, suggesting that they have been triggered by a different 
mechanism than the CO 2 outbursts – most likely by a cliff collapse as 
could be shown by Pajola et al. ( 2017 ). This conclusion is supported 
by the suggestion by Gr ̈un et al. ( 2016 ) that thermal stress in the 
surface material may have triggered a landslide (Fig. 7 a) that exposed 
fresh H 2 O ice to direct solar illumination (Fig. 7 b). 

It is prudent to note that the available set of outburst events is 
relatively small and confined to one individual comet. Furthermore, 
the measurement conditions, while corrected to the best of our 
abilities, varied for each event. The significant disparities observed 
in the distribution and temporal evolution of activity on cometary 
nuclei suggest that the heliocentric evolution of activity can be 
highly individual for each comet (Marschall et al. 2020a ), and 
generalizations might be misleading. Moreo v er, giv en the large 
temporal differences between the outburst behaviour of the dust 
and the gas components, only their combined analysis provides a 
comprehensi ve vie w of the nature of the outbursts and their trigger 
mechanisms. 

5  C O N C L U S I O N  

We conclude that outbursts appear due to two different mechanisms 
depending on their source location and associated surface topogra- 
phy. These mechanisms can be differentiated by their respective and 
distinct outgassing behaviour. Landslides or cliff collapses may cause 
an outburst event which would most probably be a water-driven event 
as fresh water ice would be found closer to the surface than, e.g. CO 2 , 
and hence would be more exposed to solar illumination. Ho we ver, 
most reported outburst events during the perihelion passage correlate 
with an increased composition of highly volatile species, especially 
CO 2 , and generally higher activity source regions (L ̈auter et al. 2019 ). 
These events are most likely triggered by break-up of subsurface 
pockets of volatiles when the pressure inside o v ercomes the tensile 
strength of the cavity boundary layers. From these pockets, gas may 
seep out from smaller cracks already before the dust outburst as a 
slow increase in highly volatile species has been measured already 
before the dust ejection occurred. The surface and near-surface layers 
of the comet exhibit a general depletion in more volatile species, such 
as CO 2 . This depletion may provide an explanation for the distinction 
between events dominated by H 2 O and CO 2 . H 2 O events typically 
arise from occurrences in the surface or near-surface layers, while 
CO 2 events are likely to originate from greater depths where CO 2 

did not yet find a way to e v aporate freely. This distinction may 
highlight the influence of depth on the compositional characteristics 
of cometary outburst e vents. Ne vertheless, in both cases, the exposure 
of fresh material implies extended enhanced outgassing after the dust 
outburst already ceased. 

The unique temporal co v erage of 67P’s outgassing throughout the 
Rosetta mission has allowed a thorough analysis of the evolution 
and composition of the outgassing for more than 40 outburst events. 
The results indicate that the composition is linked to different trigger 
mechanisms, one related to cliff collapse, where water dominates the 
outgassing pattern, and pressure cook er-lik e ruptures of subsurface 
pockets, which are characterized by a strong enhancement of highly 

volatile species such as CO 2 . These results are rele v ant for under- 
standing changes in the outgassing patterns of comets from ground- 
based and in situ observ ations. Ho we ver, open questions remain, such 
as the direct correlation between the different temporal behaviour 
of the dust and gas components of outbursts and the heliocentric 
distance dependence of the different triggering mechanisms for 
outbursts. Answering these questions requires further laboratory 
studies, sophisticated numerical simulations, observations, and mis- 
sions monitoring a comet with high-resolution instruments o v er a 
prolonged time to gain a full understanding of cometary outbursts. 
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APPENDI X  A :  EXTENDED  DATA  

Figure A1. Top panel: Ion count ratio for CO 2 relative to H 2 O for the first part of the summer fireworks from 2015 July 10 to August 17. The coloured data 
points show measurements taken when the Rosetta sub-spacecraft longitude and latitude was within 25 ◦ from the identified source location of the respective 
event. The vertical lines show the times when the events were detected by one of Rosetta ’s cameras (Event IDs according to Vincent et al. 2016a , see Table A1 ). 
Bottom panel: Spacecraft longitude, latitude, and distance to the comet for the same time frame. 
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Figure A2. The same as in Fig. A1 but for the second part of the summer fireworks from 2015 August 16 to 2015 September 16. 

Figure A3. Typical ROSINA/DFMS densities of CO 2 and H 2 O from 2015 July 26 until 2015 August 4 to show the analysis approach for the event on 2015 July 
26, 20:22 UTC. To calculate the enhancement each time Rosetta was abo v e the source location (i.e. for all phases with red measurement points), the peak value 
(orange cross) of CO 2 has been selected and corrected to the quiescent coma (green line). The same has been done for H 2 O for the time when CO 2 showed its 
maximum. The peak values are slightly shifted in time due to the mass scanning nature of the instrument. These time shifts, on the order of a few minutes, do not 
affect the enhancement calculations as the time-scales associated to passing abo v e the active region is substantially longer. The enhancement is then calculated 
based on equation ( 1 ). 
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Comet Interceptor 4
One of the unexpected findings from the Rosetta mission was the significant modifi-
cation of the nucleus surface, either through erosion or fall back of material, due to
the repeated close perihelion passages of 67P (Thomas, 2020). This underscores the
importance of investigating more pristine comets that have not experienced multiple
cycles of activity. This is the goal of ESA’s F-class mission Comet Interceptor, which
will be the first mission to visit a Dynamically New Comet (DNC, see Box 4.1). F-class
missions must take under a decade from selection to launch and weigh less than
1000 kg.

Box 4.1: Dynamically New Comet (DNC)

Dynamically New Comets (DNCs) represent a subset of long-period comets
originating from the Oort cloud, situated at the farthest reaches of our So-
lar System (refer to Box 1.1). Historically, comet exploration missions have
predominantly targeted short-period comets, such as 67P, which originate
from the nearer Kuiper Belt region and have experienced multiple perihelion
passages resulting in significant thermal processing. In contrast, Oort cloud
objects were ejected into the remote Oort cloud during the early phases of Solar
System formation and have remained largely unaltered since. These comets
serve as remarkably pristine remnants from the epoch of planetary formation.
Upon their re-entry into the inner Solar System, they become some of the most
brightest comets due to solar heating (Snodgrass and Jones, 2019).
Although these comets are interesting to observe with telescopes due to their
brightness, exploring them with a spacecraft is challenging. The main difficulty
is that they are usually discovered only a few months to a few years before
they reach their closest point to the Sun. After that, they quickly travel back to
the outer Solar System and do not return for tens of thousands of years. This
short time window makes it hard to plan, build, and launch a space mission to
study them in situ (Jones et al., 2024).

4.1 Mission Background

The significant achievements of missions like Giotto and Rosetta in exploring comets
are undeniable. However, these pioneering efforts have primarily focused on SPCs
that have undergone repeated close approaches to the Sun. Consequently, these
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comets have experienced surface compositional changes, morphological alterations,
and the accumulation of thick dust layers on their nuclei. Over 800 SPCs, with more
than 470 being numbered and observed at multiple perihelion passages, are known. In
contrast, there are over three thousand long-period comets (LPCs) observed in history,
with many being dynamically new, having traversed the inner Solar System only once
and retaining their original characteristics. Unfortunately, no LPC or DNC has been
explored by a space mission or studied in detail with modern instrumentation due to
the unpredictability of their apparition, which makes intensive coordinated observing
campaigns difficult to organise. Yet, critical questions about the formation and
evolution of the early Solar System remain unanswered. Understanding the extent
to which cometary bombardment contributed to delivering water to Earth’s oceans
and how early organic material from comets influenced the emergence of life are
paramount. To address these questions, we need insights into the chemical inventory
of the early Solar System, which can only be obtained by studying pristine or nearly
pristine material in LPCs and, particularly, DNCs. Key information, including isotope
abundances and the D/H ratio, is essential. Comet Interceptor aims to contribute to
this understanding by providing an inventory of organic molecules and other species
relevant to prebiotic chemistry, shedding light on the role comets played in the rapid
emergence of life on Earth after its formation (Jones et al., 2024).

FIGURE 4.1: Sketch of the mission phases of Comet Interceptor (not to scale). The spacecraft
is launched from Earth and remains at L2 until a suitable comet is discovered. It then departs
on an interplanetary cruise to reach the comet at the optimal time and location. The smaller
probes are released just before reaching the comet. The trajectory of the spacecraft is shown
in green and the comet’s orbit is drawn in red. Credit: Snodgrass and Jones (2019).

The relatively brief interval between the discovery of LPCs and their perihelion
passage renders the prospect of launching a space mission to intercept them un-
feasible. To overcome this issue, Comet Interceptor proposes a unique approach:
instead of a direct launch to a predetermined target, it introduces a flexible spacecraft
designed to encounter an unknown target at an unspecified future time. Taking
advantage of the Sun-Earth Lagrange Point 2 (L2, see Box 4.2), the spacecraft awaits
the discovery of a suitable comet (Figure 4.1). Additionally, advances in ground-
based astronomy, facilitated by major new survey telescope facilities, enhance the
feasibility of this approach. Routine monitoring of objects beyond the orbit of Uranus
are expected to yield numerous comet discoveries with several years of lead time
before perihelion. Upon the discovery of a new comet, the orbit of the body will be
analysed to determine whether it is a potential candidate for a future encounter for
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Comet Interceptor. Once a suitable target is identified, a detailed trajectory analysis
will ascertain the precise departure and encounter circumstances. The waiting phase
at L2 will be succeeded by a cruise phase and the comet fly-by, with a maximum total
mission duration of six years. Comet Interceptor will share the launcher with the
ARIEL mission, which is scheduled for 2029 and will also target the L2 point (Jones
et al., 2024).

Box 4.2: Sun-Earth Lagrange Points

Lagrange Points are strategic locations in space where gravitational forces
between two celestial bodies (e.g., Sun and Earth), create regions of enhanced
attraction and repulsion. These points serve as advantageous parking spots
for spacecraft, allowing them to maintain a fixed position with minimal fuel
consumption. The five Lagrange Points represent locations where a smaller
mass can orbit between two larger masses, striking a delicate balance of grav-
itational pull and centripetal force, as addressed by Joseph-Louis Lagrange
(Lagrange, 1892).
Among the Lagrange Points, three (L1, L2, and L3) are unstable, aligning with
the line connecting the two large masses. The stable Lagrange Points (L4
and L5) form the apex of equilateral triangles with the large masses at their
vertices. Earth’s L1 point, offering an uninterrupted view of the Sun, currently
hosts the Solar and Heliospheric Observatory Satellite (SOHO). The L2 point,
home to the James Webb Space Telescope (JWST), is ideal for astronomy due
to its proximity to Earth, favourable communication conditions, solar power
accessibility, and an unobstructed view of deep space. Despite their benefits,
L1 and L2 exhibit instability in under a month, necessitating regular satellite
course and attitude corrections. Figure 4.2 illustrates the Lagrange points for
the Sun-Earth system, highlighting the required satellite course corrections
with an orange ellipse.

L3

L2

L4

L1

L5

FIGURE 4.2: Lagrange points in the Sun–Earth system (not to scale).
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Comet Interceptor, besides offering a unique encounter with near-pristine material
from the Solar System’s formation at a nominal closest approach distance of 1000 km,
introduces an unprecedented capability. It will deploy two sub-probes, B1 and B2,
following distinct trajectories at approximately 850 km and 400 km from the comet
(Figure 4.3). This innovative approach ensures simultaneous, spatially resolved
information on the 3-dimensional properties of the target comet (Jones et al., 2024).

FIGURE 4.3: Illustration of the proposed encounter sequence for Comet Interceptor (not to
scale). The green, blue, and red lines represent the trajectories of the three spacecraft (SC): A,
B1 and B2, respectively. SC A follows the furthest trajectory from the nucleus, performing
remote sensing and in situ observations and receiving data from SC B1 and B2, which follow
closer trajectories. After the encounter, SC A transmits stored data from all three platforms to
Earth. Credit: Jones et al. (2024).

4.1.1 Science Objectives

The primary goal of the Comet Interceptor mission is to enhance the comprehension
of comet diversity. By studying a relatively unprocessed comet that has been active
for only a few years, the mission provides a unique view of comet evolution, differing
from comets that have frequently approached the Sun. Simultaneous multi-point
measurements during a multi-spacecraft flyby will offer significant insights into
the 3D structure of the coma, including its composition, chemical reactions, and
interactions with the nucleus and solar wind. This will help explore the complex,
dynamic structure of interacting plasma and fields across various spatial scales
(Snodgrass and Jones, 2019).

The mission definition study report breaks down the mission goals into two
themes and respective questions (Jones et al., 2022, 2024):

• Comet Nucleus Science - What are the surface composition, shape, morphology,
and structure of the target object?

• Comet Environment Science - What is the composition of the gas and dust in
the coma, its connection to the nucleus activity, and the nature of its interaction
with the solar wind?

This brings up the science objectives described in Table 4.1.



4.2. Mass Analyser for Neutrals in a Coma (MANiaC) 51

TABLE 4.1: Science objectives of Comet Interceptor (Jones et al., 2022, 2024).

Science Theme Science Objective

Comet
Nucleus
Science

Characterise the target shape, size, and rotation state.

Characterise the target morphology.

Assess the bulk composition of the target surface.

Comet En-
vironment
Science

Characterise and map the bulk neutral composition of the coma
and determine any local structure and connection to the nucleus.

Determine the isotopic composition of the coma.

Characterise the structure of the dust environment of the coma
and determine any connection to the nucleus.

Characterise the coma dust properties, including reflectance and
polarimetric properties, and determine dust fluxes.

Determine motion and evolution of ion rays and other coma and
tail features including dust and gas.

Characterise the plasma environment around the target, deter-
mine any resulting boundaries, and assess energy, mass and mo-
mentum transfer.

4.1.2 Payload

To achieve the scientific objectives, several payloads were selected for Comet Inter-
ceptor. In the Nucleus Theme, Spacecraft A’s Comet Camera (CoCa) will analyse the
nucleus’s physical properties with high-resolution images. The Modular InfraRed
Molecules and Ices Sensor (MIRMIS) will contribute infrared spectra for composi-
tional and thermal insights. Support comes from the Narrow Angle Camera (NAC)
on Probe B1 and the Optical Periscope Imager for Comet (OPIC) on Probe B2, provid-
ing different perspectives, stereo views, and increased surface coverage during the
flyby.

For the Comet Environment Theme, the Mass Analyser for Neutrals in a Coma
(MANiaC) will measure coma composition and isotopic ratios in situ. MIRMIS will
perform gas composition measurements remotely. Additionally, the Hydrogen Imager
(HI) on Probe B1 monitors cometary water production over months. The dust spatial
distribution is explored from various viewpoints by CoCa on Spacecraft A, the Wide
Angle Camera (WAC) on Probe B1, OPIC, and the all-sky imager Entire Visible Sky
(EnVisS) on Probe B1. EnVisS, with polarimetric measurements, and the Dust Impact
Sensor and Counter (DISC), part of the Dust, Fields, and Plasma (DFP) instrument,
contribute to understanding dust properties and mass distribution. Investigating
cometary plasma and its interaction with the solar wind involves simultaneous
magnetic field measurements by magnetometers on all three spacecraft and plasma
properties determination through three spectrometers in the DFP and an ion mass
spectrometer in the Plasma Suite (PS) onboard Probe B1. A summary of the payloads
is given in Table 4.2 and a graphic representation of the three spacecraft including
their respective instruments is given in Figure 4.4. The European Space Agency (ESA)
will provide spacecrafts A and B2, while spacecraft B1 will be delivered by the Japan
Aerospace Exploration Agency (JAXA) (Jones et al., 2024).
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TABLE 4.2: Comet Interceptor spacecraft and instruments.

Spacecraft Instrument Description

A (ESA)

CoCa Visible/NIR Imager
MIRMIS NIR/Thermal IR Spectral Imager
MANiaC Mass Spectrometer
DFP-A Dust, Fields & Plasma

B1 (JAXA)
HI Lyman-Alpha Hydrogen Imager
PS Plasma Suite
NAC/WAC Telescopic & Wide Angle Camera

B2 (ESA)
EnVisS All-Sky Multispectral Visible Imager
OPIC Visible/NIR Imager
DFP-B2 Dust, Fields & Plasma

FIGURE 4.4: Overview of the three Comet Interceptor spacecraft and their respective instru-
ment suites. Credit: ESA / ATG.

4.2 Mass Analyser for Neutrals in a Coma (MANiaC)

The payload Mass Analyser for Neutrals in a Coma (MANiaC), situated on spacecraft
A, is dedicated to the in situ measurement of the neutral gas coma and is built in a
consortium lead by the University of Bern. MANiaC comprises two instruments, a
time-of-flight mass spectrometer (Sensor Head Unit, SHU) and a Bayard-Alpert style
neutral density gauge (NDG), and the Electronic Unit (ELU) (Figure 4.5). The mass
spectrometer determines the relative abundances of cometary volatiles, while the
neutral density gauge measures the total gas density. These combined measurements
allow the determination of absolute densities of volatile species during the fly-by,
enabling the derivation of elemental, molecular, and isotope abundances of the
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gases. The ELU includes all the electronics to drive the SHU and NDG and serves as
interface to the spacecraft. The primary scientific objectives of MANiaC, as outlined
in Section 4.1.1, address the following science questions (Jones et al., 2022, 2024):

• Measure the abundance of the major volatiles H2O, CO, and CO2 in the coma to
study the target’s activity and associated gas mass loss rate. These results may
also be combined and compared with Earth-based remote sensing observations.

• Derive the D/H ratio in H2O to study the origin of water ice in the comet and
investigate potential sources of water on Earth.

• Evaluate the amounts of other key volatiles, such as O2 and other highly volatile
species, and compare them to the respective abundances found in SPCs studied
earlier.

• Obtain an inventory of (complex) organic molecules and other species possibly
relevant in prebiotic chemistry.

• Measure the composition and abundance of icy grains if some are collected in
the instrument.

FIGURE 4.5: 3D overview of MANiaC consisting of a time-of-flight mass spectrometer (SHU),
the Neutral Density Gauge (NDG), and the Electronic Unit (ELU). The long axis of the SHU
corresponds to 470 mm as a reference. Only the antechamber spheres of both the NDG and
the SHU (yellow caps) are exposed to the gas and dust flow of the coma and are covered by
dedicated dust shields. The rest is enclosed and protected inside the spacecraft.

The spacecraft’s relative fly-by velocity is estimated to be in the range of 10 to 70
km/s, significantly exceeding the neutral gas speed of the comet’s outgassing (∼1
km/s). Therefore, MANiaC will be positioned on the spacecraft with the aperture
always directed along the relative motion of the spacecraft. To accommodate the
broad range of potential fly-by velocities, both the SHU and the NDG are equipped
with antechambers for the thermalisation of the incoming gas. Afterwards, the neutral
gas entering the ion source undergoes ionisation upon impact with 70 eV electrons
emitted by a hot filament. In the NDG, the resulting ions are measured as a current by
a sensitive electrometer, proportional to the gas density inside the antechamber and,
consequently, the surrounding coma. In the SHU, the newly formed ions experience
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acceleration through a sharp extraction voltage pulse into the drift section. After
passing the reflectron (an opposing electric field), the ions traverse the drift section
again before reaching the MCP detector. The uniform energy provided by the voltage
pulse enables conversion of their arrival time on the detector into a mass-to-charge
ratio.

After the extraction pulse, a rapid Analogue-to-Digital Converter (ADC) records
65’536 channels of 0.5 ns each, corresponding to a time-of-flight range from 0 to
32.768 µs and a mass-to-charge range from m/z 1 up to m/z 1000. Extractions occur
every 100 µs (i.e., 10 kHz extraction), and the channels are summed to a variable
number of extractions, resulting in a single mass-per-charge spectrum. The SHU
is designed for a mass resolution of m/∆m > 800 for a mass-to-charge greater than
40 and a density range of 10-6 to 10-14 mbar. Both the SHU and the NDG, with a
density range of 10-5 to 10-11 mbar, will operate continuously during the fly-by, using
measurements far from the comet to assess spacecraft background. An adjustable
measurement integration time between 0.05 and 100 s per spectrum is implemented
for the SHU to accommodate the wide range of potential fly-by velocities. The NDG’s
read-out interval is fixed to 0.05 s (20 Hz). After the fly-by, locally stored mass spectra
will be compressed for later transmission to Earth.

The following subsections discuss the working principles of the SHU and the
NDG in more detail.

4.2.1 SHU Working Principle

As already mentioned in Section 2.1, a MS is an instrument that is able to analyse a gas
stream of ions, sorting them according to their m/z and producing a mass spectrum
from which the relative abundances of the components present can be determined. It
always consists of an inlet system for inserting the probe, an ion source component,
one or several analysers to separate the ions based on their m/z, a detector to measure
the quantity of ions exiting the analyser, and a processor to process the data to create
the mass spectrum. A technical drawing of the SHU is shown in Appendix A in
Figure A.2. The entrance hole of the antechamber works as inlet system of the SHU. As
explained in Section 4.2, due to the high fly-by velocity, a thermalisation process needs
to take place inside the antechamber to be able to measure the incoming gas stream.
Details about the antechamber and its enhancement calculations including laboratory
measurements are described in Sections 5.1.3 and 5.1.4. After thermalisation the
neutral gas enters the ion source and undergoes ionisation.

Electron Ionisation

The initial step in analysing a compound within a MS involves generating gas-phase
ions from the neutral molecules in the mixture. Ions can be positively or negatively
charged atoms or molecules. This ion generation process, known as ionisation, allows
a MS to measure both cations (positive ions) and anions (negative ions). Ionising a
molecule requires a specific ionisation energy, with the first ionisation energy being
the minimum energy needed to remove an electron from a neutral molecule in its
ground state, resulting in an ion also in its ground state. Subsequent ionisation
energies, for further electron removal from higher orbitals, are known as second
ionisation energy and so forth. The unit of energy for ionisation is typically measured
in electronvolts (eV), where 1 eV corresponds to the energy gained by an electron
passing through a potential difference of 1 V. Ionisation energies for the majority of
elements typically fall within the range of 7 to 15 eV (Gross, 2017).
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Several techniques are available for ionising molecules. For gas-phase samples,
electron ionisation (EI) is a highly effective method. In this technique, an electron
beam is directed perpendicular to the stream of molecules using a hot filament. Elec-
trons emitted from the cathodic filament travel towards the anode, acting as the
electron collector. The electrons hitting the molecules need at least the minimum
ionisation energy for ionising the molecules, but the likelihood of a full transfer of this
energy during the collision is low, resulting in a small ionisation efficiency. However,
increasing the electron energy quickly boosts the ionisation efficiency. Fortunately, the
highest ionisation efficiency for most molecules occurs at around 70 eV. Consequently,
many instruments, including MANiaC, use a potential difference of 70 eV. This pro-
vides electrons with a kinetic energy, generally sufficient for ionising most molecules,
albeit causing extensive fragmentation. While fragmentation complicates spectrum
analysis, it also yields valuable structural information for interpreting unknown
analytes. At an ionisation energy of 70 eV, the majority of ions are singly charged,
with m/z corresponding to the molecule’s mass. Therefore, in this work, the charge
state will only be mentioned if it differs from z = 1.

Figure 4.6 provides a simplified depiction of an ion source region.

FIGURE 4.6: Schematic of electron ionisation source: The cathodic filament emits electrons,
which are accelerated by the electron acceleration potential. These electrons interact with
the gaseous sample, causing ionisation. The ionised sample is then extracted from the ion
source by the extracting lens and guided through corresponding lenses, where it is further
focused and accelerated until reaching the analyser. Source: de Hoffmann and Stroobant
(2007), reproduced with permission from Wiley.

Time-of-Flight Analyser

In a Time-of-Flight mass spectrometer (TOF-MS) ions are ejected from the ion source
region in bundles. This is typically achieved by transiently applying the necessary
potentials on the source focusing lenses, creating a pulsed extraction voltage. Subse-
quently, the ions are then accelerated towards the flight tube by a potential difference
applied between an electrode and the extraction grid, ensuring they acquire the same
kinetic energy before entering the field-free region, also known as the drift region.
Due to their varying masses, the ions undergo separation based on their velocities,
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eventually reaching the detector located at the opposite end of the flight tube. Mass-
to-charge ratios are determined by measuring the flight time required for ions to
traverse the field-free region between the source and the detector. Specifically, as an
ion with mass m and total charge z is accelerated by a potential Vs before leaving the
source, its electric potential energy Eel is transformed into kinetic energy Ek:

Ek =
mv2

2
= zVs = Eel ⇒ v =

√
2zVs

m
. (4.1)

After initial acceleration, the ion travels in a straight line at a constant velocity
towards the detector. Therefore, the time t required to traverse the distance L before
reaching the detector is expressed as:

t = L
√

m
2zVs

=
L√
2Vs

·
√

m
z

. (4.2)

Equation (4.2) illustrates that m/z can be determined from a measurement of t,
with L and Vs being constants. It also indicates that, under equal conditions, the
lower the mass of an ion, the faster it will reach the detector.

In principle, the upper mass range of a TOF instrument has no limit, except for
the speed of data transfer and the data storage capacity of the computer. However, it
interferes with the subsequent extraction, hence a larger mass range is traded with
lower sensitivity. Another advantage of these instruments is their high transmission
efficiency, leading to very high sensitivity. All ions are generated in a short time
span, and temporal separation enables directing all of them towards the detector.
Therefore, all formed ions are, in principle, analysed. The analysis speed of TOF
analysers is very fast, and a spectrum over a broad mass range can be obtained in
microseconds. Hence, it is theoretically possible to produce several thousand TOF
mass spectra in one second over a very wide mass range. However, in practice, for
most applications, the small number of ions detected in each individual spectrum is
insufficient to provide the required precision of mass or abundance measurement,
and thus individual mass spectra need to be summed up.

Another interesting characteristic of the TOF analyser lies in its relatively simple
mass calibration with only two reference points needed. As in all mass spectrometers,
the TOF-MS requires a calibration equation to relate and convert the physical property
(i.e., the flight time) that is measured to a mass-to-charge value. As already mentioned,
the flight time of an ion is directly related to its mass and hence, m/z = At2, with A a
constant to be defined. However, this is the ideal equation, and in practice, there are
delays from the time the control electronics send a start pulse to the time that high
voltage is present on the pulser grid and a delay from the time an ion reaches the
front surface of the ion detector until the signal generated by that ion is digitised by
the acquisition electronics. Hence, the true flight time cannot be measured and it is
necessary to correct the measured time, tm, by subtracting the sum of delays, referred
to as t0. Correcting for this, one can write the mass-to-charge ratio as:

m/z = A(tm − t0)
2, (4.3)

where A and t0 are constants and tm is the measured time of the peak used for
calibration. The two constants can be obtained by identifying at least two known
species in the spectrum and solving the problem for the two unknown variables.
As long as the two identified species are not too close together, a simple two-point
calibration is usually accurate enough.
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Reflectron Time-of-Flight Analyser

Due to random motion, the assumption that all produced ions have the same kinetic
energy is not entirely accurate. Consequently, ions with slightly greater energy will
possess a higher speed, arriving at the detector earlier than ions with lower kinetic
energy, despite having the same mass. This phenomenon leads to peak broadening
and a reduction in the instrument’s mass resolution. To mitigate the impact of
the random energy distribution in the TOF instrument and enhance resolution, an
electrostatic reflector, also known as a reflectron, has been introduced. The reflectron
functions as an ion mirror by deflecting ions and directing them back through the
flight tube. The basic reflectron type, the single-stage reflectron, typically consists of
a series of equally spaced grid electrodes or ring electrodes connected via a resistive
network of equal-value resistors (de Hoffmann and Stroobant, 2007).

The reflectron is positioned behind the drift region, opposite to the ion source, with
the detector placed on the source side of the ion mirror to capture ions after reflection.
In the most common instrument geometry, the detector is off-axis concerning the
initial direction of the ion beam. By adjusting the reflectron at a slight angle relative to
the ions leaving the source, the detector can be positioned adjacent to the ion source,
effectively doubling the flight path of the reflectron TOF (RTOF) compared to a linear
TOF, thereby increasing the resolution.

More importantly, the reflectron corrects the initial kinetic energy dispersion of
ions with the same m/z leaving the source. Ions with greater kinetic energy, and thus
higher velocity, penetrate the reflectron more deeply than ions with lower kinetic
energy. Consequently, faster ions spend more time in the reflectron and reach the
detector at the same time as slower ions with the same m/z. Figure 4.7 shows a
schematic representation of a TOF instrument equipped with a reflectron.

Source

Detector

Reflectron
E = VR/D

D

d

Electrodes VR
L2

L1VS

x
y

FIGURE 4.7: Schematic representation of a TOF instrument equipped with a reflectron.
 represent ions of a given mass with the correct kinetic energy, while # denotes ions of
the same mass but with a kinetic energy that is too low. The latter reach the reflectron later
but exit earlier with the same kinetic energy as before. Hence, with appropriately chosen
voltages, path lengths and fields, both types of ions reach the detector simultaneously and an
energy focusing can be achieved. The variables are defined in the main body of the text in this
section. Source: de Hoffmann and Stroobant (2007), reproduced with permission from Wiley.
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If the potential of the reflectron VR with length D results in an electric field in the
reflectron of E = VR/D, an ion of charge z with kinetic energy Ek (from Equation (4.1))
will enter with a velocity vix and penetrate the reflectron to a depth d such that:

d =
Ek

zE
=

zVs

zVR/D
=

VsD
VR

. (4.4)

The ions’ speed along the x axis, vx, will be zero at d, and its mean velocity into
the reflectron will be equal to vix/2. The time needed to penetrate to a distance d will
thus be:

td =
d

vix/2
. (4.5)

The ion will be symmetrically repelled outside of the reflectron, so that its kinetic
energy will be restored to the same absolute value as before, with the velocity in the
opposite direction. The total flight length in the reflectron is thus 2d, and the total
time tr in the reflectron is:

tr = 2td =
4d
vix

. (4.6)

The total flight length in the drift region is L1 + L2, with L1 and L2 the distances
covered before and after the reflectron, respectively. Hence, the total time t in the
drift region is:

t =
L1 + L2

vix
. (4.7)

Finally, the total flight time is the sum of the flight time in the drift region and the
reflectron:

ttot = t + tr =
L1 + L2 + 4d

vix

Eq. 4.1
=

√
m
z

1√
2eVs

(L1 + L2 + 4d). (4.8)

Assuming two ions of equal mass, one coming from the source with the correct
kinetic energy Ek and the other with a kinetic energy E

′
k, their ratio is defined as:

E
′
k

Ek
= a2. (4.9)

As a result, their velocities along the x-axis in the field-free area will differ,

vx =

√
2Ek

m
and v′x =

√
2E′

k
m

=

√
2Eka2

m
= avx, (4.10)

leading to varying traversal times in the drift region for the total path L = L1 + L2

t = L/vx and t
′
= L/v

′
x = t/a. (4.11)

Subsequently, the ions will penetrate into the reflectron to a depth d or d
′
:

d = Ek/(zE) and d
′
= E

′
k/(zE) = a2d, (4.12)

with E the electric field in the reflectron region. The time spent by the ions in the
reflectron is:

tr = 4d/vx and t
′
r = 4d

′
/v

′
x = 4ad/vx = atr. (4.13)
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Finally, the total flight time of both ions with the same m/z but having different
kinetic energies will be the sum of the flight time in the drift region and the reflectron:

ttot = t + tr

t
′
tot = t/a + atr.

(4.14)

This means that if a > 1, the ion with an excess kinetic energy will have a shorter
flight time out of the reflectron (t/a), but a longer one in the reflectron (atr). The
opposite holds for a < 1. The variations of the flight times thus compensate each other.
A correct compensation, yielding the same total flight time for all ions sharing the
same mass but having different kinetic energies, requires choosing the proper values
for E, Vs, L1 and L2. A complete treatment would take into account the displacement
along the y axis. However, in practice, the reflection angle is typically less than 2°,
and its influence will be small.

4.2.2 Spectrum Analysis

Section 4.2.1 explains the process of applying a mass scale to the raw data, transform-
ing the acquired time spectrum into a mass spectrum. The nature and structure of
the analyte can then be deduced from the spectrum and the abundance of its ions.
However, as few analytes exclusively generate one type of ion, most aggregates yield
a non-trivial mass spectrum. Additionally, when multiple substances coexist in the
analyte mixture, the analysis becomes considerably more intricate and necessitates a
more in-depth investigation. Analysing such spectra is a skill that demands specific
attention, particularly in the field of organic chemistry (e.g., Hänni et al., 2022). Some
concepts used while analysing these more complex spectra, including fragmentation
patterns, instrument sensitivity, isotope ratios, and mass resolution, are explained in
this section.

Fragmentation Patterns

Fragmentation patterns constitute an integral aspect of mass spectrometry, referring
to the generation of neutral or ionised single atoms or molecules (fragments) from the
original neutral analyte (parent). The extent and nature of fragmentation depend on
various factors, most importantly on the ionisation method of the instrument and the
applied ionisation energy. The MANiaC SHU utilises electron ionisation to ionise its
analyte (see Section 4.2.1). This method is known to induce extensive fragmentation,
leading to complex fragmentation patterns. In contrast, softer ionisation methods
often exhibit simpler patterns, characterised by a smaller number of fragments with
lower abundances. However, each ionisation method has its limitations, making the
electron ionisation method well-suited for space applications. An illustration of the
fragmentation of methane is described in Figure 4.8.

The ionisation energy is another critical factor influencing fragmentation. It is
expected that fragmentation will increase with electron energy. Nevertheless, a 70 eV
ionisation, as used for the MANiaC SHU, is standard due to the broad efficiency
maximum around this value for most organic compounds (see Section 4.2.1).

Fragmentation patterns can both positively and negatively impact evaluation. On
one hand, additional peaks may obscure signals from other compounds that would
otherwise be visible at the mass-to-charge ratio where the fragments emerge. This
introduces uncertainty in overall abundance estimations, as not all fragments can be
considered, and some may produce weak signals. Moreover, each supplementary
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peak adds to the uncertainty associated with that peak. On the other hand, having
literature references or calibration measurements with a pure compound enables the
retrieval of the distinctive fragmentation pattern for a specific molecule, facilitating
its identification. This is particularly valuable in organic chemistry, where molecules
with the same atomic weight but distinct structures (i.e., structural isomers) often
exhibit unique fragmentation patterns. This may serve as a molecular fingerprint,
aiding the identification of compounds in a crowded spectrum and significantly
enhancing the analysis. Box 4.3 describes the fragmentation pattern of methane and
compares the results from SHU measurements with data from the database of the
National Institute of Standards and Technology (NIST). This database provides access
to mass spectral data, including fragmentation patterns for the electron ionisation
method.

Box 4.3: Fragmentation Pattern of Methane (CH4)

As an illustration of the fragmentation phenomena, we examine the fragmen-
tation pattern of methane (CH4). Methane (m/z 16) can undergo fragmentation
into CH3 (m/z 15), CH2 (m/z 14), CH (m/z 13), C (m/z 12), and H (m/z 1) ions
(as most ions formed are singly positive charged, the charge state will not
be indicated in the following). Furthermore, both methane and its fragments
may contain heavy isotopes of hydrogen and carbon, reflecting their natural
abundances on Earth. Consequently, methane also exhibits a signal on m/z 17,
attributable to the presence of 13C, which constitutes approximately 1% of 12C.
The influence of deuterium (heavy hydrogen) can be neglected at this scale
due to its negligible abundance.
Figure 4.8 compares the measured fragmentation pattern obtained with the
SHU against the expected values sourced from the NIST database. It becomes
evident that the SHU exhibits fewer fragmentation events than anticipated
from the database. This deviation could possibly be an inherent instrumen-
tal effect. Typically, each mass spectrometer possesses unique characteristics
determined by its geometry and ionisation methods, thereby necessitating
derivation of sensitivity and fragmentation patterns through empirical mea-
surements. Ideally, such assessments should be conducted using the flight
model prior to launch (Le Roy et al., 2015) or the flight spare thereafter.

FIGURE 4.8: Fragmentation pattern of the SHU for methane (CH4) compared to
the NIST database (NIST Mass Spectrometry Data Center, 2023).
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Instrument Sensitivity

Having determined the fragmentation pattern of a compound, the instrument’s
sensitivity to said compound can be determined. The fragmentation patterns are
needed here for calculating the total ion yield detected by the instrument which
is a necessity across different pressure levels. The sensitivity, denoted as Stotal , is
formulated as per Schuhmann (2020):

Stotal =
Iion

p · Iemission
, (4.15)

with Stotal the sensitivity (cm3/molecules), Iemission the emission current (A), p the
molecular density (cm-3) and Iion the detected ion current (A).

The molecular density p is approximated by dividing the pressure by the product
of temperature and the Boltzmann constant. A pressure correction factor is applied
due to the original pressure recordings being relative to nitrogen (refer to Appendix B).
The total ion current, defined as the sum of ions detected during the calibration
measurement of a compound, Cion, multiplied by its elementary charge, q, yields the
subsequent equation:

Stotal =
Cion · q

p · Iemission
. (4.16)

In essence, the sensitivity is the total ion current detected by the MCP detector
divided by the gas density. It thus quantifies the proportion of the sample detected
relative to the total sample in the instrument. The so-called sensitivity factor is
derived by comparing sensitivities at different pressure levels and is equal to the
slope of the fit between these pressure levels.

Isotope Ratios

Many elements exist in nature as mixtures of isotopes. For instance, natural carbon on
Earth is composed of 98.90% 12C and 1.10% 13C isotopes (de Hoffmann and Stroobant,
2007). In high-resolution mass spectrometry, the separation of masses by m/z results
in the distinct peaks representing the natural isotopes, thus yielding multiple peaks
for a chemically pure substance. Statistical methods are commonly employed to
calculate the expected isotopic pattern, taking into account the abundance of each
isotope.

To illustrate this, consider the example of molecular chlorine, which exhibits a
more intricate isotope pattern than carbon due to the distribution of its isotopes.
Terrestrial chlorine has two stable isotopes, 35Cl (75.5%) and 37Cl (24.5%). The isotope
pattern for the Cl2

+ ion can be calculated using the results shown in Table 4.3.
Generally, to determine the intensity distribution pattern of a molecule with n

atoms of an element X with the isotopes AX, BX, ... and the corresponding isotope
abundances IAX, IBX, ... one can use the following:

(IAX + IBX + ...)n. (4.17)

For a compound consisting of n atoms of element X with two isotopes AX and
BX, Equation (4.17) leads to:

(In
AX + n · In−1

AX IBX +
n(n − 1)

2
· In−2

AX I2
BX + ...). (4.18)
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TABLE 4.3: Exemplary calculation of the isotope pattern of Cl2. Intensities usually get
normalised to the most abundant isotope ion, which in this case would be 35Cl2+. Isotope
probabilities from NIST Mass Spectrometry Data Center (2023).

m/z Isotope
Combination

Probabilities
Normalised
Probabilities

70 35Cl2 0.7552 = 0.570 0.570 100.0%

72
35Cl37Cl 0.755 · 0.245 = 0.185 intensities

add up
0.370 64.9%37Cl35Cl 0.245 · 0.755 = 0.185

74 37Cl2 0.2452 = 0.060 0.060 10.5%

The intensity distribution for a molecule consisting of several types of atoms X, Y,
Z, ..., can then be calculated as:

(IAX + IBX + ...)nX · (IAY + IBY + ...)nY · (IAz + IBZ + ...)nZ · ... (4.19)

Exemplary isotope patterns for chlorine and bromine are described in Box 4.4.

Box 4.4: Isotope Patterns of Molecules with High Abundance Isotopes

Several elements exhibit substantial abundance of isotopes, such as silicon,
sulphur, chlorine, and bromine. 37Cl comprises approximately one-third of
the abundance of 35Cl, and 81Br has roughly the same abundance as 79Br.
Consequently, the relative intensities of both the molecular ion peak and its
associated isotope peaks provide a direct indication of the number of chlorine
and bromine atoms present in the given molecular formula. For instance, a
molecule with one bromine will exhibit a peak at m/z = M and a peak of similar
intensity at m/z = M+2. A molecule with two bromine atoms will display peaks
at m/z = M, M+2, and M+4 with an approximate intensity ratio of 1:2:1. The
presence of various numbers of chlorine and bromine atoms in a molecular
formula is indicated by the intensity patterns depicted in Figure 4.9.

one Cl

M+

[M+2]+

two Cl

[M+4]+

M+

[M+2]+

one Br

M+ [M+2]+

two Br

[M+4]+M+

[M+2]+

one Cl and one Br

[M+4]+

M+
[M+2]+

FIGURE 4.9: Isotope pattern of a molecule of chlorine and bromine. Terrestrial
isotope abundance and idea for graphical description from Gross (2017).

Mass Resolution

Until now, it has been assumed that nominal masses would be adequately spaced
for accurate detection. However, this is not always the case and is contingent on the
mass spectrometer’s resolving power. The separation observed in a mass spectrum is
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denoted as mass resolution R. Mass resolution is defined as the smallest difference in
m/z that can be distinguished at a specific signal, i.e., at a specific m/z value:

R =
M

∆M
= resolution

∆M = peak width at a given height
M = center mass of the corresponding peak

(4.20)

Thus, the resolution is dimensionless. The capability of a device to resolve ad-
jacent peaks is called (mass) resolving power. This value is derived from the peak
width at a certain percentage of the peak height, expressed as a function of mass.
Higher resolution leads to greater peak separation, ensuring more precise mass de-
terminations. Different peak width definitions exist. In particular, the width of the
peak is measured at a specific fraction of its height, whether that is 0.5%, 5%, 10%,
or 50%. This work will employ the full peak width at 50% height, also known as the
Full-Width-Half-Maximum (FWHM).

Spectra illustrating peaks with higher resolution compared to lower ones are
shown in in Figure 4.10.
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FIGURE 4.10: Example illustrating different mass resolutions for m/z 28, containing the
molecules CO and N2 in simulated spectra. Panel a: In the low-resolution spectrum, CO
and N2 are indistinguishable, as only one peak at m/z 28.01 is observed. Panel b: In the
high-resolution spectrum, CO and N2 are clearly distinguishable. The figure also emphasises
the impact of the resolution definition; the resolution values at the 10%-level and at FWHM
differ by a factor of 1.8 in the case of Gaussian peak shapes.
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4.2.3 NDG Working Principle

The Neutral Density Gauge (NDG) is built upon the Rosetta/ROSINA COPS ram
gauge. This Bayard-Alpert style ionisation gauge measures the total gas density
and serves as an additional reference for the abundances obtained with the mass
spectrometer. The gauge measures the ram pressure while consistently pointing
in the direction of motion (Rubin, 2021). Ram pressure results from the pressure
exerted on a body moving through a fluid medium. It is caused by the relative
bulk motion of the fluid rather than random thermal motion. The NDG features a
spherical equilibrium cavity (antechamber) designed to isotropise and thermalise
incoming neutral gas to the wall temperature before reaching the ionisation region.
The antechamber (Figure 4.11 a) has an 80 mm diameter and a 5 mm aperture facing
the comet.

Free electrons are emitted from the hot filament emitter at +30 V (Figure 4.11 b)
and accelerated towards the ionisation region set at +180 V (Figure 4.11 c). There, ther-
malised molecules undergo electron ionisation (Section 4.2.1). The resulting ions are
trapped and guided towards the collector by a three-element lens-like configuration
comprising the anode grid (-12 V, Figure 4.11 d), the base plate (Figure 4.11 e) with a
3 mm diameter aperture at its centre (0 V), and the reflector (+110 V, Figure 4.11 f).
The reflector is a hemisphere with a 15 mm diameter and an apex aperture, through
which the collector is mounted. Finally, the ions are collected by the cathode and
detected by a sensitive electrometer (Figure 4.11 g). The measured ion current is
directly proportional to the particle density inside the antechamber. A technical
drawing is depicted in Appendix A in Figure A.1.

a)

b)c)

d)

e)
f)g)

c)

d)

e)
b)

FIGURE 4.11: 3D drawing of the NDG. Left: full NDG including antechamber (a), hemispher-
ical reflector (f), and cathode (g). Right: close-up of the ionisation region including filament
emitter (b), anode grid (c), electron repeller (d), and base plate (e).
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4.2.4 Instrument Requirement Specifications

Both sub-instruments of the MANiaC instrument suite need to be tested and cali-
brated according to their instrument requirements defined as follows (Mehta, 2023a):

– IR1-PRF-1: Dynamic range
MANiaC shall achieve ≥ 106 dynamic range.
Detection of all major and major minor species to the ‰-level with respect
to the dominant water peak.

– IR1-PRF-2: Mass resolution
MANiaC shall achieve a mass resolution of m/∆m = 800.
Target is a mass resolution of m/∆m = 1000.

– IR1-PRF-3: Mass range
MANiaC shall achieve a mass range 1 – 1000 m/z.

– IR1-PRF-4: Temporal resolution
MANiaC (SHU and NDG) shall achieve a temporal resolution of 0.05 s.

– IR1-PRF-5: Stability
Relative abundances from MANiaC and total densities from NDG shall
be stable (within 10%) for 1 hour of operation.

– IR1-PRF-6: Detection limit SHU
Species with an ambient density of 1000 cm-3 shall be detectable.

– IR1-PRF-7: Detection range NDG
The NDG shall detect pressures in the range between 10-5 – 10-11 mbar.

– IR1-PRF-8: NDG density measurement accuracy
The NDG shall have an accuracy of 10% from 10-5 – 10-11 mbar within
1 – 10 s integration time.

To check whether the instrument prototype already fulfils these requirements is
vital for the future development and commissioning of the flight instrument. The
final evaluation of these requirements will be presented in Chapter 7.





Results from NDG
Measurements 5
This section gathers the results from testing the MANiaC NDG pressure gauge sub-
instrument prototype and shows the results from ion optical simulations of the NDG
model. Measurements are an important part of the instrument development and
commissioning phases whereas the computer simulations serve as a tool to rapidly
replicate several instrument configurations in order to find a suitable setting.

5.1 NDG Calibrations

Numerous NDG calibration experiments were carried out in the laboratory facilities at
the University of Bern. This section explains the particulars of each experimental setup
and presents the calibration outcomes, all with the aim of meeting the instrument
requirement specifications outlined in Section 4.2.4. Section 5.1.1 provides insights
into the experiments and their results conducted in a static vacuum environment,
while Sections 5.1.3 and 5.1.4 present the results of dynamic tests conducted at low
and high gas velocities, respectively.

5.1.1 Static Measurements

Static measurements were done when the instrument was placed in a constant density
environment. This means that no velocities and time dependencies have been applied
except for the pressure changes. Additionally, a settling time has been used after the
pressure changes to enable the environment to be considered stable. The subsequent
sections delve into various constant density measurements, explaining their distinct
characteristics and presenting the obtained results.

Sensor Current as Function of Pressure

The anode measures the ion current produced by ionisation of the gas in the NDG.
A direct correlation exists between the pressure in the NDG and the recorded ion
current. This correlation requires calibration and the experiment detailed here aims
to define the pertinent parameters. The pressure within the vacuum chamber, and
consequently in the NDG, underwent sequential changes from low to high pressure
by introducing N2 into the chamber. Throughout this experiment, the emission
current remained constant.

Starting at minimal pressure and incrementally raising it in accordance with
predetermined pressure steps, the ion current at each pressure stage was measured.
Figure 5.1 illustrates a representative measurement, displaying a staircase-like pattern
in the experimental data points, as anticipated when incrementing the pressure
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step wise. Each step’s average was calculated, as depicted by the coloured lines
corresponding to their respective pressure values. The stars denote the start and end
points of the averaging measurements, representing a stable phase of pressure and
signal.
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FIGURE 5.1: Exemplary measurement data of a static NDG test. Colours show the averaged
ion current measured at their corresponding pressure.

Multiple sets of measurements have been conducted. The background of each
measurement changed according to the background pressure in the vacuum cham-
ber. Upon subtracting the individual background measurement for each data set,
Figure 5.2 emerges. Background removal is performed as follows:

Iion, corrected(p) = Iion, measured(p)− Iion, measured(pbackground). (5.1)

The background-corrected signals across different measurement sets closely align
at each pressure. By linear approximation of the dataset, one obtains the gradient
of each measurement set. The average gradient of the ion current with respect to
pressure variation is found to be (1.58 ±0.08)· 109 pA mbar-1. This variation of 4.8%
demonstrates good accuracy, satisfying the requirements outlined in Section 4.2.4.

The sensitivity is calculated as:

s =
Iion, corrected − Io f f set

Iemission

1
p(N2)

, (5.2)

where Io f f set is the current measured with the anode for no emission and p(N2) is
the static chamber pressure during the measurement. The former is the individual
measurement error of the anode. It has been measured in the sub-emission mode,
where the filament heater current is fixed just below the emission limit. The measured
offset current ranges between -17 fA and -26 fA, constituting less than 1% of the
lowest measured ion currents at the background pressure and even less for higher
pressures. Consequently, it is disregarded in the subsequent calculation. The pressure
gauge’s measurement precision, at a constant error of 15%, is not illustrated in the
graphs for visibility reasons.

By dividing the average gradient of the measurements by the emission current of
100 µA, the sensitivity is determined to be 15.8 mbar-1. For comparison, the sensitivity
of the nude gauge in COPS, a pressure gauge comparable to the NDG, has been ex-
perimentally defined as 27.75 mbar-1 (Graf et al., 2004). However, their measurements
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used argon as the calibration gas, which ionises more readily, resulting in a higher
ion current and sensitivity than when using N2. Applying a correction factor (see
Appendix B) to the COPS’s Ar-sensitivity, a corrected sensitivity of 21.5 mbar-1 is
obtained. This is in the same order of magnitude as the experimental sensitivity for
the NDG prototype model obtained in this section, confirming the similarity of the
COPS ram gauge and the NDG prototype.
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FIGURE 5.2: Background corrected ion current as function of background corrected vacuum
chamber pressure. The linear fit has been done considering all data points.

Sensor Current as Function of Emission Current

It is important to verify the accuracy of the signal even for very small collector ion
currents. Since the vacuum chamber’s minimum pressure is constrained by pumping
limitations, reducing the emission current becomes a viable approach to attain lower
ion currents at the same pressure. Equally crucial is confirming the linearity between
emission current and ion current at identical pressures, an adaptation that might not
only conserve power but also increases the instrument’s dynamic range.

In this specific experiment, the emission current underwent incremental reduction
from 100 µA to 10 µA, with simultaneous measurement of the ion current. The
results depicted in Figure 5.3 show the measured ion currents as the emission current
varies across different pressures. The observed linear correlation between ion current,
emission current, and pressure is noteworthy. Furthermore, exemplary repeatability
is evident in the data, as illustrated by two nearly overlapping curves recorded
at a pressure of 1.2 · 10-9 mbar. This consistency underscores the reliability of the
experiment, bolstering confidence in the accuracy of the ion current measurements
under varying emission conditions.

Investigation of AC-Filament Controller Efficiency

Efficient energy utilisation is paramount in space missions. While DC-controllers
typically regulate filaments, employing an AC-controller could minimise conversion
losses, especially when utilising transformers to maintain required emission currents.
This study explores the efficacy of an in-house developed AC-filament controller,
serving as a potential backup option should issues arise with the conventional DC-
controller during future instrument development campaigns.
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FIGURE 5.3: Measured ion current during emission current variations at different chamber
pressures.

Multiple experimental runs were conducted with the AC-filament controller, pre-
serving constant emission current while varying pressure. Figure 5.4 illustrates a
comparison between AC- and DC-filament controller results, indicating that the
former yields higher ion currents under identical conditions. Interestingly, the fit-
ted curve gradient for AC-filaments is approximately double (32.3 mbar-1) that of
DC-filaments (15.8 mbar-1), despite similar heating currents and power during experi-
ments. This disparity, however, remains unexplained. The sensitivity of AC-filaments
reaches 32.3 mbar-1, surpassing the corrected sensitivity of 21.5 mbar-1 for the COPS
nude gauge (Section 5.1.1 and Graf et al., 2004). These promising results suggest
that the AC-filament controller exhibits robust performance, potentially serving as a
reliable backup for the DC-filament controller in future test campaigns.
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FIGURE 5.4: Background corrected ion current as function of background corrected vacuum
chamber pressure for measurements with both the DC- and AC-Filament. The linear fits have
been done considering all data points.
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Sensitivity Variation Across Different Gases

As previously stated, a conversion factor is necessary when dealing with gases other
than nitrogen, given that the pressure gauges are often normalised to nitrogen (refer to
Appendix B). This section delves into the methodology employed for calculating this
factor for key gases pertinent to the Comet Interceptor mission, providing subsequent
results. The concept of instrument sensitivity, demonstrated in Section 5.1.1, is pivotal
to this analysis. The relative conversion factor fi for gas i is computed as follows:

fi =
si

sN2

, (5.3)

where si represents the sensitivity of gas i, while sN2 stands for the sensitivity
of nitrogen, the standard gas. This conversion factor quantifies the likelihood of
ionisation for a molecule of gas i compared to molecular nitrogen. A similar outcome
can be obtained by comparing the ionisation cross sections of the respective gases.

The sensitivity analysis encompasses noble gases such as helium (He), neon (Ne),
krypton (Kr), and xenon (Xe), as well as water (H2O), carbon dioxide (CO2), carbon
monoxide (CO), and oxygen (O2) – the prevalent gases on comet 67P (Rubin et al.,
2019). Hydrogen (H2), the most common gas in space, was also included. These
gases were introduced into the vacuum chamber at varying pressures, as illustrated
in Section 5.1.1, and the resulting signals were measured by the NDG. A linear
regression was then fitted to the collected data, with the gradient of the regression
being directly proportional to the sensitivity of the gas. The conversion factors were
subsequently calculated based on these sensitivities.

The Pfeiffer PBR 260 gauge (Compact FullRange BA Gauge) served as the pressure
gauge for this experiment, featuring a 15% error in absolute measurement accuracy
and a 5% error in measurement repeatability (Pfeiffer Vacuum GmbH, 2005). As the
offset measurement is eliminated during background correction with Equation (5.2),
the absolute error cancels out. However, the measurement repeatability needs to be
factored into the error propagation.

Table 5.1 presents the conversion factors and instrument sensitivities measured
and derived for the NDG. All conversion factors for the gases align with literature
values within the specified uncertainties. Furthermore, the instrument sensitivity for
each gas correlates with the sensitivity of nitrogen, affirming the NDG’s consistent
sensitivity to various gases in accordance with established literature.

TABLE 5.1: Conversion factors and sensitivities of the NDG with respect to important
cometary gases. Literature values are taken from Pfeiffer Vacuum GmbH (2005).

Gas Conversion Factor
(NDG)

Conversion Factor
(Literature)

Deviation
[%]

Instrument Sensi-
tivity [mbar-1]

H2 2.30 ± 0.26 2.4 4.2 12.04 ± 0.81
He 6.05 ± 0.44 5.9 2.5 12.84 ± 0.79
Ne 4.60 ± 0.53 4.1 12.2 14.07 ± 1.09
H2O 0.95 ± 0.26 1.0 5.0 11.86 ± 1.07
CO 0.93 ± 0.08 1.0 7.0 11.60 ± 0.62
N2 1.00 (definition) 1.0 - 12.53 ± 0.75
O2 0.95 ± 0.09 1.0 5.0 11.91 ± 0.66
Kr 0.53 ± 0.06 0.5 6.0 13.17 ± 0.71
CO2 0.90 ± 0.12 1.0 10.0 11.31 ± 0.68
Xe 0.40 ± 0.16 0.4 0.0 12.51 ± 1.07
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5.1.2 NDG-e Front End

The NDG Front End (FE) is one of the most complex sub-circuits within the NDG
electronics. Historically, the OPA128 trans-impedance operational amplifier (OpAmp)
has been used to detect small currents in the range of a few 100 fA. However, due to
obsolescence concerns for the Comet Interceptor mission, a replacement, LMP7704,
has been identified. This potential substitute underwent thorough verification of
its capabilities and accuracy through various measurement experiments. The latest
prototype, NDG-e FE 0V1, has been subjected to testing, and the results are shown in
this section.

The trans-impedance OpAmp inverts the measurement signal to facilitate accurate
readout through analogue-to-digital conversion. It employs a dual-gain solution with
two switchable resistance values (see Figure 5.5). This configuration allows for
dynamic adjustment of the OpAmp’s total gain between a high gain of 1010 and a low
gain of 107. The high gain is applied for small pressures and correspondingly low ion
currents, while the low gain suits high pressures and elevated ion currents.
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FIGURE 5.5: Principle schematic of the NDG-e FE trans-impedance OpAmp. Adapted from
Gerber and Müller (2021).

The testing objectives for the NDG-e FE included:

• Measurement of the incoming signal generated by a precise signal generator
across the entire detection range, with measurements taken at magnitude steps.

• Demonstration of measurement accuracy in accordance with instrument re-
quirement specifications (Section 4.2.4).

• Determination of integration times for distinguishing small signal changes. Inte-
gration time was necessary for obtaining an average value capable of discerning
subtle signal changes at low currents.

• Measurement of time constants for rising and falling flanks during input signal
changes.

The measurement setup is depicted in Figure 5.6. Unlike the direct current mea-
surement described in previous sections, the NDG-e FE 0V1 converts the incoming
current to a voltage via a resistor. The voltage is then stored by a digital multimeter
(DMM). The incoming current, generated by a reference source, was adjusted by
± 1%, 5%, 10%, 50%, and 100% at each magnitude across the detection range.
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FIGURE 5.6: Schematics of measurement setup for NDG-e FE.

The acquired signal was averaged over two minutes to achieve a stable measure-
ment average. Figure 5.7 illustrates these measurement averages for both high and
low gains of the NDG-e FE 0V1. The figure reveals signal saturation at the lower
end of the measurement range of both gains, necessitating calibration for accuracy.
Additionally, an overflow effect was observed at the higher end of the measurement
range of both gains, restricting the NDG-e FE’s measurement range. Consequently,
adjustments were made to the NDG-e FE board by increasing the resistance for high
gain to 1 GΩ and for low gain to 1MΩ, effectively increasing both gains by a factor of
ten. Following this calibration and background signal removal, the measured current
could be corrected to match expected values within 5%. Only at the 100 fA level,
the corrected signal was 27% lower than the input current, indicating the substantial
influence of background at this level.

Figure 5.7 demonstrates that the updated high gain is accurate from around 100 fA
up to 5 nA, while the low gain is accurate from around 10 pA up to 5 µA. Conse-
quently, with the updated resistors, the gain change is intended to be implemented
between 100 pA and 1 nA.

After evaluating the response time of the NDG-e FE with the updated gain
(see Section 5.1.2), a solution was sought to decrease the response time. Thus, the
capacitance of the NDG-e FE board needed reduction. In the prototype, this was
achieved by using a fly-wiring, i.e., a direct connection between the input signal
and the OpAmp with a wire instead of a printed connection on the printed circuit
board (PCB). While this approach may not be feasible for the flight model, the
adaptation significantly decreased the response time (Section 5.1.2), indicating that
the capacitance on the PCB needs to be decreased by using different materials and
shorter paths. The current calibration results were similar with and without the fly-
wire connection, validating this change as an effective solution (Figure 5.8). Hence, a
lower capacitance board is to be designed for the flight model.

10 5 10 4 10 3 10 2 10 1 100 101 102 103 104

Input Current [nA]
10 5
10 4
10 3
10 2
10 1
100
101
102
103
104

M
ea

su
re

d 
Cu

rre
nt

 [n
A]

Linearity
High gain
Low gain
High gain upd.
High gain upd. - corr.
Low gain upd.
Low gain upd. - corr.

FIGURE 5.7: Current measured with NDG-e FE compared to corresponding input current,
with and without offset correction.
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FIGURE 5.8: Current measured with NDG-e FE compared to corresponding input current at
the low end of the detection range for the initial gain, the updated gain, and the fly-wire gain,
with and without offset correction.

Response Time

To assess the response time of the NDG-e FE, a baseline current was changed by
± 1%, 5%, 10%, 50%, and 100% for each current magnitude in the NDG’s detection
range. The change was executed via a step function, allowing the determination of
the settling time after a signal change. The response time of the NDG-e FE 0V1 was
evaluated by fitting an exponential rise or decay function to the step-wise increase or
decrease, respectively:

I(t) = Istart + (Iend − Istart) · (1 − e−
t
τ ), (5.4)

where Istart(t) and Iend(t) represent the input current before and after the step-
wise change, respectively, Iend − Istart describes the signal change, ∆I, and τ is the
time constant. With this function, at time t = τ, I(t = τ) has increased by 0.63 · ∆I for
the rising signal, meaning the time constant is the duration after 63% of the final value
is reached. For the falling signal, at time t = τ, I(t = τ) has decreased to 0.37 · ∆I,
indicating the time constant is the period after it has fallen to 37% of the initial signal.

The initial gain exhibited response times of approximately 3 s for the high gain
and less than 1 s for the low gain. After updating and increasing the gain for both
stages, the response time of the high gain considerably increased to about 25 s, while
the low gain showed no significant change. Consequently, the fly-wire configuration
was introduced to decrease wiring capacitance, resulting in a substantial decrease
in response time below 0.1 s (see example for a 10% step change from 1.0 nA to
1.1 nA in Figure 5.9). Therefore, for the flight model, the capacitance of the PCB needs
considerable reduction, necessitating the use of different PCB board material and
different current paths.

Small Input Change Detection

For each current magnitude in the NDG’s detection range, the input current was
altered by ± 1%, 5%, 10%, 50%, and 100% compared to the baseline magnitude.
The incoming signal was measured over a two-minute period with an acquisition at
every 0.02 s. The objective was to determine the integration time required to clearly
distinguish various input currents. The measurements have been taken with the
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FIGURE 5.9: Fitting of response time with Equation (5.4) for the step change from 1.0 nA to
1.1 nA. Measurements taken with the updated high gain and fly-wire configuration.

updated high gain and the fly-wire configuration, as it proved to be accurate and
considerably decreased the response time of the measurements. Figure 5.10 shows a
comparison between the fly-wire and the PCB configurations with the updated high
gain at a 1 pA input signal, where the fly-wire exhibits less offset and a more stable
signal.
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FIGURE 5.10: Measurement histogram at 1 pA for the fly-wire and PCB configurations. The
fly-wire configuration has less offset and is more stable compared to the PCB configuration.

Currents above 10 pA could be directly distinguished without the need for integra-
tion time. Small changes around a current of 1 pA and lower required an integration
time to distinguish them. Figure 5.11 shows that at the 1 pA level, a 10% signal
change could be directly detected. However, for a 5% change, an integration time of
0.8 s was needed. For even smaller changes, more data points needed integration (i.e.,
7 s integration time for a 1% change at the 1 pA level). Although the NDG should
be capable of measuring down to 100 fA, obtaining these values proved challenging
due to the noise of the prototype front end, which is substantial compared to the
measured signal. At the 100 fA level, the integration time for a change in 10% was
approximately 200 s, where no integrated data point from the baseline current of
100 fA overlapped with the 10% higher current of 110 fA. This result should be
approached cautiously, as the measurements are very close to the front end’s own
measurement noise, and a different setup might yield different results. Thus, with
the current measurement setup, too much noise was apparent, making it challenging
to distinctly distinguish small input current changes at the 100 fA level.
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FIGURE 5.11: Histogram of measurements at the 1 pA level with +1%, +5%, and +10% value
changes with the fly-wire configuration of the NDG-e FE. Top left: Actual measurement
points show small overlap between 1.00 pA, 1.05 pA, and 1.10 pA. The mean of all data
points (vertical lines) show, that a slight negative offset is present. Top right: Histogram of
values integrated over 0.8 s showing no overlap between the different input currents. Bottom:
Histogram of values integrated over 7 s showing no overlap between the different input
currents of 1.00 pA, 1.01 pA, and 1.05 pA.

OpAmp Temperature Dependence

Determining the temperature dependence of the OpAmp in the NDG-e FE is essential
for understanding its performance under varying thermal conditions. In this investi-
gation, the circuit board was subjected to different temperatures, and measurements
of the background signal (no input applied to the board) were conducted. The results,
presented in Figure 5.12, illustrate the influence of temperature on the background
signal of the OpAmp. Each data point represents an average of measurements taken
over a 20-second interval, while the error bars indicate the standard deviation.

The uncertainty associated with temperature measurements is estimated to 10%,
considering potential imperfections in the experimental setup. The OpAmp circuit
exhibited a temperature dependence on the order of a few tens of mV, as depicted
in Figure 5.12. It is noteworthy that the full instrument’s temperature dependence
will be comprehensively determined during the calibration of the flight model. This
broader assessment is crucial for accurately characterising the instrument’s behaviour
under the thermal conditions it will encounter in space.

This preliminary analysis of the OpAmp temperature dependence underscores
the importance of accounting for thermal effects in the NDG-e FE. The observed
variations in background signals emphasise the need for a thorough understanding
of temperature-related performance changes, ensuring the reliability and accuracy of
the instrument’s measurements during the Comet Interceptor mission.

Summary of the Measurements with the NDG-e FE

The experiments detailed above yield diverse insights into signal offset, stability, and
the ability to discern signal changes with the NDG-e FE. Key findings are summarised
as follows:
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FIGURE 5.12: Background voltage of the OpAmp as a function of temperature.

• The impact of noise introduces discrepancies at the lower end of both gain steps,
deviating from theoretical values. This discrepancy complicates the calibration
process for the NDG, urging further refinement in the development of the
NDG-e FE. Exploring alternatives such as selecting a different PCB material
and enhancing noise isolation in the measurement path may offer potential
solutions. The extent of improvement in signal offset remains challenging to
estimate.

• Individual data points are directly distinguishable for higher signals. How-
ever, for signals at 1 pA and below, an integration time becomes necessary to
differentiate small signal changes. Streamlining the measurement setup com-
plexity holds promise for enhancing integration times, especially by mitigating
influences from leakage currents and relay effects.

• Increasing the high gain enhances measurement results, particularly at the
1 pA level. This augmentation allows better signal separation and reduced
integration times. However, a trade-off exists, as the time constant increases by
a factor of 10. The updated low gain exhibits similar time constants, underscor-
ing the predominant influence of capacitance on the measurement response.
Consequently, a concerted effort to decrease capacitance in the measurement
circuit is imperative for further reducing response times.

• Employing the fly-wiring method proves instrumental in enhancing signal
stability and, notably, reducing response times. This shows the significance of
PCB capacitance in determining the measured response time. Consequently,
future development initiatives should prioritise a substantial reduction in PCB
capacitance.

• The time constants for various rising and falling step signals are approximated.
The fly-wire configuration, coupled with increased gain, demonstrates time
constants of less than 0.1 s. This insight into transient responses is crucial for
understanding the instrument’s dynamic behaviour.

In conclusion, these findings provide valuable guidance for optimising the NDG-e
FE, ensuring its robust performance and reliability in the intricate measurement
scenarios anticipated during the Comet Interceptor mission.
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5.1.3 Dynamic Measurements in CASYMIR

The fly-by velocity of Comet Interceptor, ranging from 10 to 70 km/s, induces a
density enhancement within the NDG and SHU antechambers. This requires careful
calibration in laboratory conditions, and the University of Bern possesses dedicated
facilities for this purpose. This section details the dynamic measurements conducted
in the CASYMIR vacuum chamber where neutral gas beams with velocities of 1 – 6
km/s can be formed. These velocities are below the required range but are used as an
initial verification of the working principle of the density enhancement in the NDG’s
antechamber. Higher velocities are later reached with ion beams in a different facility
and will be discussed in Section 5.1.4.

CASYMIR Calibration System

To simulate the neutral gaseous atmosphere of comets for mass spectrometer cali-
bration, the University of Bern designed the CAlibration SYstem for the Mass spec-
trometer Instrument ROSINA (CASYMIR). This fully automated ultra-high vacuum
system features a gas mixing unit, allowing the creation of molecular beams and
static environments with diverse gas compositions. Originally developed for calibrat-
ing the Rosetta/ROSINA instruments (Westermann, 2000; Westermann et al., 2001),
CASYMIR now serves the purpose of calibrating the NDG and SHU for the Comet
Interceptor mission.

The dynamic calibration mode involves using a neutral molecular beam, gen-
erated by expanding gas through a heated 80 µm diameter nozzle. The resulting
beam passes through a skimmer to extract the central portion of the beam and an
iris diaphragm acting as an adjustable slit before reaching the MANiaC instrument
(see Figure 5.13 for an overview of the CASYMIR facility). The NDG is mounted on a
5-degree-of-freedom alignment table, allowing precise alignment with the incoming
beam and testing of different beam incidence angles (Figure 5.14).

Beam Detection

The chamber containing the NDG can be moved with a 5-axis table, enabling a step-
wise beam search procedure to find the correct horizontal and lateral positions to
centre the beam to the NDG’s entrance hole. Figure 5.15 illustrates the measurement
results obtained during this procedure, determining the optimal positions at X = -17
mm and Z = -62 mm, which were subsequently fixed for the following experiments.

Sensor Current as Function of Beam Incidence Angle

The NDG’s ability to rotate around the axis of the antechamber’s entrance aperture
allows for the simulation of a non-parallel flight direction, introducing an offset angle
to the gas beam (Figure 5.16). Various measurements were conducted using different
gas mixtures (H2 with N2, Ar, and Kr) to observe the NDG’s behaviour at different
angles and velocities (see Table 5.2).

A cosine function, defined in Equation (5.5), was employed to model the gas flow
into the antechamber, where the amplitude (A) and frequency (B) depend on the gas
velocity.

Iion(α) = A · cos(Bα). (5.5)
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NDG
Sensor

FIGURE 5.13: Schematic diagram of the CASYMIR facility. The main components are the
chamber with docking adapter V0, the main vacuum chamber V1, the collimator chamber V2,
the expansion chamber V3, and the reference chamber V4. Chambers V0 to V3 are pumped by
individual turbo-molecular pumps (TMP 0 – 5). Additional components include the skimmer
S to extract the central part of the beam, the chopper disk C to measure beam velocity, the iris
diaphragm as an adjustable slit, and the molecular beam detector. Source: Graf et al. (2004),
reproduced with permission from Wiley.

FIGURE 5.14: Left: CASYMIR vacuum chamber setup with NDG. Parts of the chamber are
displayed transparent to show the position of the NDG in the chamber. The NDG is depicted
with the antechamber mounted (yellow). The neutral gas beam is indicated in green. Right:
The NDG is mounted to a rotating table to precisely align the setup with the neutral gas
beam. The field of view (FOV) of the NDG is given by the yellow funnel, which is not a real
component of the instrument but is only shown for understanding the FOV.
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FIGURE 5.15: Normalised ion current during beam search.
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TABLE 5.2: Beam flow mixtures for incidence angle experiments in CASYMIR with:
TNozzle = 605° C, iris diaphragm opening = 10%, and NDG emission current Iemission = 20 µA.

Flow Mixture Measured Velocity

10 sscm H2 & 10 sscm N2 1200 km/s
10 sscm H2 & 10 sscm Ar 910 km/s

2 sscm H2 & 10 sscm Kr 600 km/s

α

Gas BeamRAntechamber

FIGURE 5.16: Geometrical definitions for angle dependence.

Figure 5.17 presents measurement results and cosine function fits, showing a
consistent frequency across all measurements, with amplitude variations reflecting
gas velocity differences not seen due to the normalisation of the data for better
comparison. A slight shift towards negative angles in all measurements suggests a
nuanced behaviour, which might be attributed to factors such as chamber geometry
or background effects.

It is to note that the different gases in the mixtures have distinct ionisation cross-
sections, requiring correction factors (see Appendix B). Although the correction is
necessary, its complexity, especially with mixed gas flows, is beyond the scope of this
chapter focused on demonstrating the incidence angle’s influence on measured ion
current rather than comparing different gas flows.

Similar measurements conducted with the NDG-e FE, using gas beams of 15
sccm Ar and a mixture of 10 sscm H2 and 10 sccm Ar, revealed the same angu-
lar dependence, confirming no discernible influence from the read-out electronics
(Figure 5.17).

Sensor Current as Function of Beam Velocity

The expected correlation between the measured ion current signal and the beam
velocity, and consequently the CASYMIR beam nozzle temperature, prompted a series
of experiments. The beam nozzle temperature was varied from room temperature to
nearly 1000 K, employing different gas beams (refer to Table 5.3 for gas species and
corresponding flows). Throughout these steps, the beam velocity, ion current, and
corresponding chamber pressure were measured, maintaining a constant emission
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FIGURE 5.17: Angular dependence of measured ion current normalised to maximum signal
for different gas mixtures with the cosine function fit.

current of 100 µA. Due to thermal considerations, the nozzle required re-calibration
for each temperature step, introducing some measurement uncertainty. Despite the
uniform heating power applied, slight variations in nozzle temperatures among
different gases occurred due to cooling effects induced by the gas flow.

TABLE 5.3: Used gases and corresponding beam flows as well as heating power and the
approximate resulting nozzle temperature for CASYMIR beam velocity calibrations.

Gas
Flow

[sccm]
Power

[W]
Approx.

Temp. [°C]

H2 15 0 15
N2 10 22 205
Ar 15 50 350
Kr 5 80 500

112 600
160 715
310 950

Given the anticipated high fly-by velocity range of 10 – 70 km/s, the NDG uses
an antechamber to thermalise the cometary neutral gas. Inside this antechamber,
the density is expected to increase compared to the ambient density in the comet’s
coma, a phenomenon known as the ram effect (Section 4.2.3). The ram effect can be
calculated using the formula (Rubin, 2021):

nNDG

ncoma
= 4

vin

vtherm
≈ 4

v f lyby cos(α)
vtherm

, (5.6)

where nNDG is the density inside the NDG gauge, ncoma is the density in the coma
of the comet, vin is the inflow velocity, v f lyby is the fly-by velocity of the spacecraft,
vtherm is the thermal velocity in the antechamber, and α is the angle of the fly-by
corresponding to the coma of the comet.
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For the experiments, an incidence angle of α = 0° was chosen. In addition, the
fly-by velocity is the beam velocity and the density in the coma is the density in the
beam. The thermal velocity is defined as:

vtherm(m, Tante) =

√
8 k Tante

π m
, (5.7)

where k is the Boltzmann constant, Tante is the temperature in the antechamber,
and m is the mass of the gas. Three temperature sensors placed at different locations
of the NDG provided measurements from which an antechamber temperature of
approximately 350 K was derived.

Inserting experimental values into the equation gives:

nNDG

nBeam
= 4

vbeam

vtherm
. (5.8)

Measuring and calculating the right-hand side of this equation was straightfor-
ward. For the left-hand side, the measured pressures in the NDG and in the beam
were resolved as follows:

pi =
Iion − Ibg

Iem sgas
, (5.9)

where sgas represents the NDG’s sensitivity adapted to the corresponding gas,
considering gas correction factors from Appendix B, and Iem is the emission current
of the filament. Initial tests in CASYMIR demonstrated the working principle of the
instrument when placed in a neutral gas beam. However, the inability to directly
measure the unenhanced pressure in the beam introduced a disparity in the theoretical
enhancement calculation. The experiment detailed here aimed to directly measure
the beam pressure to verify the expected enhancement from theory. Two NDGs
were placed into the chamber (Figure 5.18). The primary NDG had the standard
configuration with the antechamber (closed NDG), while the second NDG lacked
an antechamber (open NDG) and thus did not enhance the pressure inside the
instrument. The enhanced pressure in the NDG pNDG was measured with the closed
NDG, whereas the pressure in the beam pBeam was measured with the open NDG.
For both, the density is calculated as:

ni =
pi

kTante
. (5.10)

Introducing nNDG and nBeam from Equation (5.10) into Equation (5.8), the density
enhancement could be calculated.

The setup could be moved on a horizontal axis, directing the incoming gas beam
to either the open or the enclosed NDG. This allowed the open NDG to be positioned
in the gas beam for measuring the beam’s absolute density. Subsequently, the closed
NDG was moved into place, and its enhanced density was measured. With these two
measurements, the density enhancement could be determined.

Figure 5.19 illustrates the velocity dependence of the density enhancement for the
measured neutral gas beams. The curves of both sides of Equation (5.8) (black and
red curves in Figure 5.19) were expected to overlap based on theory. However, none
of the measured gases exhibited this overlap, necessitating an additional correction
for laboratory measurements. The neutral gas beam expands on its trajectory, causing
the pressure measured with the NDG to be smaller than the full pressure the beam
should have at a certain velocity. According to Westermann (2000), the width of the
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Incoming gas beam

Movement to place
NDG #1 or #2 into beam

NDG #1
NDG #2

FIGURE 5.18: Schematics of double NDG configuration. Left: both NDGs installed on the
turntable in CASYMIR vacuum chamber. Right: Top view onto the two NDGs showing the
incoming beam and the possibility to move the instruments on a horizontal axis.
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FIGURE 5.19: Velocity dependence of density enhancement for H2, N2, Ar, and Kr (left to
right, top to bottom). The black curves represent the theoretical enhancement, the red curves
represent the density enhancement measured with the two NDG’s whereas the orange curve
shows the measured values corrected for the beam expansion. The shaded areas represent
the respective uncertainty regions of the different enhancements.

beam at the instrument interface is approximately two times wider than at the beam
detector, due to the beam expanding along its path of 863 mm. If the beam expands,
the number of molecules per cross-sectional area along its flight path decreases and
thus the measured pressure in the NDG decreases. To correct for this, beam width
measurements have been taken with the beam detector as well as with the NDG.
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The discrepancy between the beam profile measured with the NDG and the beam
detector is demonstrated in Figure 5.20. The beam width measured with the NDG,
1130 mm behind the beam detector, is approximately three times wider than the one
measured with the beam detector. This expansion coefficient of three explains the
measured expansion of the gas, considering geometrical changes along the flight path
(Figure 5.13).
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FIGURE 5.20: Comparison of beam widths measured with the NDG (black) and the beam
detector (red) of CASYMIR. The two detectors are 1130 mm apart.

Correcting the measured values for beam expansion, the pressure enhancement
measurements closely align with the velocity enhancement (orange lines in Fig-
ure 5.19), with overlapping uncertainty regions observed for most gases. Remaining
differences may be attributed to the finite chamber size or potential underestimation
of measurement uncertainties. The finite chamber size causes gas molecules to hit
the back walls and return to the sensor. While this is less of an issue for the enclosed
NDG, where the antechamber entrance hole is directed toward the gas beam, the
open NDG might have also measured particles rebounding from the walls. This
enhances the measured density in the beam, resulting in a slight shift between the
orange and black curves in Figure 5.19.

Compensating for the measurement offset to the theoretical density enhancement
requires a deviation factor for the laboratory experiments. The deviation factors are
calculated for each gas as follows:

Fdeviation = 4
vbeam

vtherm

/
nNDG

nBeam
. (5.11)

The resulting deviations are given in Table 5.4. They are independent of the gases’
mass due to the beam expansion correction introduced above. The mean deviation
factor is 1.24 ± 0.09, indicating that, on average, the measured density enhancements
are 24% below the theoretical enhancements. However, the measurement uncertain-
ties are ±20%, and the influence of gas returning from the walls introduces additional,
unquantified uncertainty. Figure 5.21 presents the measured density enhancements
corrected with their respective deviation factor for H2. The values are well-distributed
along the estimated density enhancement curve.
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TABLE 5.4: Deviations in the evaluated enhancement compared to the theoretical enhance-
ment for gases measured in CASYMIR.

Gas Deviation Factor

H2 1.29
N2 1.24
Ar 1.27
Kr 1.16

Mean 1.24 ± 0.09

To conclude, accounting for beam expansion and additional measurement un-
certainties related to over-pressure due to gas molecules rebounding from chamber
walls, the theoretical and measured density enhancements are comparable and the
offset between them remained relatively stable as a function of mass. Nevertheless,
since the velocity range used in these experiments is much lower than the estimated
fly-by velocity and uncertainties are relatively large, extrapolation from this data
should be considered with caution. A potential solution is to measure with a higher
velocity beam, which is feasible in the test facility CASYMS (Section 5.1.4), albeit with
an already ionised gas beam.
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FIGURE 5.21: Measured density enhancement compared to beam velocity for H2. The
experimental data has been corrected for the beam expansion with a factor 3 (blue squares)
and, additionally, with the deviation factor from Table 5.4 (red circles). The value of 10 km/s
for the fly-by-velocity is the lower limit to what is expected during the mission.

5.1.4 Dynamic Measurements in CASYMS

The CAlibration SYstem for Mass Spectrometers (CASYMS) was used for dynamic gas
measurements to simulate fly-by velocities higher than in CASYMIR (Section 5.1.3).
In the CASYMS facility, ion beams with velocities in the range of 10 – 70 km/s can be
produced and directed towards the NDG.
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CASYMS Calibration System

CASYMS, developed at the University of Bern, is indispensable for calibrating ion
mass spectrometers. It provides a large-area (up to 250 cm2), highly parallel (±0.5°),
and spatially uniform (±5%) ion beam across an extensive energy-per-charge spec-
trum spanning from 5 eV/charge to 10 keV/charge. Notably, it can produce ions with
multiple charge states, such as He2+ or Xe9+. Its core elements encompass an electron
cyclotron resonance (ECR) ion source (Bodendorfer, 2008), yielding an ion current up
to approximately 1 µA, a 90° crossed electric and magnetic field mass spectrometer
for mixed or mass-selected beam generation, and a unique beam expansion system
ensuring uniform coverage of a large area (Ghielmetti et al., 1983). Refer to Figure 5.22
for an illustration of the CASYMS facility and its core components.

In essence, the process entails the generation of ions using an ECR source, followed
by pre-acceleration to an energy of 5 keV/charge (Bodendorfer, 2008). Subsequently,
a mass/charge analysis is performed to eliminate undesired species, after which
the ions are either accelerated or decelerated to reach their final energy-per-charge
before entering the drift tube. The ion beam undergoes high-frequency rastering and
expansion to ensure uniformity at the sensor opening of the instrument. Diagnostic
probes stationed along the beam path monitor crucial parameters, including ion
species, intensity profile, and absolute current. Operated within an ultra-high vacuum
(UHV) chamber with pressures typically around 10-8 mbar, the entire UHV system is
housed within a laminar clean room. The CASYMS calibration system has proven its
efficacy by successfully calibrating numerous ion mass spectrometers that have been
launched into space (Balsiger et al., 2007; Ghielmetti et al., 1983).

FIGURE 5.22: Top view of the CASYMS calibration facility including the ion source in orange
and its surrounding compartment in green, the 90° mass separation magnet in blue and the
beam expansion and measurement system in violet. Source: Bodendorfer (2008).
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Sensor Current as Function of Beam Velocity

When fast moving molecules enter the NDG, the measured density gets enhanced
due to the thermalisation of the incoming gas molecules in the antechamber. The
theoretical considerations are the same as in Section 5.1.3 and the enhancement gets
calculated recalling Equation (5.8). In CASYMS, the density in the beam (nBeam)
is measured using a Faraday cup, which measures the current generated by the
impinging ions (see Box 5.1). In this experiment, only singly charged ions have been
selected, and thus the density of the beam can be calculated as:

nBeam =
IFaraday

e · A · vbeam
, (5.12)

with IFaraday the current measured with the Faraday cup, e the elementary charge,
A the measurement area of the Faraday cup, and vbeam the beam velocity.

Box 5.1: Faraday Cup

A Faraday cup is a metal cup or hollow cylinder designed to capture charged
particles in a vacuum (Brown and Tautfest, 1956). Connected to ground via
a resistor, it neutralises ions by accepting or donating electrons upon impact,
generating a current. This current, amplified and measured, quantifies the
charge of the ions or electrons striking the cup. An illustration of a Faraday
Cup is shown in Figure 5.23.
Secondary electrons emitted upon ion impact can introduce errors if they
are not suppressed. To enhance the accuracy of this detector, measures are
taken to suppress secondary electron emission and reflected ions. Strategies
include coating cups with low-secondary-ion-producing carbon, modifying the
cup shape, introducing weak magnetic fields, or incorporating voltage-driven
suppressor baffles (de Hoffmann and Stroobant, 2007).
For a continuous beam of singly charged ions (z = 1), the rate of ions hitting
the cup per unit time (N/t) equals the measured current (I) divided by the
elementary charge (e): N/t = I/e.

Ion Beam
Amplifier

Ions
Electrons

FIGURE 5.23: Schematic diagram of a Faraday cup. Source: de Hoffmann and
Stroobant (2007), reproduced with permission from Wiley.

To test this theory for velocities in the expected fly-by range of the Comet In-
terceptor mission, measurements with N+, O+, Ar+, and Kr+ were conducted in
CASYMS. Figure 5.24 shows the results, with measured density enhancements in
red and theoretical enhancements in black. The beam velocities achieved during the
experiments start at 30 km/s for the heaviest molecule tested (i.e., Kr+), exceeding the
lower bound of the predicted fly-by velocity, and reach over 100 km/s with the lighter
molecules N+ and O+, surpassing the upper bound. The lower velocity bound of the
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FIGURE 5.24: Velocity dependence of density enhancement for N, O, Ar, and Kr (left to right,
top to bottom). The black curves represent the theoretical enhancement, and the red curves
represent the density enhancement measured with the NDG compared to the beam density
measured with the Faraday cup. The shaded areas represent the respective uncertainty
regions of the different enhancements.

experiments was determined by the NDG’s detection limit for the ion beam signal
(≈ 10 pA) under the influence of chamber background and beam signal strength, and
depends on molecule mass. The density enhancement measurements for N+ and Ar+

match almost perfectly with theoretical predictions, while the results for O+ and Kr+

are slightly below. Since the ions in the CASYMS beam are confined and controlled
by high voltages throughout their passage through the calibration facility, velocity
changes due to beam expansion are negligible compared to the overall measurement
uncertainties. Similar to Section 5.1.3 and Equation (5.11), deviation factors have been
calculated and are shown in Table 5.5.

TABLE 5.5: Deviations in the evaluated enhancement compared to the theoretical enhance-
ment for gases measured in CASYMS.

Gas Deviation Factor

N+ 1.07
O+ 1.23
Ar+ 1.13
Kr+ 1.25

Mean 1.17 ± 0.11



5.2. Computational Simulation and Optimisation of the NDG 89

On average, the deviation factors for the CASYMS measurements are slightly
smaller compared to the CASYMIR measurements (Table 5.4). The mean devia-
tion factor is 1.17 ± 0.11, with measurement uncertainties in the range of ±20%.
This demonstrates that the enhancement theory holds well even for large velocities,
including velocities in the mission fly-by range of 10 – 70 km/s.

5.1.5 Combination of Dynamic Measurements

Combining the findings from Section 5.1.3 and Section 5.1.4 provides a comprehensive
understanding of the dynamic measurements conducted with the NDG. Figure 5.25,
illustrates the density enhancement measured with the NDG in both the CASYMIR
and CASYMS facilities, compared to the beam velocity for argon and krypton. Ad-
ditionally, the anticipated fly-by velocity range for the Comet Interceptor mission
is shown (light green in Figure 5.25). All measured enhancements overlap with the
theoretical enhancement within uncertainties for both gases. The data are consistent
over a wide range of velocities, including much of the upper bound of the target
fly-by velocity range and velocities well below the target range. The inability to fully
encompass the target fly-by velocity range is due to facility limitations for higher
velocities in CASYMIR and detection limit considerations for lower velocities in
CASYMS.

Considering all data acquired in the CASYMIR and CASYMS facilities, a mean
deviation factor of 1.18 ± 0.10 is found, demonstrating that the measurements are
compatible with the theory within uncertainties. The small variation in the mean
deviation factor also indicates that the experiments exhibit high precision and re-
peatability. In conclusion, the strong agreement between theoretical and experimental
density enhancements, despite facility constraints, demonstrates the robustness of
the enhancement theory. The results confirm that the density enhancement can be
reliably computed using the theoretical framework.
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FIGURE 5.25: Velocity dependence of density enhancement for Ar (left) and Kr (right) for
combined measurements in CASYMIR (low velocities) and CASYMS (high velocities). The
black curves represent the theoretical enhancement and the red data points represent the
density enhancement measured with the NDG in the CASYMIR and CASYMS facilities
including uncertainties. The green shaded areas represent the target fly-by velocity range for
the Comet Interceptor mission.
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5.2 Computational Simulation and Optimisation of the NDG

Computational simulations and optimisations are imperative for predicting the be-
haviour of the instrument. This section delves into particle trajectory simulations of
ionised particles within the NDG and presents optimisations of the available voltages.

5.2.1 SIMION

The computational software SIMION serves as a tool to calculate electric fields and
trajectories of charged particles within those fields. It facilitates the assessment of an
instrument’s performance by considering different electric potentials in the model and
the initial conditions of charged particles. Widely used for simulating instruments
like mass spectrometers (Dahl, 2000), SIMION is integral to understanding the NDG’s
behaviour.

To construct a computational model, the instrument’s geometry is translated into
individual potential arrays (PAs) in SIMION. These PAs, mesh points representing
different parts of the instrument, also incorporate the potentials of various electrodes.
Instead of being designed as a single PA, multiple PAs are combined into a SIMION
workbench. The voltages of individual PAs can be set directly in SIMION or program-
matically with a *.lua file. Automation is preferred, enabling a straightforward change
in the *.lua file for voltage optimisation. This automatic adaptation streamlines the
process by adjusting the voltages of each PA according to the specified values in the
file.

Critical to the simulation are the initial conditions of particles. The number of
particles, their mass and charge, starting position, velocity, and kinetic energy must
be defined. Three ion initial conditions have been programmed and simulated and
are described subsequently in the following section.

5.2.2 Particle Initial Conditions

In the actual device, an electron beam is produced by the hot filament emitter, with
free electrons accelerated and guided towards the ionisation zone (Section 4.2.3).
Simulating electron ionisation with SIMION presents challenges, leading to the
development of various strategies.

Variant 1: Electrons Mutate into Ions During Flight
This variant involves a sophisticated electron-ion interaction simulation. Electrons

are accelerated from the hot filament emitter towards the ionisation zone and based
on thermodynamic and gas laws, a function determines whether an electron hits an
atom or a molecule (see Figure 5.26 , top). The probability of such a hit, influenced
by the mean free path in the gas, transforms the electron into an ion simulating the
ion generation and conserving the particle’s energy. The mean free path, λmean is the
average distance an electron can travel in a gas composed of neutral molecules until
it hits another molecule in the gas. It can be estimated from kinetic theory and is
approximated under the assumptions of the ideal gas law as (Nave, 2017):

λmean ≈ 1
n · σ

≈ R · T√
2 · π · r2

molecule · NA · p
, (5.13)

with n the density of neutral molecules, σ the ionisation cross section, R the
ideal gas constant, T the absolute temperature, rmolecule the molecule radius, NA the
Avogadro number, and p the pressure.
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FIGURE 5.26: H2O ion (blue), CO2 ion (red), and electron (green) definition for NDG simula-
tions for variants 1, 2, and 3 (from top to bottom). In all variants, ions are formed exclusively
within the ionisation zone (i.e., within the anode grid). Ions formed outside this zone are
repelled by the anode grid’s positive potential and are therefore not detected by the anode.
Consequently, to simplify the simulation, these ions are not considered.

When the mean free path is known, the collision probability P can be estimated
as follows:

P(collision) = 1 − e−velectron·
∆telectron

λmean , (5.14)

with velectron the electron’s speed at time t, and ∆telectron the electron time step. The
next step is to define the initial conditions of the newly formed ion, i.e. the velocity of
the ion. To do so, the root mean square velocity (vrms) is calculated after Graham’s
Law (Laidler and Meiser, 1999):

vrms =

√
3 · R · T

mion
, (5.15)

with mion the ion’s molar mass.
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This root mean square velocity defines the average velocity an ion with mass mion
has, corresponding to the kinetic theory of gases. However, it does not say anything
about the direction of the moving ion. In this simulation, vrms has been randomly
distributed into space. Hence, each ion gets a random direction with a total velocity
vrms. Having defined the position and velocity vector of the new-born ion, it will
move under the applied voltages according to its charge.

Variant 2: Ions Placed & Distributed in the Whole Ionisation Zone
This simpler variant involves creating and randomly distributing particles through-

out the entire ionisation zone (see Figure 5.26 , middle). With no electrons created,
electron ionisation is not simulated. The particles are only affected by the applied
voltages in the model. To have a more realistic model, a Gaussian velocity distribution
with a standard deviation based on the Maxwell-Boltzmann distribution of a kinetic
gas is applied to the particles (Laidler and Meiser, 1999). This theory assumes gas
particles move with random velocities. No direction is preferred, and the components
of the velocity vectors are independently and normally distributed with parameters:

µ = vmean = 0 and σ =

√
kB · T
mion

, (5.16)

where the parameter µ is the mean or expectation of the distribution, while the
parameter σ is its standard deviation.

Variant 3: Ions Placed & Distributed Locally
Recognising issues with ion impingement on the anode and ion loss in variant 2,

this variant places ions cylindrically distributed in the ionisation zone along the axis
of the filament housing, with the same length as the filament housing exit radius (see
Figure 5.26 , bottom). The same velocity distribution as in variant 2 is applied.

5.2.3 Voltage Optimisation

The voltage set applied to the electrodes has been optimised to have the largest
possible incidence rate (E), the ratio of ions hitting the anode to the total number
generated. The optimisation function is formulated as:

min
x∈ℜ

− E =

(
−nhit anode(x)

ngenerated

)
s.t. xl,i − xi ≤ 0 i = 1, ..., n

xi − xu,i ≤ 0 i = 1, ..., n,

(5.17)

nhit anode being the number of ions splatting on the anode, ngenerated the number of
generated ions, x the vector of changeable voltages, xl,i the lower and xu,i the upper
bound of the electrode i as described in Figure 4.11.

The optimisation process involves fixed parameters such as temperature and
pressure during all variants, set to T = 273 K and p = 10−8 mbar. The MIDACO
algorithm (Mixed Integer Distributed Ant Colony Optimisation), a derivative-free,
evolutionary hybrid algorithm, is used for optimisation (Schlueter, 2019). The volt-
ages of the hemispherical reflector, reflector base plate, anode grid, and electron
repeller are optimised, while the filament housing voltage remains constant, simu-
lated only in the first approach and connected to the electron repeller in the actual
hardware. The algorithm runs until iteration or computation time criteria are met,
with a maximum of 1000 iterations and 3 hours for all variants.
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TABLE 5.6: Results from NDG voltage optimisation.

x Name
Optimal Voltage [V] Initial

Conditions
[V]

Variant 1 Variant 2 Variant 3
Run 1 Run 2

1 Hemisph. Reflector 200.6 88.2 55.1 25.9 110.0
2 Base Plate 6.9 204.3 229.8 156.4 0.0
3 Anode Grid 129.3 204.4 230.0 156.8 180.0
4 Electron Repeller -95.9 -35.7 -44.6 -66.4 -12.0

Incidence Rate 0.902 0.969 1.000 1.000

Table 5.6 summaries the optimisation results for the three different particle ini-
tial distribution conditions. For variant 3, a secondary optimisation run explores
reduced voltage bounds, demonstrating potential energy savings without sacrificing
information. Incidence rates for all variants exceed 90%, with variant 2 achieving
almost 97% and variant 3 attracting 100% of created ions. The lower value of variant
1 might be explained with the asymmetric distribution of the created ions due to the
skew-shaped electron beam. The skewness induces ion flight paths which cross the
ion focusing lens at a high angle and the ions can therefore not be redirected towards
the electron collector.

Comparing optimal voltage values reveals significant differences between variants
and initial conditions. Notably, variant 1 yields distinct optimal voltage values,
possibly attributed to asymmetric ion flight paths, inducing a larger reflector voltage
and a low ion lens voltage. Variants 2 and 3 consistently show closely aligned optimal
voltages for the ion focusing lens and the ionisation zone. These findings suggest
potential simplifications in the electrical supply system design if validated in real
measurements.

The study underscores the sensitivity of results to different model and optimi-
sation conditions. Although the simulations present various variable combinations
leading to favourable outcomes, experimental research on the flight model and spare
instrument is essential for defining optimal voltages for the real NDG in Comet Inter-
ceptor. An exploration of voltage changes for the NDG is detailed in Section 2.2.1.

5.2.4 Experimental Optimisation and Simulation Model Adaptation

To validate and enhance the computational models discussed in Section 5.2, a compre-
hensive parameter study of the NDG’s voltages has been executed in the laboratory.
The experimental results and the ensuing adjustments made to the computational
model based on the experimental study are described in this section.

The SIMION model from Section 5.2 underwent modifications by merging vari-
ants two and three. This combined model used a cylindrical ion distribution centred
on the filament housing, with a radius of 62 mm and a length of 47 mm. The ions’
initial conditions retained a Gaussian velocity distribution with a standard deviation
according to the Maxwell-Boltzmann distribution of a kinetic gas. The simulation
considered an even distribution of H2O, CO2, and N2.
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Anode Grid

The anode grid voltage was systematically varied from 150 V to 230 V on the NDG
prototype, and the resulting ion current was measured at each voltage step. The
objective was to establish the relative relationship between the anode grid voltage
and the measured ion current. The observed signal changes were normalised to the
baseline voltage settings (Mehta, 2023b), and the percentage change concerning the
baseline is presented in Figure 5.27. The graph indicates a peak in the measured ion
current at 200 V, slightly higher than the baseline voltage of 180 V. The computational
simulation did not represent the anode grid dependencies from the experimental
measurements, possibly since the model excluded the filament and ejected electrons,
creating ions at a fixed place. However, the improvements with the physical instru-
ment and the computational model are both marginal, less than 5%, indicating that
the anode grid does not need to be largely optimised from its baseline voltage.

Hemispherical Reflector

The voltage of the hemispherical reflector was varied between 50 V and 200 V. The
resulting ion current shows an increasing signal with the rising voltage, reaching an
increase of up to 25% compared to the baseline settings (Figure 5.27). A plateau is
observed around 180 V, beyond which further voltage increase leads to a decrease in
the measured signal. This suggests that the maximum is at 180 V, likely influenced
by the anode grid voltage. The computational model successfully replicated the
influence of the hemispherical reflector voltage, aligning well with the experimental
trends. This indicates the model’s capability to reproduce the hemispherical reflector
voltage trends for further optimisation.

Reflector Base Plate

The reflector base voltage was adjusted from -30 V to +30 V. Applying a negative
voltage increased the acquired signal by up to 10%, while a positive voltage decreased
the signal by a similar magnitude (Figure 5.27). Similar to the hemispherical reflector,
the voltage of the reflector base was well reproduced in the computational model. The
model reproduced the signal trends, although the slope of the signal decrease with
increasing voltage was slightly smaller compared to the experiments. It is, however,
unfortunate that these changes will not influence the final hardware, as the reflector
base plate will be connected to the ground in the flight model.

Electron Repeller

The electron repeller voltage was altered between -18 V and -2 V. An increase in
the measured signal of approximately 5.5% was achieved by increasing the electron
repeller voltage (Figure 5.27). A plateau was observed between -6 V and -4 V, beyond
which further voltage increase led to a decrease in the signal. The electron repeller
has not been simulated in this version of the computational model as no electrons are
simulated and ions have only been placed inside the anode grid.

Filament Offset

The filament offset voltage was adjusted between 0 V and 40 V. The results indicate
that the baseline achieved the peak value of the acquired signal, suggesting that no
voltage changes are required for the filament offset (Figure 5.27). The filament offset
is not simulated in the model for the same reasons as for the electron repeller.
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FIGURE 5.27: Experiment and simulation results for parameter study of NDG voltages.

Combined Voltage Changes According to Parameter Study Results

The combined effect of voltage changes, based on the individual findings, was ex-
plored. The relative change in acquired signal compared to the baseline voltages was
measured. Figure 5.28 presents the results in a 5-D plot, with axes representing the
anode grid, hemispherical reflector, and reflector base voltages. The size of the data
points conveys information about the electron repeller voltage, while the colours indi-
cate the relative current change in percentage. The results indicate that a maximum is
reached with 200 V on the anode grid, consistent with the individual voltage changes
(Figure 5.27). The reflector base voltage exhibits a similar influence to that observed
in individual changes. Additionally, the voltage of the hemispherical reflector can
be increased to 200 V when the anode grid is also set to 200 V. This supports the
assumption made in Section 5.2.4 that the maximum of the hemispherical reflector
voltage aligns with the anode grid voltage, both accelerating ions toward the collector.
While the influence of the electron repeller voltage is not immediately apparent in
Figure 5.28, the limited data points suggest a shift of its individual maximum being
between -4 V and -6 V to -10 V. Additionally, the electron repeller is also needed to
keep external electrons (e.g., from dust impact plumes, see Section 5.2.5) outside.

An improvement of up to 42% was achieved through combined voltage changes,
clearly surpassing the improvement obtained through individual changes.
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FIGURE 5.28: Relative change in ion current compared to baseline voltage settings (Mehta,
2023b) by changing anode grid, hemispherical reflector, reflector base, and electron repeller
voltages with the NDG prototype in the laboratory.

Computational Optimisation of Hemispherical Reflector and Reflector Base

Computational optimisation of the hemispherical reflector and reflector base voltages
was performed as in Section 5.2.3 by using the improved model from Section 5.2.4.
Two optimisation runs were executed with different starting points, demonstrat-
ing convergence after about 700 iterations. The results indicated that the optimal
hemispherical reflector voltage ranged between 190.8 V and 192.9 V, with a reflector
base plate voltage between 23.0 V and 25.7 V. The signal improvement ranged from
45.2% to 51.7%. The minor dispersion between the two results suggests global
convergence, with differences falling within model uncertainties. In conclusion,
increasing the hemispherical reflector voltage to approximately 190 V and the reflector
base voltage to about 24 V could improve the acquired signal by approximately 50%.
This result is in line with the experimental results from Section 5.2.4, showing only
minor differences of a few per cent, and demonstrates the working principle of the
SIMION simulation model.

TABLE 5.7: Results of computational optimisation with variable hemispherical reflector and
reflector base voltages.

Opt. #
Hemisph.
Reflector

Reflector
Base

Signal
Improvement

1
Init. Conditions 110.0 0.0
Best Result 190.8 25.7 +51.7%

2
Init. Conditions 150.0 15.0
Best Result 192.9 23.0 +45.2%
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5.2.5 Hypervelocity Impact and Plasma Phenomenon

The Comet Interceptor spacecraft is anticipated to perform a cometary fly-by with
a relative velocity between 10 and 70 km/s. At this speed range, data from previ-
ous missions suggest the likelihood of hypervelocity impacts, where dust particles
smaller than one milligram could enter the antechamber and collide with its material.
Hypervelocity impacts are defined in literature in two ways (Fletcher et al., 2015):
(a) an impactor traveling at a velocity exceeding the target material’s speed of sound
(generally 5–10 km/s), resulting in the generatoin of a shockwave; or (b) an impact
where isotropic pressure initially dominates over deviatoric stresses within the solid.
Impacts from meteoroids, space debris, and cometary dust grains with a high relative
velocity larger than 10 km/s typically align with one of these definitions. Such im-
pacts can lead to mechanical damage to the spacecraft or its instruments, but they
also result in the generation of a plasma (Figure 5.29).

Impactor

Target Shock

Crater

Plasma

FIGURE 5.29: Hypervelocity impact creating a plasma. Reprinted from Fletcher et al. (2015),
with the permission of AIP Publishing.

The stages of this phenomenon can be described as follows (see Figure 5.30 for
an illustration): Following a hypervelocity impact by an object with a mass between
10-15 and 10-9 g, the resulting shockwave propagates both through the target and back
through the impactor. At velocities exceeding ≈ 8 km/s, the entire impactor vaporises,
with the residual energy being transferred to the target. The material behind the
shockwave vaporises and ionises, forming a plasma with a density comparable to
that of solid matter (≈ 1028 m-3). This dense plasma, with relatively low temperatures
(down to 1 eV), is strongly non-ideal, influencing the equation of state, the energy
transfer rate between ions and electrons, and critically, the charge state. As the
shockwave expands, the energy density decreases, vaporisation halts, and a crater
forms. Within the crater, various phases including plasma, gas, liquid, and two-phase
flow coexist. Throughout this process, a significant pressure gradient exerts force
on the plasma, driving its rapid expansion into the surrounding vacuum. During
this expansion, the plasma transitions from non-ideal to ideal, from Maxwellian to
non-Maxwellian distributions, and from highly collisional to collisionless. The latter
transition effectively freezes the charge state within the plasma (Fletcher et al., 2015).

Fletcher et al. (2015) performed impact experiments, identifying impact speed
as the critical parameter since many plasma properties exhibit minimal variation
with impactor mass. While variations in mass influence the crater size and the total
generated charge, their measurements and simulations indicate negligible effects on
temperature or charge state. Measurements were taken along the central axis of the
plume at the point where the plasma first transitions to a collisionless state. This
transition point is estimated where ωp / vei = 1, with vei representing the Coulomb
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FIGURE 5.30: Cross-section of distinct expansion phases of a plasma – a non-ideal, collisional
phase, a fluid-like plasma phase, and a single particle motion expansion phase. Electrons
are represented by dashed markings while different ion species are indicated by coloured
positively charged particles. The figure is not drawn to scale and for illustrative purposes
only. Reprinted from Tarantino et al. (2018), with the permission of AIP Publishing.

collision frequency and ωp the plasma frequency. The impact speed larger than
≈ 30 km/s resulted in a plume temperature plateau at ≈ 2.5 eV, while the expansion
speed, influenced by the impactor mass, was of the same order as the impact speed
itself (Fletcher et al., 2015).

Using information from Fletcher et al. (2015), a SIMION model was developed to
simulate the influence of plasma-induced electrons on the NDG. Assumptions made
to facilitate the model include:

• Only the last stage of the plasma, the single-particle motion, is modelled.
• Electrons from the plasma plume initially spread in all directions away from

the inner antechamber surface in a cone with a half-angle of 45°.
• An electron kinetic energy of 2.5 eV is considered.

The antechamber’s entrance hole, with a diameter of 5 mm, allows micro-parti-
cles ranging from a few ng to 1 µg and a diameter of approximately 5 µm to pass
through at large entrance angles. Larger particles might only enter at smaller entrance
angles. Additionally, the larger the grain the less frequent they are found in the coma.
According to Rubin, 2021, grains with a radius of 10 µm have an impact probability
of about 60%.

In simulations, the plasma plume was positioned at the antechamber’s interior
surface at different positions with respective entrance angles α between -15° and
45°. During the comet fly-by, the entrance angle of the gas flow will only be within
a few degrees. The simulations indicate that, under the mentioned assumptions, a
stable grounding of the antechamber at 0 V and a stable electron push-back due to
the -12 V electron repeller prevent electrons from entering the electron repeller and
the ionisation zone (Figure 5.31 a).

To identify the boundaries when electrons might pass through the electron repeller,
different setting variations were explored. By increasing the electron repeller voltage
to -2 V, some electrons pass through and ionise the neutral gas inside the anode grid,
irrespective of the incidence angle (Figure 5.31 b). If the antechamber grounding
were unstable, varying its voltage revealed that only at -10 V could some electrons
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FIGURE 5.31: Hypervelocity impact simulations for different voltage configurations and
plasma temperatures. The impact plasma plume at an impact angle of 22.5° and a plasma
temperature of 2.5 eV creates electrons which are then deviated by the instrument’s potential.
The electron flight paths are marked with green lines, while their splat positions are marked
with red dots. If electrons enter the ionisation region they ionise molecules which are then
measured by the ion collector (red and blue lines represent ion flight paths for CO2 and H2O,
respectively, which are only appearing in panels b – e). Different scenarios are considered:
Panel a: Baseline NDG voltages. Panel b: Electron repeller voltage changed from -12 V to -2 V.
Panel c: Antechamber charges itself up to -10 V. Panel d: Plasma temperature of 13 eV with
baseline voltage settings. Panel e: Plasma temperature of 40 eV with baseline voltage settings.
Panel f: Plasma temperature of 40 eV with electron repeller voltage of -40 V.

from the plasma overcome the electron repeller barrier and ionise the neutral gas,
independently of the incidence angle of the dust particle (Figure 5.31 c).

An important uncertainty factor is the plasma temperature. In Fletcher et al. (2015),
the plasma temperature was measured on the central axis at the collisionless border of
the expanding plasma. This is not possible to simulate in SIMION and it is thus highly
likely that the plasma temperature needs to be implemented with a higher value. With
standard voltage settings, some electrons can pass through the electron repeller at
13 eV (Figure 5.31 d) and higher, which is a factor of 5 higher than the value measured
in Fletcher et al. (2015). However, these authors mention different sources measuring
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up to 40 eV, which would significantly increase the number of electrons overcoming
the electron repeller barrier (Figure 5.31 e). For a possible plasma temperature of 40 eV,
the electron repeller voltage would need to be decreased to approximately -40 V to
prevent any electrons from entering the ionisation zone (Figure 5.31 f). However, the
exact voltage would need to be determined experimentally, as the plasma temperature
has a large spread of values in the literature.

In conclusion, the study investigates hypervelocity impacts and resulting plasma
effects on the MANiaC NDG. Using insights from Fletcher et al. (2015), a SIMION
model is developed, highlighting the importance of stable grounding and electron
repeller settings to prevent electron intrusion. The model shows that an electron
entering the ionisation zone from the created plasma is unlikely under the current
voltage and grounding settings. However, uncertainties in plasma temperature
underscore the need for a careful parameter refinement. The results provide valuable
considerations for spacecraft survivability during the cometary fly-by.



Results from SHU
Measurements 6
This section gathers the results from testing the prototype of the MANiaC mass spec-
trometer SHU. Calibration measurements were performed to ensure the instrument
meets its requirements. First, a voltage parameter study is presented, examining vari-
ous voltage sets and their influence on signal strength. Subsequently, signal stability
measurements conducted during calibration, a noise analysis, long-term detector
behaviour, and the influence of the pulser performance on the mass resolution are
discussed. For additional calibration results, please refer to Stanic (2024).

6.1 Voltage Parameter Study

The SHU is driven by 17 different voltages, creating a complex system when trying
to find an optimal voltage set for the best ion-optical performance. Thus, voltage
optimisation is one of the most intricate tasks of the instrument, requiring precise
knowledge of both system design and subsystem interactions. Key knowledge
areas include the temporal behaviour of the ion source (IS) and electronics, voltage
sensitivities and ramping mechanisms, resolution dependence on m/z, spectrum
evaluation, resource consumption for calculations, and the optimisation algorithm
itself. This section introduces the optimiser used for the SHU and discusses voltage
constraints identified during various optimisation iterations.

Modifying voltages on the electrodes of the ion optical system alters the electric
fields in the sensor, thereby changing ion trajectories. This adaptation can affect the
time of flight of individual species and modify the resulting peak shapes.

The optimiser comprises three main elements: a domain, an objective function,
and an algorithm for evaluating the objective function within its domain. For the
SHU, the domain is defined by the allowable voltage sets derived from the default
voltage limits (Mehta, 2023b), which restrict the optimisation range. The operator
can further constrain this range. The voltages act as independent variables for the
objective function, which converts each acquired mass spectrum (for a given voltage
set) into a real number. The algorithm then attempts to minimise this number by
changing the voltage set until it converges to a minimum (Fausch, 2020).

An Adaptive Particle Swarm Algorithm (APSA) (Zhan et al., 2009; Bieler et al.,
2011; Hofer, 2015), similar to the algorithm in Section 5.2.3, is used. This algorithm
evaluates particles (voltage sets) over several generations (iterations). A particle is a
vector where the voltages to be optimised represent its elements. This multi-objective
optimisation algorithm is advantageous as the domain is highly parameter-dependent.
Furthermore, it has proven itself for previous space instruments (e.g., Fausch, 2020;
Föhn, 2021).
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The objective function rates the mass spectrum or a selected peak of that spectrum.
The algorithm directly rates the raw spectrum in units of samples as a time spectrum,
requiring no post-processing. Various methods exist to rate spectrum quality, includ-
ing peak height analysis, signal-to-noise ratio analysis, Gaussian peak fitting, and
moment analysis.

A commonly used objective function in mass spectrometry and gas chromatog-
raphy is based on robust statistical moment analysis of a time signal (Morton and
Young, 1995). It uses the zeroth moment (area), the second moment (peak width),
and the third standardised moment (skewness). For the SHU prototyping phase,
a simplified statistical moment analysis was used as the objective function ( f (x)),
comparing the ratio of the squared amplitude (A2) of a single peak with its FWHM:

min
x∈D

f (x) = − A2

FWHM
, (6.1)

with x the vector of voltages and D the domain of feasible voltage sets. The m/z 40
peak of the noble gas argon was chosen as a model peak for three key reasons: its
m/z is sufficiently high to ensure that the influence of the high-voltage pulser on peak
resolution is acceptable, no fragmentation occurs for noble gases, making the peak
heights independent of fragmentation effects from different IS settings, and argon is
readily available for laboratory measurements.

During the SHU prototyping phase, 13 voltages were optimised automatically.
Optimisation runs were separated into IS voltages (LVs) and separation region volt-
ages (HVs) to simplify individual optimisation complexity, reduce measurement
time, and ensure proper filament operation especially while changing IS voltages (see
Figure A.2 for the composition of the IS and the separation region voltages consisting
of the drift region and the reflectron). Due to the use of laboratory electronics, long
cables, and vacuum chamber feedthroughs during prototyping, no voltage set has
been established that could be directly used as an optimal voltage set in a flight model.
However, trends and possible voltage constraints emerged during the more than 30
optimisation runs completed in this study.

Figure 6.1 and Figure 6.2 present the data acquired during numerous optimisation
runs for the IS and separation region voltages, respectively. In both figures, the sub-
plots in the lower left triangle show correlation plots between the different voltages
and the score (S), which is the optimisation function ( f (x)) normalised to its initial
function value at the start of the optimisation for each run. The higher the score,
the better the evaluation of the objective function. Low scores are plotted in black,
with higher scores in progressively lighter brown. The diagonal subplots display his-
tograms of the voltage and score distribution across all evaluations. The upper right
triangle subplots show the Pearson correlation coefficient for each pair of voltages.
An absolute Pearson correlation coefficient of 1 indicates a perfect linear correlation,
while 0 indicates no linear correlation. In the lower left triangle subplots, linear
correlation approximations are drawn in violet for (absolute) Pearson correlation
coefficients larger than 0.5. The 95% confidence intervals for achieving at least half of
the best score during optimisations are shown in grey in the last row of the figures.
By constraining the voltages within these grey areas, there is a 95% confidence of
achieving at least half of the best scores, significantly reducing the feasible domain
and improving optimisation time. For the IS voltages, the ranges can be considerably
decreased, while the high voltages in the separation region should remain relatively
loose. Table 6.1 shows the 95% confidence intervals for all optimised voltages to reach
at least 0.5 and 0.25 times the maximum score from the optimisations. The intervals
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do not differ significantly between the two score thresholds, ensuring that the exact
choice of the score threshold does not largely alter the result.

Some voltages show strong correlations that should be considered. The strongest
correlations in the IS are between the IS entrance, IS repeller 1, and filament housing
(Figure 6.1). Thus, increasing IS repeller 1 implies increasing the IS entrance while
decreasing the filament housing, and vice versa. In the separation region, strong
negative correlations exist between acceleration 3 and both the reflectron retarder and
reflectron backplane (Figure 6.2). This is likely because, as acceleration 3 (a negative
voltage) increases, ions receive less acceleration and are slower, requiring less decel-
eration, hence lower retarder and backplane voltages. The same reasoning applies
to the reflectron repeller voltage, though the correlation is weaker. Additionally, a
decrease in the reflectron retarder and repeller voltages strongly correlates with a
decrease in the repeller backplane voltage. Slower ions penetrate less deeply into the
reflectron, allowing for lower retarder, repeller, and backplane voltages.

FIGURE 6.1: Voltage parameter correlation plot for IS voltages. Subplots in the lower left
triangle show correlation plots between the different voltages and the score. Low scores are
plotted in black, while higher scores transition to lighter brown. For Pearson correlation
coefficients with an absolute value greater than 0.5, a linear correlation approximation is
depicted in violet. The bottom row also displays the 95% confidence intervals (in grey) for
reaching at least half of the best score achieved during optimisations. Diagonal subplots
represent histograms of the voltage and score distribution across all evaluations. Upper
right triangle subplots show the colour-coded Pearson correlation coefficient for each pair of
voltages, with blue indicating negative correlations and red indicating positive correlations.
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TABLE 6.1: Default limits for optimised voltages (Mehta, 2023b) and 95% confidence intervals
for the score (S) to reach at least 0.5 and 0.25 times the maximum score (Smax) from the
optimisations.

Voltage Default
Limits

95% Confidence Interval
for S > 0.5 · Smax

95% Confidence Interval
for S > 0.25 · Smax

IS Repeller 1 [-150, 150] [0.5, 6.7] [0.5, 7.5]
IS Repeller 2 [-150, 150] [-42.2, -29.7] [-49.1, -28.1]
Ion Box [-150, 150] [24.5, 35.2] [21.5, 40.2]
Fil. Housing [-150, 150] [-70.7, -64.5] [-73.0, -64.2]
IS Entrance [-50, 50] [0.5 , 3.2] [0.5, 3.3]
Acc. 1 [-2000, 0] [-721.9, -587.4] [-731.1, -571.3]
Acc. 2 [-2000, 0] [-2100.0, -1755.9] [-2126.9, -1739.9]
Acc. 3 [-6000, 0] [-4034.4, -3296.0] [-4098.6 , -3274.7]
Drift [-3000, 0] [-2230.2, -1939.7] [-2285.4, -1936.5]
R. Lens [-6000, 0] [-4181.3, -3932.6] [-4182.0, -3768.0]
R. Retarder [-2000, 0] [-1654.1, -1078.1] [-1691.0, -1000.2]
R. Repeller [-2000, 0] [-929.1, -765.3] [-940.6, -759.9]
R. Backplane [-150, 150] [70.0, 115.3] [70.0, 133.3]

6.2 Signal Stability

The instrument requirements mandate a signal stability of within 10% for at least
one hour of operation (Section 4.2.4). Initial tests revealed inadequate signal stability.
Consequently, various components were systematically replaced and tests were
repeated until a satisfactory stability was achieved. This section provides an overview
of the different configuration changes made.

Ion Source Investigation

The observed steady decrease in detector signal was initially attributed to unexpected
charging in the ion source (IS). Subsequently, the IS was disassembled and examined
under a microscope. Significant sputtering of the filament resulted in burning marks
on several parts of the IS. Although the burning marks were predominantly minor
and unlikely to alter the IS’s functionality, the aluminium heater plate exhibited
clear signs of charging, as evidenced by the burning marks indicating electrical field
presence on the plate. To eliminate burning marks and IS charging as potential causes
of signal instability, the IS was replaced with a pristine one and the heater plate was
removed. Figure 6.3 illustrates the burning marks on different parts of the IS.

Unfortunately, the evolution of the main peak of the test gas over the experimen-
tal time, following the installation of the SHU with the pristine IS, indicated that
approximately 70% of the initial signal was lost within the first 5 hours. Subsequent
optimisation efforts only marginally increased the signal. Consequently, exchanging
the IS did not improve the signal stability.
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a cb
FIGURE 6.3: Burning marks on the SHU ion source. Panel a: Aluminium heating plate.
Panel b: Backplane assembly. Panel c: Ion box holes where the emitted electrons from the
filament should pass through to enter the ionisation zone.

Vacuum Chamber and Setup Exchange

Following the unsuccessful attempt to improve signal stability by changing the IS, the
next course of action was to transition to a different vacuum chamber. This transition
allowed for simultaneous testing of various setup changes, as all these factors differed
in the new chamber:

• Stability of high and low voltage (HV and LV) power supplies

• Integrity of detector signal and power supply feedthroughs

• Chamber grounding scheme

• Data acquisition system

A 5-day measurement campaign revealed a signal loss of approximately 75% over
100 hours, despite numerous setup optimisations. Within the initial five hours, the
signal loss approached nearly 40%. Thus, neither the chamber itself nor the power
supplies or the data acquisition system were identified as the cause of the signal loss.

Detector and MCP Exchange

To determine whether the used detector or the MCPs degraded quickly over time,
new MCPs were installed into the detector of a different TOF-MS, which was then
mounted onto the SHU.

The results indicated an initial increase in signal upon instrument start-up, fol-
lowed by a rapid decrease of about 60% within 18 hours. Despite voltage optimisa-
tions, the initial signal could not be restored, signifying insufficient signal stability.

Connect Detector Directly to IS

Following the successful preparation and testing of the CI detector (Section 6.4), it
was connected to the instrument and the entire setup was returned to the initial
vacuum chamber. To isolate whether signal instability stemmed from the drift tube or
the reflectron, the detector was directly connected to the IS (Figure 6.4). Although this
precluded the measurement of a real spectrum, the signal from the injected gas could
still be discerned (Figure 6.5). Results indicated that after two days of testing, a signal
loss of approximately half was still present. Thus, the measured signal remained
insufficiently stable. Furthermore, the full configuration exhibited a significantly
higher signal, approximately 25 times greater. Consequently, no evident cause of
signal loss could be attributed to the drift tube or the reflectron.



6.2. Signal Stability 107

Antechamber

Detector

Ion Source

FIGURE 6.4: Ion source connected directly to the detector.
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FIGURE 6.5: Argon peak measured with SHU. Left: IS directly connected to detector. Right:
full instrument configuration. The total number of ions measured was approximately 25
times higher with the full configuration compared to the direct configuration, indicating a
significant loss in the latter that may be attributed to a non-collimated ion stream resulting
from the absence of acceleration and focusing voltages.

Connect Detector Directly to Different IS

After the aforementioned tests, suspicion turned toward the IS as the potential cause
of signal instability. Subsequently, the IS was replaced with one from a different
TOF-MS, featuring a distinct design and using a different voltage set. Similar to
the preceding section, the detector was directly connected to the IS. However, due
to the inability to measure a real spectrum, a different gas (e.g., Xenon) had to be
employed, as the original test gas was indiscernible amidst the noise. Regrettably, the
measurements yielded minimal success, with the signal barely distinguishable from
the noise. Although no clear signal loss was evident within the initial hours, over
time, the signal became indiscernible, suggesting a gradual decrease until reaching
noise levels. Consequently, replacing the IS failed to enhance signal stability.



108

Switch Filament

To ascertain whether the existing filament contributed to the signal instability, it
was replaced with a new, pristine filament. The resulting behaviour mirrored that
observed previously, with a signal loss of approximately 70% within 15 hours. Thus,
the filament itself was not attributed to signal loss.

Improved Shielding and Filtering of Input Voltages

Shielding of the LV and HV supply cables with aluminium tape and filtering with
ferrites aimed to mitigate potential large or fluctuating noise floors, which could
lead to signal loss. Unfortunately, despite these adapted measures, signal stability
remained poor, with considerable signal loss persisting.

Increased Pulser Input Voltages

Following the exhaustive tests mentioned above, focus shifted to the pulser. Conse-
quently, the pulser input voltages (SET and RELEASE) were raised from 3.3 V to 5 V
to assess the stability of the pulser’s controller with increased input. Subsequently,
after the startup phase and optimisation, signal loss over 20 hours reduced to approx-
imately 30%. Although this improvement was noted, it failed to meet requirements
and was observed at a relatively low signal level, where less signal loss was antici-
pated. Nevertheless, this outcome underscored the significant influence of the pulser
on overall signal stability.

Pulser Tapering and Improved Detector Grounding

To evaluate the stability of the pulser output, an additional cable was introduced
at the extraction grid to measure the extraction grid response outside the vacuum
chamber during experiments. This increased the pulser response time due to added
capacitance, particularly doubling the fall time of the pulse. Notably, signal stability
was consistently observed over numerous hours when the pulser fall time was
extended (Figure 6.6 , top), indicating instability when the pulser triggers were faster.

Normal Pulser Behaviour and Improved Detector Grounding

Following enhancements in detector grounding and confirmation of pulser stability
under reduced speeds, the additional capacitance cable was removed, allowing the
pulser to operate at nominal speed. Results demonstrated relatively stable signal
behaviour even with the fast pulser (Figure 6.6 , middle), underscoring the importance
of detector grounding for signal stability.

Gold Coated Detector Housing

Subsequent to improvements in detector grounding, the significant impact of ground-
ing on signal stability became apparent. The initial detector housing, composed of
polyether ether ketone (PEEK) and coated with titanium, exhibited electrical proper-
ties unsuitable for effective grounding due to the formation of a titanium-oxide layer
akin to aluminium. Consequently, the detector housing was gold-coated (Figure 6.7).
Following these modifications, it became evident that the instrument, including gas
inlet and vacuum chamber pressure, required approximately 24 hours of stabilisation
before safe operation. Post-stabilisation, voltage optimisations were conducted, re-
sulting in signal stability with less than a 10% loss over 20 hours (Figure 6.6 , bottom).
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FIGURE 6.6: Maximum peak value of injected gas as function of time since the instrument was
started for measurements with a tapered pulser (top), normal pulser behaviour (middle) and
gold coated detector housing (bottom). The values are normalised to the first measurement
after the last optimisation of each experiment. The black vertical lines show instrument
voltage optimisations and the red and green vertical lines depict the start and the end of the
night mode, respectively. During the night mode, the backplane voltage was adjusted that no
ions pass through the reflectron to protect the detector from undesirable ageing.

6.3 Noise Analysis

Shielding and Filtering

Improvements in the shielding and filtering of LV and HV supply cables involved
the addition of aluminium tape around the cables, cable enclosure grounded by
ceramic capacitors, and implementation of RC filters where the cables pass through
feedthroughs. Examination of the initial portion of the spectrum, where the first
mass peaks (i.e., m/z 1 and 2) and most of the pulser noise are situated, revealed a
significant reduction in noise amplitude due to shielding and filtering, particularly
when combined (Figure 6.8). However, these measures inadvertently introduced
high-frequency noise, possibly originating from standing waves trapped in the over-
sized vacuum chamber. To mitigate this, a cage was installed atop the instrument
to attenuate standing waves in the chamber. While the cage reduced some high-
frequency noise, it also introduced additional noise at lower frequencies, as evident
from Figure 6.8.
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FIGURE 6.7: Full SHU prototype with prototype pulser and gold coated detector housing.

Moreover, only the measurement using the initial setup and the setup with the
shield alone displayed peaks at m/z 1 and 2, where hydrogen is expected (see grey
rectangles in Figure 6.8). However, this discrepancy may be attributed to the absence
of a bake-out procedure following the installation of the shield, which has resulted in
the retention of residual water and its fragments within the chamber. Nonetheless,
traces of H and H2 should still have been detectable in the subsequent configurations.

Comparison of noise levels across different filtering and shielding configurations,
the shielding cage for the vacuum chamber, and various pulser fall times at a later
spectrum stage (i.e., after the Ar and CO2 peaks at 7.5 µs after the pulse trigger)
revealed a consistent trend (Figure 6.9). Configurations incorporating shield and
filter systems exhibited the lowest noise levels. Additionally, the introduction of
the standing wave attenuation tent marginally decreased noise levels, contrasting
findings from Figure 6.8 but likely attributable to diminishing pulser noise influence
in later spectrum stages.

In conclusion, filtering and shielding of LV and HV cables are crucial, particularly
in reducing pulser noise influence. Thus, it has been determined that a suitable
filtering and shielding concept should be implemented for the flight model of the
SHU. The temporary cage aimed to address issues related to the oversized vacuum
chamber and will not be necessary with the implementation of a new, appropriately
sized chamber and the foreseen conductive cover around the SHU flight model.
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FIGURE 6.8: Signal count levels for different SHU measurement configurations for the
spectrum time of flight between 1 and 2 µs. Top: Full data, centred for normalisation reasons.
Bottom: Zoom to visualise smaller noise levels. The initial and the shielded and filtered setup
show peaks at m/z 1 and 2 for H and H2, not visible in the other configurations.
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FIGURE 6.9: Root mean square noise levels for different instrument configurations, including
filtering and shielding of LV and HV cables, a shielding cage for the vacuum chamber, and
different pulser fall times. The noise has been acquired for 0.5 µs, 7.5 µs after the pulse trigger
in the spectrum (i.e. after the Ar and CO2 peaks).
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6.4 Detector Behaviour

The MANiaC detector (WP211219A) underwent testing to assess its performance and
gain. Galactic Cosmic Rays (GCR) measurements were conducted with the detector at
various MCP voltages, each lasting 10 minutes. The number of analysed waveforms,
indicative of incoming particle frequency, the Full Width at Half Maximum (FWHM)
of pulses, and the MCP gain, were recorded for each MCP voltage (Table 6.2).

TABLE 6.2: Detector performance test results.

MCP Voltage
[V]

FWHM Time of
Pulses [ps]

Mean Signal
[mV]

MCP Gain
[-]

1620 184 1 1.26 · 104

1670 170 1 1.32 · 104

1720 220 1 2.48 · 104

1770 459 15 1.63 · 106

1820 786 23 2.49 · 106

1870 810 33 3.92 · 106

1920 984 51 6.33 · 106

1950 1030 60 7.95 · 106

The detector exhibited very low gain at MCP voltages below 1750 V, demonstrat-
ing proper functionality only at higher voltages. Beyond 1750 V, the detector gain
approached levels comparable to those achieved with the NIM FS detector (Föhn,
2021). However, the FWHM time of pulses, approximately 1 ns at higher MCP volt-
ages, suggests room for improvement through PCB design adjustments. Subsequent
detector tests with GCR measurements were performed after the detector accumu-
lated more than 1,000 hours of operation, revealing a tenfold decrease in detector
gain over this period, highlighting the importance of detector ageing (Figure 6.10).
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FIGURE 6.10: MCP gain as function of MCP voltage for detector WP211219A. Black circles
represent the detector gain values for the pristine MCP’s and the red stars show the gain after
more than 1’000 hours of operation.
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6.5 Mass Resolution Depending on Pulser Fall Time

The fall time of the pulser affects the speed at which ions are accelerated and directed
into the mass separation segment of the instrument. To manipulate the pulser fall
time, an additional measurement cable was introduced (Section 6.2). Two distinct
pulser fall times were employed: the nominal pulse fall time was 5.2 ns, whereas the
slower fall time was 10.9 ns. Figure 6.11 illustrates that mass resolution, expressed
as R = m/∆m, notably improves with a faster pulser fall time due to remarkably
narrower peak shapes (smaller ∆m). This improvement is particularly pronounced
for smaller masses and weaker signals. Hence, this demonstrates the importance of a
fast pulser fall time.

R = 760

R = 1130

R = 1100R = 720

R = 790

R = 450

+69%
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+43%

FIGURE 6.11: Mass peaks and respective mass resolution of m/z 16, 44, and 45 in spectra
acquired with the slow pulser (left) and the nominal pulser (right). The data has been filtered
with a Butterworth high-pass filter of third order and a cut-off frequency of 0.3 GHz. An
exponentially modified Gaussian (EMG) fit has then been applied to the filtered data as this
function showed the best performance for the peak shapes obtained with the SHU prototype.
The EMG fit is further explained in Stanic (2024).





Evaluation of NDG and
SHU Performance 7
Chapter 5 and Chapter 6 detailed the conducted experiments and presented their
results. This section summarises these findings and compares them with the instru-
ment requirements defined in Section 4.2.4 to evaluate the performance of both the
NDG and SHU.

7.1 NDG Performance

IR1-PRF-4: Temporal Resolution

MANiaC (SHU and NDG) shall achieve a temporal resolution of 0.05 s.

Spatial resolution during the closest approach should be on the order of the nu-
cleus diameter to study the spatial distribution of the volatiles in the coma. Assuming
a 4 km diameter object at a 80 km/s flyby velocity requires a 0.05 s time resolution.
Such a high measurement rate may also allow to distinguish the nominal coma from
possible dust impacts near closest approach. The resolution is defined by the read-out
electronics. The NDG continuously ionises the incoming molecules and the measure-
ment can be done as fast as one chooses the read-out electronics to work. Thus, 50 ms
is of no issue for the NDG and this requirement is fulfilled.

IR1-PRF-5: Stability

Relative abundances from MANiaC and total densities from NDG
shall be stable (within 10%) for 1 hour of operation.

The NDG data shown in Figure 7.1 represent the measured ion current from
starting the instrument and setting up the chamber pressure at time zero until 25 hours
later. The first few hours are not stable due to instrument heat-up and chamber
pressure instabilities during start up. By normalising to the chamber pressure and
only looking at the data acquired after 3.5 hours of the start-up, the ion current is
stable within ±10% for more than 20 hours (Figure 7.2). The total density is directly
correlated to the measured ion current and thus this requirement is fulfilled. However,
it also highlights that the NDG should be operated several hours before the actual
encounter to allow thermal stabilisation.
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FIGURE 7.1: Measured ion current (left y-axis, black) and pressure (right y-axis, red) as
function of experiment time with time zero when the instrument was started and the chamber
pressure was set.
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FIGURE 7.2: Ion current normalised to chamber pressure 3.5 hours after the start of the
operation. The grey zone represents the ±10% range of the measured ion current.

IR1-PRF-7: Detection Range NDG

The NDG shall detect pressures in the range between 10-5 – 10-11 mbar.

The experiments have measured pressures between 10-6 – 10-9 mbar. The repeata-
bility and linearity of the results is shown in Figure 5.2. Lower pressures were not
possible due to pumping limitations of the vacuum chamber. However, lower signals
could still be simulated and were accurately measured by reducing the emission
current and detuning the instrument voltages. Hence, if the read-out electronics is
sensitive enough, there should be no reason for the instrument not to work at the
lower requirement limit of the pressure of 10-11 mbar.
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IR1-PRF-8: NDG Density Measurement Accuracy

The NDG shall have an accuracy of 10% from 10-5 – 10-11 mbar within
1 – 10 s integration time.

The NDG antechamber density shall be known to 10% to obtain the total out-
gassing rate of the comet. This corresponds to a collected ion current accuracy of at
least 10%, e.g., 100 ± 10 fA to 100 ± 10 nA within 1 – 10 s integration time. Measure-
ments taken on different integration times show only a small variance less than 1% for
measurements taken at 20 pA ion current. There is not more uncertainty expected for
larger signals. However, for smaller signals down to 100 fA, the uncertainty largely
increases due to the signal noise of the electronics. For the lower current range of
the requirement, Figure 7.3 shows that the original data points measured with an
integration time of 20 ms are largely scattered around the prescribed 100 fA and are
not within the ±10% limits. However, when the data are integrated over 1 s or 10 s
the measurements are within the ±10% limits and this thus satisfies the requirement
on the density measurement accuracy.
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FIGURE 7.3: Ion current measurements for the 100 fA measurement level. Black points
represent the original data points, the red points are integrated over 1 s and the blue points
are integrated over 10 s. The grey zone represents the ±10% range of the measured ion
current.
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7.2 SHU Performance

IR1-PRF-1: Dynamic Range

MANiaC shall achieve ≥ 106 dynamic range.
Detection of all major and major minor species to the ‰-level w.r.t.
the dominant water peak.

Figure 7.4 , top shows a mass spectrum acquired with the SHU on March 2, 2023.
The chamber pressure was 1.20 · 10-6 mbar, and the chamber was not baked-out,
resulting in the water signal (m/z 18) being the most prominent. In Figure 7.4 , bottom,
the y-axis is zoomed in, and baseline removal has been applied to reveal smaller
peaks. The orange line indicates the ‰-level relative to the dominant water peak,
while the green line represents the 106 dynamic range. The species expected in a mass
spectrum of water are described in Table 7.1. Consequently, the major peak of H2O at
m/z 18 and the minor peaks at m/z 16, 17, 19, and 20 are all visible within the ‰-level
(Figure 7.4 , bottom).

Comparing the relative abundances from the NIST database with the SHU mea-
surements (Table 7.1) reveals that the relative abundances are of the same order of
magnitude for all m/z values, except for m/z 16. The significantly higher relative
abundance at m/z 16 may be due to background gas. Since no additional gas was
introduced into the chamber, only noise could be removed by background subtraction,
and the remaining background gas was still measured and could not be discerned
from the water signal. The excess of m/z 16 might thus be attributed to fragments of
O2 or CO2, both visible in the spectrum.

The D/H ratio in water can be determined through this measurement. As in-
dicated in Table 7.1, H2O shows a fragmentation into OH of 0.2212. Additionally,
the 16O/18O ratio is ascertained by the relative abundance values of m/z 18 and 20,
given that the abundance of D2O is negligible. Thus, 16O/18O equals 500, which
aligns closely with the terrestrial literature value of 499 (Meija et al., 2016). However,
the 16O/17O ratio cannot be determined because HDO, H2

17O, and H18O cannot be
distinguished by the SHU’s resolution. For the laboratory measurements, we assume
a terrestrial 16O/17O ratio of 2632 (Meija et al., 2016). It will also be necessary to
assume the 16O/17O ratio for the Comet Interceptor data.

Previous studies, such as Müller et al. (2022) and Schroeder et al. (2019), have
shown that the ratios of 16O/17O and 16O/18O have only been enriched by 11% in
comet 67P. This enrichment falls within the range of measurement uncertainties of
the SHU, justifying the assumption of the 16O/17O ratio. However, if the 16O/18O
ratio from the intercepted pristine comet significantly deviates, a more thorough
investigation will be necessary.

The relative abundance of m/z 19 compared to m/z 18 is calculated using the
formula 2 · (D/H) + 17O/16O + OH/H2O · 18O/16O, where the factor of two in
the D/H term accounts for the two possible placements of D in HDO. Employing a
terrestrial D/H value of 1.558·10-4 (Meija et al., 2016), a relative abundance of m/z 19
of 0.11 is obtained. Thus, the measured m/z 19 from Table 7.1 is slightly below the
theoretical value but remains within the same order of magnitude. The NIST values
for m/z 19 and 20 appear to be too high in light of these considerations, and this
discrepancy remains unresolved due to the lack of detail in the NIST documentation
regarding the methodology used to derive these values.
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The dynamic range level of 106 corresponds to the current noise level. There-
fore, the full dynamic range could not be resolved and the noise has to be reduced
significantly for the flight model.

In conclusion, the requirement IR1-PRF-1 was met with respect to detecting all
major and minor species to the ‰-level relative to the dominant water peak. However,
the dynamic range of 106 could not yet be achieved.

TABLE 7.1: H2O mass spectrum according to NIST (NIST Mass Spectrometry Data Center,
2023) compared to SHU measurement. The relative abundances are normalised to the main
peak at m/z 18. The values in the VSMOW column are calculated using VSMOW ratios for
the D/H, 16O/17O, and 16O/18O from Meija et al. (2016) and account for the fragmentation of
H2O to OH based on SHU measurements.

Mass [m/z] Molecule
Relative Abundance

NIST SHU VSMOW

16 O 0.90 2.98 N/A
17 OH 21.22 22.12 N/A
18 H2O 100.00 100.00 100.00
19 HDO, H2

17O & H18O 0.50 0.09 0.11
20 D2O & H2

18O 0.30 0.20 0.20
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FIGURE 7.4: Mass spectrum acquired with SHU. Panel a: Full mass spectrum acquired on
March 2, 2023 at a pressure of 1.20 · 10-6 mbar. The chamber was not baked-out for this test
such that a relatively high water signal was present. Panel b: Zoom of the mass spectrum
from panel a) after baseline removal, to remove undershoots after the large signals and to
show the peaks with low counts. The orange line presents the ‰-level with respect to the
dominant water peak. The green line represents the 106 dynamic range.
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IR1-PRF-2: Mass Resolution

MANiaC shall achieve a mass resolution of m/∆m = 800.
Target is a mass resolution of m/∆m = 1000.

From the mass spectrum of May 5, 2023 acquired at a pressure of 8.9 · 10-7 mbar,
the m/z 16, 44, and 45 have been analysed for their mass resolution (see Figure 6.11).
For m/z 16, the resolution is slightly below 800, however, this can be overcome by
using higher filament emission or MCP voltage. The changes needed would be
marginal as the achieved resolution nearly meets the requirement. For m/z 44 and 45,
the resolutions are clearly above target. The requirement IR1-PRF-2 is thus fulfilled.

IR1-PRF-3: Mass Range

MANiaC shall achieve a mass range 1 – 1000 m/z.

Xenon was the largest molecule measured until now. Thus the largest m/z mea-
sured was 136 (from 136Xe). Nevertheless, larger masses should not present a problem,
as the pulser timing for releasing and storing ions has been designed to accommodate
for masses up to m/z 1000. Hence, the requirement IR1-PRF-3 is fulfilled.

IR1-PRF-4: Temporal Resolution

MANiaC (SHU and NDG) shall achieve a temporal resolution of 0.05 s.

As in Section 7.1, a time resolution of 0.05 s is required. This resolution is defined
by the read-out electronics and the storage space. The SHU is pulsed by a 10 kHz
pulse and thus has a storage phase of 100 µs. Hence, 50 ms accounting for 500
individual extractions is of no issue for the SHU and this requirement is fulfilled.

IR1-PRF-5: Stability

Relative abundances from MANiaC and total densities from NDG
shall be stable (within 10%) for 1 hour of operation.

The flyby duration depends on the relative velocity and lasts from a few to several
hours around closest approach. For this time, the measurement has to be stable.
Several stability tests on the SHU showed that the instrument, the vacuum chamber
and the auxiliary gas inlet need to stabilise over several hours (i.e. around ten hours).
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After that the measured signal is relatively stable (Figure 7.5). A signal loss of less
than 20% has been observed over a time span of 20 hours. During 1 hour of operation,
as stated in the requirement, the signal is stable within less than 10%, considered
that the instrument has been warmed-up for around 10 hours before taking the
measurements. Therefore, this requirement is fulfilled.
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FIGURE 7.5: Relative peak height of the CO2 peak from starting up the instrument at time
zero for the measurement starting on May 1, 2023. The grey vertical lines represent voltage
optimisations on the instrument. The green vertical lines show where the voltage on the
reflectron backplane was changed to protect the detector during the night time and the blue
line marks when the reflectron backplane was set back to its nominal value. The line between
the data points is only for reader guidance, as there was no continuous data acquisition.

IR1-PRF-6: Detection Limit SHU

Species with an ambient density of 1000 cm-3 shall be detectable.

This requirement means that minor species with low abundances shall be detected.
As per Jones et al. (2022), H2O densities will have to be > 107 cm-3 to obtain the D/H
ratio. Using D/H ∼10-4 the amount of heavy water will be ∼103 cm-3 which drives
the detection limit. Currently, the instrument achieves a Signal-to-Noise (S/N) ratio
of ∼10’000 at a pressure of 1 · 10-6 mbar. The expected coma density is of the order
of 1 · 10-10 mbar. This means approximately 2.5 · 106 molecules cm-3. Assuming
linearity, the SHU would have a S/N of 1 at the expected coma density and thus
the detection of 2.5 · 106 molecules cm-3 would just not be possible. There are a few
possible improvements to overcome this issue:

• The detector voltage can be increased: Gain of a factor 10 possible (Fig-
ure 6.10).

• The filament emission can be increased: Gain of a factor 3 possible (Fig-
ure 7.6).

• The ram pressure in the antechamber dur-
ing the fly-by will increase the number of
molecules:

Gain of a factor 18 possible at a fly-
by velocity of 10 km/s (Figure 7.7).
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In total, the sensitivity can thus be improved by a factor of ∼540. Hence, this
would give a S/N of 1 for about 4’600 molecules cm-3. To ensure detectability the
lowering of the noise of a factor 5 is still required. This might be achieved by a more
compact model, especially regarding electronics and cabling of the instrument and
the associated grounding. To conclude, the requirement IR1-PRF-6 is not yet fulfilled,
but possible improvements are to be integrated when testing the next instrument
model.
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FIGURE 7.6: Relative change in peak signal as function of emission current for different
molecules normalised to the signal value at 100 µA emission.
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FIGURE 7.7: Density enhancement as function of fly-by velocity. The density inside the SHU’s
antechamber enhances by ∼18 for a fly-by velocity of 10 km/s which is the lower limit of the
mission definition (Rubin, 2021).
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7.3 Summary of Instrument Performance

The requirements discussed in Section 4 are mostly fulfilled by the MANiaC instru-
ments SHU and NDG (Table 7.2). The largest drawback is the noise in the SHU
measurements. The considerably large noise decreases the detection limit of the
SHU as well as the dynamic range. The level of the dynamic range of 106 represents
the current noise level. Thus, the full dynamic range could not be resolved and a
further reduction of noise by a factor of 5 is still required for the detection limit. A
more compact flight model, particularly in terms of the electronics and cabling of the
instrument, might be able to achieve this.

Note, that these measurements and their subsequent conclusions have been
taken with laboratory measurement devices which are highly reliable. Thus, the
measurement accuracy and noise levels needs to be checked again when the supply
and read-out electronics for the flight model are ready to be tested.

TABLE 7.2: Requirement and fulfilment overview.

Requirement
Fulfilled

SHU NDG

IR1-PRF-1: Dynamic Range ✓/✘ N/A
IR1-PRF-2: Mass Resolution ✓ N/A
IR1-PRF-3: Mass Range ✓ N/A
IR1-PRF-4: Temporal Resolution ✓ ✓

IR1-PRF-5: Stability ✓ ✓

IR1-PRF-6: Detection Limit SHU ✘ N/A
IR1-PRF-7: Detection Range NDG N/A ✓

IR1-PRF-8: NDG Density Measurement Accuracy N/A ✓





Summary and Outlook 8
This thesis is divided into two parts: the data analysis of ROSINA data from the
Rosetta mission, with two published papers, and the characterisation of the MANiaC
instrument for ESA’s future Comet Interceptor mission. Both missions focus on
studying specific comets. The Rosetta mission orbited comet 67P for more than
two years, providing unprecedented data about this comet. In contrast, the Comet
Interceptor mission aims to fly past a dynamically new comet, offering insights
into the composition and structure of a more pristine comet than the short-period
comet 67P. This thesis integrates both the scientific aspects of comet research with
the engineering challenges of developing an instrument for a comet mission. The
following sections summarise the results from the ROSINA data analysis and the
MANiaC calibration, along with ideas for future work in each area.

8.1 Rosetta/ROSINA Data Analysis

Two studies using Rosetta/ROSINA DFMS data were conducted as part of this thesis:
a study on isotope ratios in water and alkanes in comet 67P, and another study on
gas composition changes in the comet’s coma, which discussed outburst trigger
mechanisms. These studies are summarised in the following subsections and future
research ideas are suggested.

8.1.1 Isotope Ratios on Comet 67P

The study on isotopic ratios in water and alkanes (Section 3.1), published in Astronomy
and Astrophysics (Müller et al., 2022), demonstrates the independence of the D/H
ratio in water from factors such as heliocentric distance, cometary activity level,
or spacecraft location relative to the nucleus. This suggests a common origin for
the two lobes of comet 67P and indicates that its water originates from a relatively
uniform reservoir. Moreover, the elevated D/H ratios observed in alkanes, while
being consistent with those of other organic molecules found on different comets,
highlight the complexity of cometary organic chemistry. The relative stability of the
13C/12C ratio across various organic molecules on diverse comets further supports
our understanding of cometary organic composition.

To further validate the invariability of the D/H ratio in comets, additional mea-
surements from various comets and alternative approaches are necessary. Inves-
tigating the isotopic ratios of doubly deuterated alkanes or alkanes with two 13C
atoms presents an intriguing avenue, especially given the higher D/H ratio in doubly
deuterated water (HDO) compared to its singly deuterated counterpart (Altwegg
et al., 2017). Additionally, the consistent 13C/12C ratio across many organic molecules,
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except for H2CO (Altwegg et al., 2020), further warrants exploration. These investiga-
tions will deepen our understanding of cometary organic chemistry and the origins
of water and organic compounds in the Solar System.

8.1.2 Outburst Mechanisms on Comets

The extensive coverage of 67P’s outgassing by the Rosetta mission enabled a thorough
analysis of over 40 outburst events, revealing distinct compositions associated with
different triggering mechanisms (Section 3.2). Published in the Monthly Notices of
the Royal Astronomical Society (Müller et al., 2024), the study identified two primary
outburst mechanisms on comet 67P. Outbursts caused by landslides or cliff collapses
are likely water-driven, due to the exposure of fresh water ice on the surface near
the event source regions (e.g., Vincent et al., 2016, Pajola et al., 2017). In contrast,
eruptions during perihelion are characterised by increased highly volatile species,
particularly CO2, believed to originate from deeper subsurface pockets (e.g., Belton
et al., 2013, Agarwal et al., 2017, Bockelée-Morvan et al., 2022).

Unresolved questions remain, such as the correlation between dust and gas
components and the dependence of outburst triggers on heliocentric distance. The
emergence, size, and build-up time of subsurface pockets also require further study.
Addressing these questions necessitates multidisciplinary investigations, encompass-
ing laboratory experiments, simulations, observations, and space missions. Future
research may involve modelling to estimate the size and behaviour of subsurface
pockets, and laboratory techniques and experiments to create similar pockets in small,
comet-like, porous bodies. Adapting techniques used in Martian ice analogue experi-
ments (Portyankina et al., 2019) to comet analogues could provide further insights
into the mechanisms driving cometary outbursts.

8.2 MANiaC Calibration

Both prototypes of the neutral density gauge (NDG) and the time-of-flight mass
spectrometer (sensor head unit, SHU) of the MANiaC instrument suite were tested
and calibrated in the laboratory for this work. The results are summarised below.

8.2.1 NDG

The NDG underwent comprehensive static and dynamic measurements and calibra-
tions to assess its performance. Static measurements determined the instrument’s
sensitivity to pressure changes for several gases (Section 5.1.1), while dynamic mea-
surements validated the theory of pressure enhancement at various velocity levels
for both neutral (Section 5.1.3) and ionised (Section 5.1.4) species. The sensitivity
of the NDG is comparable to ROSINA/COPS from the Rosetta mission and the gas
dependence of sensitivity aligns with literature values. The dynamic measurements
with a neutral gas beam covered velocities below the anticipated fly-by velocity of
the Comet Interceptor mission, while the ion beam measurements covered the upper
range of possible fly-by velocities, showing close agreement with theoretical density
enhancements.

All instrument requirements for the NDG were met (Section 7.1). Furthermore,
measurements with the NDG-e FE (Section 5.1.2) confirmed effective operation and
data read-out at a femto-ampere level. These results suggest that the final imple-
mentation of the complete NDG in flight configuration should proceed smoothly.
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However, a calibration of the flight model is necessary to ensure comparable sen-
sitivity between the flight model and the prototype using the power supplies and
read-out electronics from the flight model.

8.2.2 SHU

A parameter study on various instrument voltages (Section 6.1) identified correlation
trends. Furthermore, the potential search space for the different voltages for signal
strength optimisations could be significantly reduced.

Overcoming initial instabilities in the SHU signal required significant effort, but
ultimately, stability requirements were met (Section 6.2). While all requirements
except the SHU detection limit and dynamic range were satisfied (Section 7.2), recom-
mendations to enhance detection sensitivity include increasing detector voltage and
filament emission, reducing noise through shorter cable connections, and minimising
external power supply and data acquisition system interference after assembly of the
flight model.

Future efforts for the SHU involve assembling and calibrating the instrument
flight model, using the data processing unit, read-out electronics, and associated
voltage and filtering boards. Although only laboratory electronics and power supplies
have been used thus far, the SHU prototype demonstrated satisfactory performance,
providing confidence in its functionality. Further calibration measurements with the
flight model and flight spare (twin instrument of the flight model that stays on Earth)
are necessary to determine fragmentation patterns for various molecules, instrument
sensitivity, signal-to-noise ratio, and establish optimal voltage settings. Additionally,
dynamic tests similar to those conducted for the NDG will be needed to understand
how fragmentation patterns and mass spectra change with different fly-by velocities.
While fragmentation pattern analysis can largely be conducted on the flight spare
post-flight model integration, significant work remains to ensure the SHU’s readiness
for space deployment.





129

Appendix:
Instrument Drawings A
A.1 Technical Drawing of the NDG
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FIGURE A.1: Technical drawing of the NDG.
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A.2 Technical Drawing of the SHU
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FIGURE A.2: Technical drawing of the SHU.
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Appendix: Pressure
Gauge Scale Factors B
Different gases have different ionisation probabilities. Hence, pressure gauge scale
factors are needed. They are usually normalised to N2. Table B.1 and Table B.2
present such scale factors for the most important calibration gases for the two different
pressure gauges used in this work (MKS Instruments Inc., 2020; Pfeiffer Vacuum
GmbH, 2005):

TABLE B.1: Scale factors to use with MKS Instruments ionisation pressure gauges.

Gas Scale Factor Gas Scale Factor

He 5.56 CO 9.52 · 10-1

Ne 3.33 H2O 8.93 · 10-1

H2 2.17 Ar 7.75 · 10-1

N2 1.00 CO2 7.04 · 10-1

Air 1.00 Kr 5.15 · 10-1

O2 9.90 · 10-1 Xe 3.48 · 10-1

TABLE B.2: Scale factors to use with Pfeiffer Vacuum ionisation pressure gauges.

Gas Scale Factor Gas Scale Factor

He 5.9 Xe 0.4
Ne 4.1 Kr 0.5
H2 2.4 Ar 0.8
Air (N2, O2, CO) 1.0
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