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Abstract

In both everyday life and business, a huge amount of data is generated,

underscoring the need for researching and developing efficient and accurate

methods to automatically process these massive amounts of data. The data

generated is often inherently complex, making traditional feature vectors

not well suited for data representation. Graphs provide a general and ver-

satile data representation that can be used to represent a wide range of

complex systems. In addition, a variety of graph-based pattern recognition

algorithms have been proposed in recent years, further strengthening this

approach.

One of the main challenges hindering the widespread use of graph-based

pattern recognition, is the expensive computation time required by most of

the graph-based algorithms. Although approximation algorithms have been

proposed for various tasks, the computation time remains a challenge, in

particular when the graph sizes increase. In this thesis, we aim to address

the problem of computation time by reducing the input size of the under-

lying graphs through an approximation of the data. In this particular case,

data approximation refers to reducing the size of a graph while maintaining

its essential properties. The major hypothesis of this thesis is as follows. As

the input problem is reduced, the overall computation cost of graph-based

pattern recognition algorithm should be reduced as well. The crucial ques-

tion is, of course, what happens to the accuracy of the respective methods

when they operate on reduced rather than on the original data.

In the present thesis, four graph reduction methods are introduced and

thoroughly evaluated in the context of graph-based pattern recognition.

The first technique is based on sampling the most important nodes within

a graph. To this end, centrality measures to compute scores for each node

are used. Next, one can remove a given percentage of the nodes with

iii
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the lowest scores to generate reduced versions of the graphs. The second

method is based on a spectral clustering algorithm of the graphs, which

identifies communities within a graph. Those communities are aggregated

into super-nodes, and the inter-community edges are aggregated into super-

edges to create reduced graphs. The third method uses a modified graph

neural network to learn the importance of each node in the graph from

the data. Based on these learned scores, the graph reduction method re-

moves the nodes with the least importance. The fourth method uses a

compression-based distance metric. In this approach, graphs are reduced

with a compression algorithm and a distance is derived out of this compres-

sion.

To evaluate the benefits and imitations of the four reduction methods,

we perform comprehensive empirical evaluations of all reduction methods

on different real-world datasets. In this context, we compare both their

classification accuracy and their computational efficiency with the results

obtained on the original graphs. A wide variety of graph classifiers are

used. In general, the evaluation confirms that even highly reduced graphs

maintain satisfactory classification accuracies and can significantly speed

up graph-based pattern recognition. Furthermore, we utilize the reduced

graphs in various novel graph matching frameworks with the general aim to

improve the overall classification accuracy, and we succeed in this endeavor

in several scenarios.
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Introduction 1
J’ai été élevé selon le principe que l’oisiveté est
mère de tous vices. Comme j’étais un enfant
pétris de vertu, je croyais tout ce qu’on me
disait, et je me suis ainsi doté d’une conscience
qui m’a contraint à peiner au travail toute ma
vie.

Éloge de l’oisiveté (1932), Bertrand Russell

Pattern Recognition is the ability to identify, analyze, and interpret

recurring patterns in data. This process happens both in the human brain

and through computer algorithms. For humans, it helps us navigate the

world, make sense of information, and learn new things. For computers, it

enables them to automate tasks, make predictions, and perform complex

analyses. Humans do it intuitively, while computers rely on algorithms to

identify patterns in data. Patterns can be simple, like the stripes on a

zebra, or complex, like the trends in the stock market.

The human brain is constantly engaged in pattern recognition and uses

it in our everyday life. For instance, when we meet a friend, our brain

compares the visual information with the facial patterns in our memory,

which enables recognition. Spoken and written words also follow patterns

(e.g., words, grammar or syntax), which our brain learns to decode. Even

when we are listening to music, our brain recognizes patterns of melody,

rhythm and harmony. These patterns help us to anticipate the notes or

beats that follow and give meaning to the music we hear. By analyzing

features and comparing them to known patterns, we can extract meaning

from data and make informed decisions.

As mentioned above, computers use algorithms to recognize patterns.

Pattern recognition algorithms can be used to automate tasks, make pre-

1
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dictions, and perform complex analyses. In general, pattern recognition

algorithms can be divided into different categories based on the way they

actually recognize the patterns. Some algorithms rely on a set of fine-tuned

features, while others rely on features learned directly from data. One of

the main advantages of computer algorithms over the human brain is their

ability to process large amounts of data, recognize hidden complex pat-

terns, and uncovering subtle trends humans might miss. Moreover, pattern

recognition algorithms can perform complex computations and repetitive

tasks both quickly and accurately, making them invaluable tools in various

research areas. Actually, automatic pattern recognition has proven to be

superior to manual analysis in many situations [1].

In areas where vast amounts of data are generated pattern recognition

algorithms are even more valuable. For instance, in a field such as bioin-

formatics, the advent of genome sequencing techniques has generated vast

amounts of data that can be used to describe complex life at the molecular

level [2]. This genetic data is important for advancing medical research and

understanding the complex interactions between genes in microbial commu-

nities. Similarly, the data-driven forecasting has also begun in the field of

weather forecasting. Modern satellite systems and complex networks of

sensors collect vast amounts of stratospheric data, including temperature,

humidity, and wind speed, giving meteorologists a better understanding of

weather patterns [3]. By analyzing this data, meteorologists can make more

accurate weather forecasts and predict long-term climate trends and poten-

tial natural disaster. However, the exponential growth of data brings with

it new challenges, ranging from the development of efficient management

and analysis tools to ethical implications in data use.

Pattern recognition has become one of the cornerstones of artificial intel-

ligence and its importance cannot be overestimated, as it allows machines to

efficiently recognize patterns and learn from large amounts of data. Pattern

recognition can be divided into two main approaches, each of which offers

different perspectives and has its own strengths and weaknesses depending

on the scenario. The first approach is statistical pattern recognition. This

approach analyzes the statistical properties of features in the data, such

as means, variances and co-occurrences. The statistical approach is char-

acterized by its ease of implementation and interpretation, its efficiency in

dealing with large data sets and its robustness to noise and data variabil-

ity. The second approach is structural pattern recognition, which focuses on

analyzing spatial or relational arrangements of data elements to describe

the data components. This approach has the advantage that it can de-
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scribe more complex data elements (including relationships). In addition,

structural shape recognition provides valuable information about the inter-

nal structure of shapes, which improves the understanding of complex data

models. In the remainder of the present thesis, we focus our attention on

structural pattern recognition.

Graph matching is an important part of structural pattern recogni-

tion, in which correspondences between graphs or graph-like structures (e.g.

trees) are compared and found. Graphs are mathematical representations of

nodes connected by edges and can be used to model a variety of structured

data, such as networks, molecular structures and relational databases. In

the context of pattern recognition, graph matching algorithms aim to rec-

ognize similarities and correspondences between (sub-)graphs, enabling, for

instance, pattern matching or relationship inference.

Over the last four decades, structural pattern recognition with graphs

has evolved significantly, leading to the development of various graph match-

ing algorithms [4; 5], graph kernels [6; 7], and graph neural networks [8; 9].

• Graph matching algorithms have evolved to accurate and efficient

methods for finding matches between graph components. Former

methods typically involved subgraph isomorphism [10] or graph

edit distance [11]. More, recent developments have led to the

emergence of spectral graph matching methods [12; 13; 14] and

approaches based on continuous optimization [15; 16; 17].

• Graph kernels aim to define similarity measures between graphs

by embedding them in high-dimensional feature spaces where con-

ventional machine learning algorithms can operate. Different type

of graph kernels have been proposed, including random walk ker-

nels [18], shortest-path kernels [19], or Weisfeiler-Lehman subtree

kernels [20], each describing a different aspect of graph structure

and topology.

• Graph neural networks have been shown to be an effective class of

models for learning representations of graph data. Graph neural

networks use the structure of a graph to send information mes-

sages between nodes, thus allowing to represent complex depen-

dencies and interactions in the graph. Architectures such as graph

convolutional network [21], graph attention network [22], and gated

graph recurrent network [23] have been proposed and have achieved

state-of-the-art performance on a variety of graph-based tasks.
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Graph matching algorithms, graph kernels and graph neural networks

have shown promising results in overcoming various challenges inherent to

structural pattern recognition. Their application span a wide range of fields,

including signature verification [24], biological network predictions [25], so-

cial network analysis [26], and others.

However, graph-based techniques in pattern recognition are still limited

in some cases due to expensive computational requirements. Actually, the

computational cost of pattern analysis and detection using graph-based

representation is high due to their ability to model complex structural

relationships. For instance, graph matching algorithms aim to find cor-

respondences between nodes and edges of different graphs, which can be

computationally expensive as the number of possible correspondences in-

creases exponentially depending on the size of the graph [27]. Similarly,

graph kernels compute pairwise similarities between graphs by embedding

them into higher dimensional feature spaces, which increases the compu-

tational requirements, especially for large graphs [7]. In addition, graph

neural networks have computational time issues as they iteratively pass

information between neighboring nodes. Especially for large, densely con-

nected graphs, this requires significant computational resources and time

for learning and evaluation [9]. As a result, the computational challenges

hinder the widespread use of graph-based methods in real-world applica-

tions.

To address the computational issues of graphs in pattern recogni-

tion, approximation techniques have been proposed for both graph match-

ing [11; 28] and graph kernels [29; 30]. Additionally, for graph neural net-

works more efficient training procedures have been researched [31]. How-

ever, working with large graphs remains a challenge even with these more

efficient algorithms.

A complementary strategy to improve the efficiency of graph-based pat-

tern recognition is to use simplified graphs. The simplification can be

achieved through graph reduction [32; 33; 34] and involves reducing the

number of nodes and edges in the graph. However, the main difficulty lies

in finding graph reduction techniques that preserves the main topology and

properties of the original graph [33]. There exists three major strategies to

perform graph reduction, namely graph summarization, graph coarsening,

and hierarchical graph reduction.

Graph summarization [32] is a graph reduction strategy that can be used

to discover complex patterns in graphs. Graph summarization methods

consist of selecting the most relevant nodes in the graph structure, and
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ultimately removing the nodes with the lowest importance in a sampling

strategy. Graph summarization eases the discovery of complex patterns

in structural data and is employed in a wide range of applications, such

as community detection [35], classification [36], and visualization [37].

Graph coarsening [33; 34] is the second prominent graph reduction

strategy. Graph coarsening methods consist of clustering nodes together

into super-nodes and aggregating the inter-cluster edges into super-edges.

That is, unlike graph summarization, graph coarsening techniques do not

remove nodes and/or edges while reducing the graphs, but rather merge

substructures. Graph coarsening methods have found application in ma-

chine learning, where coarsened graphs are used to speed up the training

of graph neural networks [33] or in electrical networks, where coarsening

techniques are used to obtain lower dimensional electrically equivalent cir-

cuits [38].

Hierarchical graph representation [39] is a third prominent graph re-

duction approach. This approach makes use of graph summarization and

graph coarsening methods to progressively reduce the original graphs as

the number of reduction levels increases. The key concept of hierarchical

graph representation methods is to construct a pyramid of subgraphs and

then use the subgraphs at the highest level to perform the graph matching.

For instance, in [40; 41], hierarchical representation for graphs is used in

a pattern recognition context. The authors propose to embed graphs into

a vector space and use a community detection method to find the nodes

to merge. Thereby, they create a representation that encodes the abstract

information while preserving the relationship with the initial graph.

In the present thesis, we propose and analyze various graph reduction

methods from both graph summarization and graph coarsening in the con-

text of structural pattern recognition. The main goal of the present thesis

is to generate reduced graphs that, when used with graph-based pattern

recognition methods (i.e., graph matching, graph kernels, or graph neural

networks), can maintain, or even outperform, the results achieved with the

original graphs. In order to verify whether we have achieved our goal, we

conduct thorough evaluations using datasets stemming from a wide range

of domains.

The remainder of the thesis is organized as follows. First, Chapter 2

outlines the theoretical background necessary to understand the details

of this thesis. Next, we present 28 graph datasets used throughout the

thesis in Chapter 3 (the graph datasets represent chemical compounds as

well as data from bioinformatics, computer vision, and social media net-
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works). In Chapter 4, we introduce a first graph reduction method that is

based on centrality measures. We also describe how the generated reduced

graphs can be employed for graph-based pattern recognition (this chapter

is the first major part of the present contribution and is is based on four

papers [42; 43; 44; 45]). Following this, in Chapter 5, we introduce and

analyze a novel graph reduction method that uses spectral clustering (this

chapter is based on one journal paper [46]). The final part of the thesis

is presented in Chapter 6, where we propose two further graph reduction

methods using graph neural networks and a compression based distance

metric (this chapter summarizes two preliminary papers [47; 48]). Finally,

Chapter 7 draws general conclusions and provides a thorough list of ideas

for future research activities.



Graph Based Pattern
Recognition 2

La crise est le moment où l’ancien ordre du
monde s’estompe et où le nouveau doit
s’imposer en dépit de toutes les résistances et de
toutes les contradictions. Cette phase de
transition est justement marquée par de
nombreuses erreurs et de nombreux tourments.

Cahiers de prison (1948), Antonio Gramsci

This chapter closely follows the theory and structure presented

in [11; 49]. It provides the essential theoretical foundation on which the

main contribution of this thesis is based (described in Chapters 4, 5 and 6)1.

The present chapter is structured as described in the following paragraph,

with a visual summary shown in Fig. 2.1.

First, Section 2.1 gives a basic overview of the essential theoretical foun-

dations of machine learning. Subsequently, the distinction between statis-

tical and structural learning is discussed in detail in Section 2.2. In par-

ticular, the focus is on graph data structures, as it is the main object of

investigation of the present thesis. A common task related to graphs, and

a prominent one addressed in this thesis, is to perform some kind of match-

ing between any two (sub)graphs. Therefore, in Section 2.3 the concept of

graph matching and the main differences between exact and inexact graph

matching are explained in detail. In Section 2.4, we present three families

of popular graph-based pattern recognition, namely Graph Edit Distance,

Graph Kernel, and Graph Neural Network. These three families of graph

algorithms are used in association with three classifiers to perform the final

classification (namely, a k-Nearest Neighbor classifier, a Support Vector Ma-

1It is important to note, however, that the present chapter does not describe a contri-
bution of the author.

7
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chine, and a Neural Network). Throughout the remainder of this thesis, all

of these graph classifiers play a pivotal role and serve as a verification proto-

col to evaluate the performance of the proposed graph reduction methods.

Finally, in Section 2.5, we introduce the general concept of graph reduc-

tion and explain the main challenges of graph reduction in the context of

pattern recognition.

Fig. 2.1: Diagram illustrating the organization of Chapter 2.
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2.1 Machine Learning

Machine Learning is a subfield of Artificial Intelligence that enables algo-

rithms to improve their performance in a data-driven manner. To be more

precise, the general machine learning process involves fitting mathemati-

cal models on data to identify patterns and, ultimately, to make accurate

predictions or decisions. Machine learning algorithms differ from other con-

ventional methods in that they do not rely on a rigid set of rules but on

learning patterns and relationships directly from data, allowing them to

improve their performance over time.

Standard machine learning algorithms operate in two main stages.

Fig. 2.22 illustrate those two key stages. First, machine learning algorithms

iteratively learn from the data in the training phase. In this phase, machine

learning algorithms are fed a large amount of data so that they learn to

recognize the relevant patterns in the data. Once the algorithm is trained,

it can be used in the inference phase, which involves making predictions or

decisions on previously unseen data.

(a) Training Phase

(b) Inference Phase

Fig. 2.2: (a) Training Phase: The machine learning algorithm processes the

training data to learn patterns and relationships within the dataset. (b)

Inference Phase: The trained model applies the learned knowledge to make

predictions on new, unseen data, proving its ability to generalize beyond

the training data.

2Image adapted from: https://developer-blogs.nvidia.com/wp-content/uploads/

2015/08/training_inference1.png

https://developer-blogs.nvidia.com/wp-content/uploads/2015/08/training_inference1.png
https://developer-blogs.nvidia.com/wp-content/uploads/2015/08/training_inference1.png
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2.1.1 Learning Paradigms

In machine learning, there exist many common learning paradigms. In the

following paragraphs, we describe those that are most commonly used.

Supervised learning algorithms are machine learning methods that

train on a set of labeled data, where each input has a known output. The

algorithm learns to predict the output for new inputs based on the patterns

it has learned from the training data. Formally, for a set of labeled data

D = {(x1, y1), ..., (xn, yn)}, where xi ∈ X represents the input and yi ∈ Y
the corresponding output, a supervised learning algorithm is a function f

with parameters θ that maps the input xi to a possible output yi.

Note that both the input and output spaces X and Y can belong to

any domain, e.g., these spaces can be continuous, discrete, or a graph space

(as used in the present thesis and formally defined in Section 2.2.3). The

objective of training a supervised learning algorithm is to find the optimal

values of the parameters θ that minimize the total loss over the entire

dataset.

Formally, we aim at optimizing

θ∗ = argmin
θ

n∑
i=1

L(f(xi; θ), yi) (2.1)

where L(·) is a loss function that measures the error between the pre-

dicted output f(xi; θ) = ŷi and the true output yi. The loss function is

typically chosen among convex functions so that the optimization problem

can be efficiently solved. The definition of the actual loss function may

vary according to the learning task in question (e.g., the loss can be the

Mean Square Error [50], or the Cross-Entropy [51], to name two prominent

examples).

Common examples of supervised learning algorithms include linear re-

gression [51], logistic regression [51], Bayesian decision [51], support vector

machines [51], and neural networks [52]. Each of these algorithms ap-

proaches the learning problem in a different way, but all use the basic

definition of supervised learning described above.

Unsupervised Learning involves discovering essential patterns, re-

lationships, and structures of the data without explicitly accessing the

true output. In this scenario, we have access to a given dataset D =

{x1, . . . , xn}, where each xi ∈ X represents a data point without corre-

sponding output yi. The main objective of an unsupervised learning algo-

rithm is to learn a function that captures the underlying structure of the



Graph Based Pattern Recognition 11

data. This includes, for instance, tasks such as learning the entire distribu-

tion that generated the data (e.g., by density estimation [53], or similar).

Another prominent task in unsupervised learning is dimensionality re-

duction [54], which involves transforming high-dimensional data points

xi ∈ Rn into lower-dimensional representations x̂i ∈ Rm using a trans-

formation function f : Rn → Rm with n > m. The aim of this mapping is

to accurately represent the data in the lower-dimensional space. That is,

dimensionality reduction methods generally aim to find a mapping f that

retains certain attributes of the data, such as distance or local neighborhood

structure, to ensure that the low-dimensional representation accurately cap-

tures the relevant information in the data.

A third fundamental task performed in an unsupervised setting is

data clustering [55; 56], which involves dividing data into groups, or

clusters, based on some similarity measure. Formally, given a dataset

D = {x1, . . . , xn}, the objective is to partition the data into k clusters,

denoted as C = {C1, . . . , Ck}, so that each cluster contains at least one

data point (non-empty clusters), no data point belongs to more than one

cluster (mutual exclusivity), and all data points belong to at least one clus-

ter (comprehensive coverage). Clustering algorithms attempt to minimize

a defined criterion (i.e. a predefined similarity measure) for points within

the same cluster (intra-cluster points), aiming for similarity of feature at-

tributes. At the same time, clusterings aim to maximize the criterion for

points in different clusters (inter-cluster points), which implies dissimilarity

in feature space.

There are different types of clustering algorithms available, includ-

ing centroid-based methods (e.g., K-means [55]), density-based methods

(e.g., DBSCAN [57]), and hierarchical methods (e.g., agglomerative clus-

tering [55]), each with its mathematical formulation and approach to data

partitioning.

Semi-supervised Learning tackles the challenge of data labeling, a

task known for its tedious nature [58]. It aims to extract features from the

data using a minimal set of labeled examples. Some semi-supervised learn-

ing methods use unsupervised information from the data to infer pseudo-

labels and thus augmenting the pool of labeled data in the dataset [59].

This is typically done in an iterative process. Initially, the unlabeled data

are pseudo-labeled, followed by an evaluation phase to assess the quality of

the labeling. This process is repeated, progressively refining the labels for

the unlabeled data, until a certain criterion is met.
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Reinforcement learning is a type of machine learning in which an

agent interacts with its environment [60]. This interaction involves the

agent performing actions and then receiving feedback based on these ac-

tions. More precisely, the agent performs actions, observes the environ-

ment’s response, and learns from its experiences to improve its policy,

which is a set of rules for selecting actions [60]. Reinforcement learning

algorithms typically use a trade-off between exploration and exploitation to

learn the optimal policy. Exploration involves trying out new actions to

learn more about the environment, while exploitation involves performing

the actions known to be most likely to lead to high rewards. In recent years,

many reinforcement learning techniques have been developed, including Q-

learning [61], Policy Iteration [62], and Deep Reinforcement Learning [63].

2.2 Statistical vs. Structural Pattern Recognition

The theory of machine learning provided in the previous section is, in gen-

eral, applicable to any data regardless of the actual representation formal-

ism. Machine learning methods are based on the principle of learning how

to match the data representation to the desired output. Nevertheless, data

representation is a key factor in the performance of any machine learning

algorithm. It is, therefore, essential to determine the appropriate data rep-

resentation for a given learning task. However, determining the optimal

representation is a difficult task, as it depends on the underlying problem.

The data representation for a given problem can be chosen at two different

levels.

The first level essentially determines the appropriate data structure for

modeling the problem at hand. The following subsections describe the

main data representations used in modern machine learning scenarios, viz.

statistical and structural approaches. Statistical methods (described in

Subsection 2.2.1) focus on modeling and classifying patterns in a statistical

domain (e.g., the real vector space Rn). Structural methods (described

in Subsection 2.2.2), particularly in the context of graph-based pattern

recognition, analyze the structural relationships between the components

of graphs.

The second level of data representation is that – once the data structure

is chosen – the representation is refined or transformed. This can be done

statically via a feature selection [64] process that iteratively refines the op-

timal features to be used for data representation. More advanced methods,
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such as deep learning [52], simultaneously learn data representation and

pattern recognition directly from raw data.

In the present thesis, we focus primarily on structural representations

(in particular, graph-based data structures) and present various novel ap-

proaches for graph refinement and graph reduction.

2.2.1 Statistical Pattern Recognition

Statistical pattern recognition relies heavily on probability theory and statis-

tics. It treats patterns as the results of random processes and aims to

model the underlying statistical distributions of the data [51]. In statis-

tical pattern recognition, data is generally represented as vectors in an

n-dimensional space Rn. Each dimension of this space corresponds to a

feature, or attribute, that characterizes the objects or entities under con-

sideration.

Representing data as feature vectors x ∈ Rn provides efficient mathe-

matical operations in a vector space and enables the use of a wide range of

algorithmic tools for statistical pattern recognition. For example, images

can be formally defined as a discrete grid of pixel vectors (for 2D images or

for 3D images like MRI scans). In this case, each pixel vector represents the

color (or the intensity) of a single pixel in the image. The matrix dimen-

sions correspond to the resolution of the image, and the number of columns

in the matrix corresponds to the number of color channels in the image.

This formal definition allows for the rigorous mathematical treatment of

images and underlies various techniques used in computer vision [65], and

related fields.

Representation as feature vectors, however, has two major limitations.

The first is that vectors, since they represent a predetermined set of fea-

tures, must have a constant length regardless of the size or complexity of the

data they represent. The second limitation is that vectors cannot easily de-

scribe binary, or higher-order, relationships that may exist between different

components of the underlying data. These drawbacks become significant

when dealing with data characterized by complex structural relationships

rather than a fixed set of features.

2.2.2 Structural Pattern Recognition

When the underlying data consists of both features and relationships that

might exist between different parts of the data, we consider this to be struc-
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tural pattern recognition. That is, structural pattern recognition highlights

relationships and structures within the data. It is therefore particularly

well-suited for applications where understanding the arrangement or rela-

tionships between components is essential [4; 5]. One of the best ways to

formalize such data is to use trees or, more generally, graphs.

A Tree is a hierarchical data structure made up of nodes and edges.

Each node can have zero or more child nodes, and each edge connects a

parent node to a child node. In case of a rooted tree, the root node is the

top-level node in the tree and has no parent nodes. The tree data structure

is a versatile tool for representing and organizing data in a hierarchical

form, enabling information to be retrieved, analyzed, and navigated effi-

ciently [66].

A Graph is a ubiquitous data structure that can be used to represent

a wide variety of problems. A graph is a mathematical structure used to

model pairwise relationships between a set of objects. Objects are typ-

ically represented by nodes, while the relations between them are then

represented by edges. This basic framework enables us to model complex

systems and capture complicated connections and dependencies between

different elements.

Graph-based pattern representation overcomes major limitations of fea-

ture vectors. That is, graphs can capture not only features but also binary

relationships and data arrangement. Moreover, they are not restricted to

a fixed size, allowing adaptation to the size and complexity of different

data objects. However, the use of graphs can lead to increased algorithmic

complexity compared to feature vectors – actually one of the major chal-

lenges in graph-based pattern recognition. Nevertheless, the flexibility and

expressive power of graphs make them an invaluable framework in pattern

recognition in many fields, from social networks analysis [26] to transporta-

tion system modeling [67], and from biological network predictions [25] to

recommendation systems [68].

2.2.3 Basic Definitions on Graphs

The present thesis is based on graph-based model representations3, so

graphs are the main data structure used in the remainder of this thesis.

3Different fields, such as Mathematics, network analysis, and pattern recognition, work
with graphs and often use similar terminology and definitions. In this work we adopt the

nomenclature of pattern recognition, i.e., entities are called nodes, while relationships

are called edges.
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In this section, we provide some basic definitions on graphs that are impor-

tant for the present research.

Definition 2.1 (Graph). A graph G is a four-tuple G = (V,E, µ, ν),

where

• V is the finite set of nodes,

• E ⊆ V × V is the set of edges,

• µ : V → LV is the node labeling function, and

• ν : E → LE is the edge labeling function.

In this definition, sets LV and LE represent the labels for the nodes and

edges, respectively. A node (and edge) labeling function µ : V 7→ LV (and

ν : E 7→ LE) is defined in the case of labeled nodes (and labeled edges).

For example, the label alphabets LV and LE for both nodes and edges can

be given by the set of integers L = {1, 2, 3, . . . }, the vector space L = Rn,

or a set of symbolic labels L = {α, β, γ, . . . }. Three graph examples are

displayed in Fig. 2.3.

(a) Unlabeled (b) Node labeled (c) Edge weighted

Fig. 2.3: Examples of different graph types (a) Unlabeled graph, (b) Node

labeled graph where each color represents a different node label, (c) Edge

weighted graph.

In some applications, it might be suitable to define empty “nodes”

and/or empty “edges”, both denoted by ε. The size of a graph G is typically

defined as the number of available nodes in G and is thus denoted by |V |.
Edges are given by pairs of nodes (vi, vj) ∈ V ×V . If the graph is directed,

an edge is defined as (vi, vj) ∈ E with a start node vi ∈ V and an end node

vj ∈ V . Otherwise, an edge is defined as (vi, vj) ∈ E ↔ (vj , vi) ∈ E in the

case of undirected graphs. The neighbors of a node v ∈ V are the nodes

that are directly connected to v by exactly one edge and the neighborhood
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of a node v is defined as N (v) = {u ∈ V : (v, u) ∈ E}, where (v, u) is an

edge in the undirected graph G.

In this thesis, we focus on simple, undirected graphs, that is, graphs

with at most one edge between pairs of nodes and no self-loops (i.e., edges

between a node and itself). Note, however, that the present research is in

general applicable to any kind of graph (i.e., directed, undirected, labeled,

unlabeled, etc.) For more information on the actual graph datasets used,

see Chapter 3.

Another important concept to consider is that of a subgraph. A subgraph

G′ is derived from a graph G by selectively removing certain nodes with

their connected edges, and potentially some additional edges from G.

Definition 2.2 (Subgraph). Let’s have two graphs G = (V,E, µ, ν) and

G′ = (V ′, E′, µ′, ν′). Graph G′ is a subgraph of G, denoted by G′ ⊆ G, if

(1) V ′ ⊆ V ,

(2) E′ ⊆ E,

(3) µ′(u) = µ(u) and ν′(e) = ν(e) for all u ∈ V ′ and for all e ∈ E′.

A walk w is any sequence of nodes v0, v1, . . . , vk such that (vi−1, vi) ∈ E

for all i = 1, . . . , k. The length of walk w corresponds to the number of edges

in w. A walk w is termed path p if vi ̸= vj for all i, j = 1, . . . , k with i ̸= j.

That is, a path is a walk with distinct nodes. A shortest-path pmin(vi, vj)

is the path of minimum length starting at node vi and ending at node vj .

A graph G = (V,E) is termed connected, if there exists at least one path

connecting every pair of nodes vi, vj ∈ V ×V . Otherwise, that is if at least

one pair of nodes vi, vj ∈ V × V exists that is not connected via a path,

G is called disconnected. Visual examples of these graph concepts can be

found in Fig. 2.4 (a) to (e).

The structure of a graph G = (V,E) is often encoded by means of the

adjacency, degree, or Laplacian matrix. The adjacency matrix A of a graph

G = (V,E) with n nodes V = {v1, . . . , vn} is an n × n matrix A = [aij ],

where

aij =

{
1, if (vi, vj) ∈ E

0, otherwise.
(2.2)

In the case of a simple, undirected graph, the adjacency matrix A is

symmetric and the diagonal entries are zero. The degree matrix D = [dij ]

of the same graph G = (V,E) is defined by
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(a) Walk (b) Path p(v2, v5)

(c) Shortest-path pmin(v2, v5) (d) Connected graph G1

(e) Disconnected graph G2

Fig. 2.4: Examples of different graph concepts: (a) Walk, (b) Path, (c)

Shortest-path, (d) Connected graph, and (e) Disconnected graph.
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dij =

{
deg(vi), if i = j

0, otherwise.
(2.3)

The Laplacian matrix L = [lij ] of the simple graph G = (V,E) is defined

element-wise as

lij =


deg(vi), if i = j

−1, if i ̸= j and vi is adjacent to vj

0, otherwise.

(2.4)

In Fig. 2.5, we illustrate an example of the adjacency matrix A, the

degree matrix D and the Laplacian matrix L for the connected graph G1

shown in Fig. 2.4 (d).

(a) Adjacency matrix A (b) Degree matrix D (c) Laplacian matrix L

Fig. 2.5: Examples of the different matrix representations of the connected

graph G1 in Fig. 2.4 (d): (a) Adjacency matrix, (b) Degree matrix, and

(c) Laplacian matrix

The graph domain G = {G(1), . . . , G(N)} is defined as a set of N graphs

contained in a given dataset. Assuming that N i.i.d. classified training

graphs D = {Gi, yi} ⊆ (G×Y), where G represents the graph graph domain

and Y the corresponding class label alphabet. The graph classification task

consists of learning a model f : G → Y that assigns a class label y ∈ Y to

any input graph G ∈ G.

2.3 Graph Matching

When working with graphs, it is essential to be familiar with graph match-

ing, especially when graphs have to be compared. Graph matching is the
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problem of finding a correspondence between two graphs. This basically

means finding a mapping between the nodes of two graphs that preserves –

more or less stringent – the underlying edge structure. Hence, graph match-

ing involves finding correspondences, or alignments, between the nodes and

edges of two or more graphs. The concept of graph matching finds appli-

cations in different fields, such as chemistry [69], computer vision [24], and

biology [25], where it is used to compare networks, recognize objects, or

analyze molecular structures. Efficient algorithms and techniques [20] are

used to meet the computational challenges of graph matching, making it an

important framework for obtaining meaningful information from complex

graph data.

Graph matching can be broadly categorized into two categories: exact

graph matching, which requires an exact one-to-one correspondence between

the nodes and edges, and inexact graph matching (also known as error-

tolerant graph matching), which allows for some degree of tolerance in the

correspondence found.

Several methods from inexact graph matching are relevant to this thesis.

For the sake of completeness, however, we also provide a concise overview

of three exact methods in Section 2.3.1. This includes graph isomorphism,

subgraph isomorphism, as well as the concept of maximum common sub-

graph. Following this, Subsection 2.3.2 delves into inexact graph matching,

providing general explanations of this concept. Last but not least, Sec-

tion 2.4 presents three graph-based classification schemes that are based on

three error-tolerant graph matching paradigms.

2.3.1 Exact Graph Matching

Exact graph matching involves determining whether two graphs, or parts

of them, are identical in terms of node and edge arrangement. Yet, the

way a graph is typically represented does not depend on a specific order

of its nodes. Hence, it is not possible to determine whether two graphs, G

and G′ are equal simply by comparing their respective adjacency matrices,

A and A′. Furthermore, it is not often practical to examine all possible

node arrangements in the adjacency matrix, as the number of possible

permutations increases factorially. For instance, in a simple graph G =

(V,E) with |V | = n, there are n! potential node permutations that would

need to be checked.

The identity of two graphs G and G′ is generally determined by finding

a graph isomorphism [10; 49], which is a function that maps the nodes of
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a source graph G to the nodes of the target graph G′ in such a way that

the adjacency relationship between the nodes is preserved.

Definition 2.3 (Graph Isomorphism). Assume that two graphs G =

(V,E, µ, ν) and G′ = (V ′, E′, µ′, ν′) are given. A graph isomorphism is a

bijective function f : V → V ′ satisfying

(1) µ(v) = µ′(f(v)) for all nodes v ∈ V

(2) for each edge e = (vi, vj) ∈ E, there exists an edge e′ =

(f(vi), f(vj)) ∈ E′ such that ν(e) = ν′(e′)

(3) for each edge e′ = (vi, vj) ∈ E′, there exists an edge e =

(f−1(vi), f
−1(vj)) ∈ E such that ν(e) = ν′(e′)

Two graphs G and G′ are called isomorphic if there exists an isomorphism

between them.

Based on the definition of graph isomorphism, it is clear that two iso-

morphic graphs G and G′ share the same structure and labels. The bi-

jective mapping must preserve edge connections and ensure consistency in

node and edge labels. A node v in graph G corresponds to f(v) in G′ only

if their labels are the same, denoted as µ(v) = µ′(f(v)). This applies to

edges as well, requiring that their labels remain identical after mapping,

i.e., ν((vi, vj)) = ν′(f(vi, vj)). Furthermore, connected nodes (vi, vj) ∈ E

must have corresponding connected nodes (f(vi), f(vj)) in E′.

Graph isomorphism is a difficult problem, and there is no polynomial-

time algorithm known [27]. In other words, there is no known way to

quickly determine whether two graphs are identical in terms of structure

and labels. Note that the graph isomorphism problem has not been demon-

strated to belong to the class P, and it stands as one of the most significant

decision problems for which it remains unproven whether it falls into P
or is NP-complete [70]. Strong assumptions suggest that it may not be

NP-complete, implying that there is no efficient algorithm to solve it and

checking if a given potential isomorphism is valid cannot be done efficiently

either [71].

The uncertain computational complexity makes the graph isomorphism

problem to a prominent open question in computational theory. However,

in practical pattern recognition scenarios, specialized algorithms have been

devised for certain types of graphs, offering manageable computation times.

These algorithms apply to trees [66; 72], bounded-valence graphs [73], or-

dered graphs [74], planar graphs [75], permutation graphs [76], and graphs
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with unique node labels [77; 78].

Subgraph isomorphism involves determining whether a given graph is

identically contained within another graph in such a way that the adjacency

relationship between the nodes of the smaller graph is preserved. In other

words, a subgraph isomorphism is a one-to-one correspondence between

the nodes of the first graph and the nodes of a subgraph of the other

graph, such that every edge in the subgraph has a corresponding edge in

the subgraph of the larger graph. Subgraph isomorphism is a more general

problem than graph isomorphism, because it allows for the second graph

to have additional nodes and edges.

Definition 2.4 (Subgraph Isomorphism). Let G = (V,E, µ, ν) and

G′ = (V ′, E′, µ′, ν′) be graphs. An injective function f : V → V ′ from

G to G′ is a subgraph isomorphism if there exists a subgraph G′′ ⊆ G′ such

that f is a graph isomorphism between G and G′′. The subgraph isomor-

phism is denoted as G ⊆ G′.

Subgraph isomorphism is computationally more complex than graph

isomorphism. It involves not only verifying if a permutation of graph G

matches graph G′, but also determining if G can be matched to any sub-

graph of G′ with a size equal to the number of nodes in G. Unlike graph

isomorphism, subgraph isomorphism is classified as NP-complete [27], sig-

nifying that it belongs to a set of computationally difficult problems for

which no known polynomial-time solution exists.

(a) Graph G (b) Graph G′ (c) Graph G′′

Fig. 2.6: Examples of both graph and subgraph isomorphism.

In Fig. 2.6 (a) and (b), there are two graphs G and G′. We observe

that G′ is isomorphic to G, which means that there exists a bijective map-

ping between the nodes of G and G′ that preserves the edges’ structure.
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Moreover, in Fig. 2.6 (c) there is a graph G′′, which is deemed subgraph

isomorphic to G. This means that G′′ contains a set of nodes and edges

that, when matched appropriately, can be superimposed onto G to form a

subgraph within G that preserves structural relationships.

The maximum common subgraph (MCS) problem is the problem of find-

ing the largest subgraph that is contained in both of two given graphs. This

subgraph must have the same structure and labels as the corresponding sub-

graphs in the two original graphs. The MCS problem is a generalization of

the graph isomorphism problem, which asks whether two graphs are iden-

tical in terms of structure and labels. The MCS problem is more general

because it allows for two graphs to have different sizes. Mathematically,

the MCS problem can be defined as follows.

Definition 2.5 (Maximum Common Subgraph). Given two graphs

G = (V,E) and G′ = (V ′, E′), the MCS problem is to find the largest

graph Gc = (Vc, Ec) that is subgraph isomorphic to both graphs G and G′.

The MCS problem is known to be NP-complete [27], which means that

finding the optimal solution may require exponential time in the worst case.

Therefore, heuristic and approximation algorithms are often employed in

practice [79].

2.3.2 Inexact (Error-tolerant) Graph Matching

Inexact (or error-tolerant) involves finding similarities between graph G

and G′, even if they do not match exactly. This is in contrast to exact

graph matching, which requires the two graphs to be identical in terms of

both structure and labels. Inexact graph matching takes into account the

fact that real data often contains errors in the translation from observation,

noise, or variations that prevent an exact match [80]. This principle allows a

degree of flexibility in graph matching and thus can often handle real-world

scenarios better than exact matching paradigms.

Through the years many methods have been proposed to perform in-

exact graph matching. In this section, we briefly review two prominent

families of inexact graph-matching techniques and we refer to [4; 5; 81] for

more extensive reviews on different graph-matching methods.

Spectral methods [14; 82; 83] is a first prominent class of error-tolerant

graph matching algorithms. These methods use the spectral properties of

graphs to match them. Spectral properties of graphs are captured by the
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eigenvalues and eigenvectors of the adjacency or Laplacian matrices. In [82],

the authors use spectral properties of the underlying structural matrices to

construct a vector space onto which the nodes of the graphs are embedded.

This vector space is then used to find potential matches. In [83] another

spectral graph matching algorithm is presented. This algorithm uses regu-

larized quadratic relaxation. It starts by forming a similarity matrix from

the spectral embeddings of the two graphs. This matrix then defines a

regularized quadratic program, which is subsequently solved to achieve the

graph matching. The authors of [14] introduce an error-tolerant graph

matching that relies upon spectral features that encode a graph as a bag

of partial node coverages.

A second prominent family of graph matching is Continuous Graph

Matching [15; 16; 17]. This alternative approach transforms the graph

matching problem, typically from a discrete optimization problem, into

a continuous, nonlinear optimization problem. Basically, this is achieved

by allowing the elements of a |V | × |V | permutation matrix P = (pij) to

take on continuous values between 0 and 1, rather than restricting them

to discrete {0, 1}-values. Given the assumption of continuity, continuous

optimization provides the opportunity to employ calculus-based techniques.

This enables the use of continuous, nonlinear optimization techniques (e.g.,

gradient descent methods [84] or interior-point methods [85]).

In [15], for instance, a novel binary linear programming approach is in-

troduced for exact Graph Edit Distance computation between graphs (see

Section 2.4.1 for details on the concept of Graph Edit Distance). The intro-

duced formulation is highly versatile and capable of handling both directed

and undirected labeled graphs. Additionally, a continuous relaxation of do-

main constraints provides an efficient lower-bound approximation of Graph

Edit Distance. The authors of [16] make the observation that in traditional

graph matching, only one-to-one node correspondences are considered. Yet,

in practical scenarios, perfect matches are often unattainable. It becomes

more important to explore many-to-many correspondences, where groups of

nodes in one graph correspond to clusters in the other. In [16] the many-to-

many graph matching is formulated as a discrete optimization problem and

they introduce an approximate algorithm based on a continuous relaxation

approach to tackle the combinatorial nature of the problem.

In [17], the authors prove that an exact solution of the indefinite relax-

ation typically leads to the optimal permutation, whereas a standard con-

vex relaxation tends to fall short. These findings imply that starting the

indefinite algorithm with the convex optimum could enhance practical per-
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formance. The authors experimentally confirm these theoretical insights,

showcasing superior results across both benchmark and real-world datasets.

The present thesis is based on three important paradigms of inexact

graph matching, namely Graph Edit Distance, Graph Kernel and Graph

Neural Networks. These concepts are therefore explained in detail in the

following three sections in conjunction with their corresponding classifica-

tion scheme.

2.4 Graph Classifiers

2.4.1 Distance-based Graph Classifier

The specific definition of a dissimilarity (or vice versa a similarity) measure

between two graphs depends on the problem at hand. A graph dissimilarity

measure can be based on various graph properties, such as the number of

common nodes, edges or subgraphs, as well as the node and edge labels, or

the topological structure. A general dissimilarity measure can be defined

by

d : G × G → R+, (2.5)

such that d(G,G′) quantifies the dissimilarity between G and G′.

Dissimilarity measures for graphs are often defined upon a found

graph matching. In the present thesis, we employ Graph Edit Distance

(GED) [86; 87] as basic graph dissimilarity paradigm. GED was proposed

in the early 1980s and can be interpreted as a standard dissimilarity mea-

sure for graphs. Its high degree of flexibility makes it easily applicable to a

broad range of problems and GED has gained interest in a broad range of

problems and applications [88; 89].

In contrast to other distance measures for graphs, GED provides more

information than merely a dissimilarity score. In its formal definition, it

computes an edit path which gives us the important interaction on how the

substructures of the graphs actually match with each other (e.g., [90; 91]).

The basic idea behind GED is to find the minimum amount of edit op-

erations required to transform graph G into graph G′. We represent the

three fundamental edit operations, which are widely used (namely, inser-

tion, deletion, and substitution), as follows:

• The substitution of two nodes v ∈ V and v′ ∈ V ′ is denoted as

(v → v′).
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• The deletion of node v ∈ V is expressed as (v → ε).

• The insertion of node v′ ∈ V ′is denoted (ε → v′).

A similar notation is used for the corresponding edge edit operations.

Definition 2.6 (Graph Edit Distance). The graph edit distance be-

tween source graph G = (V,E) and target graph G′ = (V ′, E′) is defined

by

GED(G,G′) = min
λ∈Λ(G,G′)

∑
ei∈λ

c(ei), (2.6)

where Λ(G,G′) denotes the set of all complete edit paths transforming G

into G′.

An edit path λ(G,G′) between G and G′ is a set {e1, . . . , ek} of k edit

operations ei that are necessary to convert a source graph G into a target

graph G′. With Λ(G,G′) we denote the set of all edit paths transforming

G into G′. A cost function c(ei) associated with each edit operation ei is

generally used to formalize the severity of operation ei. GED can now be

formally defined as follows.

The selection of edit costs c(ei) is a pivotal aspect of GED computations,

and it heavily relies on the nature of the specific application. For instance,

in the field of chemistry, where graphs represent molecular structures, the

costs could be determined by the intricacy of chemical transformations.

This might include operations like bond formation, cleavage, or the intro-

duction of new functional groups [92]. By customizing the edit costs to suit

the specific domain, GED becomes a powerful tool for accurately assessing

dissimilarities between graphs in a meaningful and contextually relevant

manner.

Exact solutions for the computation of graph edit distance GED(G,G′)

are often obtained with methods based on combinatorial search procedures

that possibly check all matches of all nodes of G to all nodes of G′. In these

formulations, GED searches the optimal edit path λmin ∈ Λ(G,G′) in the

set of all admissible edit paths Λ(G,G′). Due to the exponential number of

admissible edit paths, this type of computation of GED has an exponential

computational complexity.

The complexity of graph edit distance optimization is actually known

to be NP-complete for general graphs [27]. This, in general, hinders

its application to large-scale problems. However, in recent years several



26 Pattern Recognition on Reduced Graphs

approximate, or suboptimal, algorithms for GED problem have been pro-

posed [28; 93; 94]. These algorithms offer polynomial, rather than expo-

nential, run-times. Yet, in contrast to optimal algorithms for GED, subop-

timal algorithms do not guarantee to find the global minimum of the GED,

but only a local one.

In [11], a sub-optimal algorithm for GED (termed BP-GED) is pro-

posed. This algorithm approximates GED by solving a linear sum assign-

ment problem on graph nodes (including their local substructures). To this

end, graphs are specifically formatted and the optimal assignment of local

substructures is exploited for a fast approximation of GED. BP-GED is

based on a fast (optimal) optimization method that maps the nodes and

their local structure of one graph to the nodes and their local structure of

another graph. The BP-GED algorithm has cubic time complexity and is

a widely used method in the field of graph-based pattern recognition [95].

The traditional approach for distance-based graph classification is given

by the k-Nearest Neighbor (k-NN) algorithm. The k-NN algorithm is a

popular supervised machine learning technique that can be used for both

classification and regression tasks [51]. It operates on the principle of prox-

imity, where it predicts the target value of a given data point by considering

the k-nearest data points in the training set (in our specific case, the data

points are represented by means of graphs).

Formally, let us consider a supervised learning task with a training

dataset D consisting of n graphs, where each graph is represented as Gi ∈ G
with its corresponding target label yi ∈ Y. Given an unknown graph G,

k-NN identifies the k graphs in the training set that are closest to G ac-

cording to some chosen distance measure. These k data points are denoted

as Nk(G). For a classification task, the predicted class for G is determined

by a majority vote among the classes of its k-nearest neighbors:

y = argmax
c

∑
Gi∈Nk(G)

I(yi = c) (2.7)

where I is the indicator function and c represents the class labels.

The choice of using the k-NN algorithm in graph-based pattern recog-

nition is motivated by the fact that this particular algorithm relies directly

on a distance function, which can readily be defined in any graph domain

G (e.g., by means of GED in the context of this thesis).
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2.4.2 Kernel-based Graph Classifier

Graph Kernels [6] constitute another prominent family of graph classifica-

tion algorithms. Roughly speaking, a graph kernel is a measure of similarity

between graphs that compares their underlying structures. Kernels are of-

ten used to construct matrices, known as kernel matrices, where the (i, j)-th

entry represents the similarity between the i-th and j-th graphs. For these

matrices to be valid, they must be positive semi-definite. Specifically, a ker-

nel matrix K is positive semi-definite, if and only if, for any vector v ∈ Rn

(where n is the number of graphs), the following inequality holds:

vTKv ≥ 0. (2.8)

This property is essential because it guarantees that the kernel matrix

K encodes a valid notion of similarity between the graphs. Formally, a valid

graph kernel is a symmetric, positive semi-definite function κ : G × G → R
defined on the graph domain G.

The vast majority of graph kernels proposed in the literature are in-

stances of so-called convolution kernels [6]. Given two graphs G and G′,

the idea of the convolution framework is to decompose G and G′ into sub-

structures and evaluate a kernel between each pair of such substructures.

Using a convolution operation, these similarities are then turned into a ker-

nel function on the complete graphs. Prominent examples are, for instance,

walk kernels [30], cycle kernels [96], or subgraph kernels [97], to name just

three examples.

The power of the kernel framework (regardless of the graph kernel ac-

tually used) is based on the following observation. Given a graph kernel

κ, there exists a function ϕ : G → H mapping graphs from G to a Hilbert

spaceH such that κ(G,G′) = ⟨ϕ(G), ϕ(G′)⟩ for all G,G′ ∈ G. Thus, a graph
kernel computes an implicit embedding of the graphs in a Hilbert space H.

The shortcut for the computation of the dot product in an embedding space

H is known as kernel trick. The impact and practical relevance of the ker-

nel trick is large. In particular, any algorithm that can be reformulated

entirely in terms of dot products can be directly accessed via any graph

kernel. An abstract example of kernel trick usage is displayed in Fig. 2.74.

In the present thesis, we employ Support Vector Machines (SVMs) [98]

in combination with graph kernels for graph classification. SVMs are popu-

lar supervised machine learning algorithms, which construct a hyperplane,

4Image adapted from [49]
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Fig. 2.7: Explicit comparison between mapping G and G′ in a feature space

H using ϕ and the subsequent dot product induced by the shortcut kernel

trick.

or set of hyperplanes, in a high dimensional space, which can be used for

both regression or classification. The use of a graph kernel in conjunction

with SVM is motivated by the fact that with SVMs both training and clas-

sification can be entirely reformulated in terms of pairwise dot products.

Hence, the kernel trick is fully applicable and SVMs are able to handle

non-vectorial data by implicitly mapping the data into a high-dimensional

feature space H.

In the present thesis, we make use of two widely applied graph kernels,

viz. the Shortest-Path kernel [19] and the Weisfeiler-Lehman kernel [20],

which are briefly reviewed next.

Shortest-Path Kernel [19] consists of deriving a kernel κSP : G×G →
R based on both attributes and length of the shortest paths between pairs

of nodes (vi, vj) ∈ V × V in both graphs to be compared.

Formally, in order to compute κSP(G,G′) one first applies the so-called

Floyd-transformation [99] (see Alg. 1) on the underlying graphs G = (V,E)

and G′ = (V ′, E′) to obtain the corresponding shortest-path graphs S =

(V,ES) and S′ = (V ′, E′
S), respectively. The graphs S and S′ are weighted

versions of G and G′ such that they share the same node sets V and V ′.

Yet, in contrast to G, there is a weighted edge (vi, vj) ∈ ES , if and only

if, there exists a path in G, that actually connects nodes vi and vj . The

weight wij of edge (vi, vj) ∈ ES corresponds to the length of the shortest

path between nodes vi and vj . The same accounts for graph G′ = (V ′, E′)

and S′ = (V ′, E′
S), respectively.
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Algorithm 1: Floyd-Warshall

Input: Adjacency matrix A ∈ R|V |×|V | of graph G = (V,E)

1 Initialize D as empty 2-dimensional array

2 for i = 1, . . . , |V | do
3 for j = 1, . . . , |V | do
4 if A[i, j] == 1 and i ̸= j then

5 D[i, j] = ν((vi, vj))

6 else

7 if i == j then

8 D[i, j] = 0

9 else

10 D[i, j] = inf

11 end

12 end

13 end

14 end

15 for k = 1, . . . , |V | do
16 for i = 1, . . . , |V | do
17 for j = 1, . . . , |V | do
18 if D[i, k] +D[k, j] < D[i, j] then

19 D[i, j] = D[i, k] +D[k, j]

20 end

21 end

22 end

23 end

Output: Return D as ES

Given two graphs G and G′ and their corresponding Floyd-transformed

graphs S and S′, respectively, the shortest-path kernel is then defined by

κSP(G,G′) =
∑
e∈ES

∑
e′∈E′

s

κpath(e, e
′), (2.9)

where κpath is an edge path kernel defined as follows. Let us assume two

edges e = (vi, vj) ∈ ES and e′ = (v′i, v
′
j) ∈ E′

S are given, then κpath(e, e
′) is

defined as the product of node and edge kernels

κpath(e, e
′) = κnode(vi, v

′
i) · κnode(vj , v

′
j) · κedge(e, e

′).
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Here κnode(·) is a kernel for quantifying the node label similarity and

κedge(·) is a kernel to measure the similarity of the shortest-path distances

assigned to the edges, such that κedge((vi, vj), (v
′
i, v

′
j)) = 0 if d(vi, vj) = ∞

and/or d(v′i, v
′
j) = ∞

The complexity of the shortest-path graph kernel depends on the al-

gorithm used to compute the shortest-path between all pairs of nodes in

G. A common algorithm for this task is the Floyd-Warshall algorithm

(see Alg. 1), which has a time complexity of O(|V |3), where |V | is the

number of nodes in graph G. This is because in the Floyd-Warshall algo-

rithm the distance matrix d is updated |V | times, and each update requires

O(|V |2) operations. Another algorithm that can be used to compute the

shortest-path graph kernel is Dijkstra’s algorithm. Dijkstra’s algorithm has

a time complexity of O(|V | + |E|log(|V |)) and is typically faster than the

Floyd-Warshall algorithm for sparse graphs, but slower for dense graphs.

In practice, the shortest-path graph kernel can be computed efficiently for

graphs of moderate size.

Weisfeiler-Lehman Kernel [20] is a popular graph kernel with effi-

cient classification performance. This kernel works on top of a well-known

graph isomorphism algorithm, namely the Weisfeiler-Lehman graph iso-

morphism test. This test consists of an iterative method that produces a

canonical form for each graph. In each iteration, the current feature label

l of a given node vi is aggregated with the labels of all adjacent nodes and

replaced with a new compressed label. The Weisfeiler-Lehman test per-

forms h iterations over the graph. If the canonical forms of the underlying

graphs do not match after h iterations, then the two graphs in question

can not be isomorphic. However, if the canonical forms do match, it is

not yet clear whether or not the two graphs are isomorphic as two non-

isomorphic graphs can end up with the same canonical form during the

Weisfeiler-Lehman procedure.

The basic idea of the Weisfeiler-Lehman graph kernel is to compute the

above-described procedure h ≥ 0 times. In each iteration i, one computes

a feature vector ϕi(G) for each graph G, which is formally defined as

ϕi(G) = (ci(G, σi1), . . . , ci(G, σi|Σi|)). (2.10)

Here, Σi is the set of aggregated node features of G and G′ and ci :

G ×Σi → N corresponds to the number of occurrences of the updated label

l at iteration i. The h-Weisfeiler-Lehman kernel is then formally defined as

κh-WL(G,G′) = ⟨ϕh-WL(G), ϕh-WL(G
′)⟩, (2.11)
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where ϕh-WL(G) is the sequence of feature vectors of all h iterations,

i.e., ϕh-WL(G) = (ϕ0(G), ϕ1(G), . . . , ϕh(G)), and ⟨·, ·⟩ denotes the standard

dot product.

The complexity of the Weisfeiler-Lehman graph kernel can be broken

down into three steps, which are repeated h times.

(1) The sorting step, where each node v is represented as a list Lv of

its neighbors, has a complexity of O(|E|).
(2) During the compression step, each list Lv is compressed into a hash

value (also complexity of O(|E|)).
(3) Finally, the relabeling step, relabel the node v with the previously

computed hash value as its new node label. The complexity of this

step is O(|V |).

Thus, we can observe that for a given pair5 of graphs the runtime com-

plexity is O(|E|h).

2.4.3 Neural Network-based Graph Classifier

Graph Neural Networks (GNNs) [8; 9; 100] are a type of deep learning

method that is specifically designed to work with graph-based data. At a

high level, GNNs learn representations for each node in a graph based on

their local neighborhood structure. This is done by exchanging information

between neighboring nodes in the graph in a way similar to dissemination

of information in a social network. This allows GNNs to capture important

local patterns and relationships in the graph, while also leveraging the

overall structure of the graph to make predictions.

The typical architecture of a GNN consists of several layers of com-

putation, each of which typically contains a message-passing mechanism,

aggregation functions, and learnable parameters. In a GNN, the represen-

tation of a node v is updated on the basis of information collected from

its neighbors. In the message-passing step, each node in the graph sends

a message to its neighboring nodes, based on its current feature represen-

tation. These messages are then aggregated and transformed into a new

representation for each node. This is done using the following equation:

h(t+1)
v = UPDATE

(
h(t)
v ,AGGREGATE

(
{h(t)

u : u ∈ N (v)}
))

(2.12)

5Remark that, in general, |V | ≪ |E|
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Here, h
(t)
v represents the representation of node v in the t-th layer. N (v)

denotes the set of neighbors of node v. The function AGGREGATE com-

bines the information from the neighbors. The function UPDATE combines

the current node representation with the received aggregated messages.

The AGGREGATE function can be any type of function that is inde-

pendent of the order it receives the information from the neighboring nodes.

The AGGREGATE function is typically a sum, a mean, or a max function.

However, other methods involving more advanced functions were also pro-

posed, e.g., DiffPool [101] or SortPool [102], to name just two examples.

In the node update step, each node combines its new representation

with its old representation, using a neural network to compute a new feature

vector. The specific form of the update function depends on the architecture

and design of the GNN. It typically involves a learnable transformation

that combines the node’s current representation with the messages received.

This transformation may include parameters such as weights and biases,

which are learned during the learning process. This new feature vector is

then passed on to the next GNN layer or used to make predictions.

There are different variations of GNNs available (for a thorough re-

view of GNN models we refer to [9]). The Graph Convolutional Net-

work (GCN) [21] is a widely used baseline model in GNNs. It incorporates

the symmetric-normalized aggregation technique along with the self-loop

update strategy. These choices in aggregation and update mechanisms

play a critical role in the model’s ability to effectively propagate infor-

mation across the nodes of the graph, which ultimately contributes to its

performance in tasks involving graph data.

Graph Attention Network (GAT) is another variant of a GNN [22]. GAT

introduces a novel neural architecture for processing graph-structured data.

GAT use masked self-attentional layers, overcoming the limitations of pre-

vious methods based on graph convolutions. This allows nodes to assign

varying weights to their neighbors’ features without expensive operations

or prior knowledge of the graph structure.

In [103], Graph WaveNet is introduced as a novel graph neural network

architecture designed for spatial-temporal graph modeling. It incorporates

an adaptive dependency matrix, learned through node embedding, to ac-

curately capture hidden spatial dependencies. The model also employs a

stacked dilated 1D convolution component with an exponentially expanding

receptive field to handle long sequences.

The authors of [104] propose a graph transformer with two specific fea-
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tures. First, an attention mechanism based on neighborhood connectivity

and second, positional encoding using Laplacian eigenvectors. Addition-

ally, they proposed to substitute the layer normalization with batch nor-

malization for enhanced training speed and generalization, and extend the

architecture to incorporate edge feature representation.

In [105], a graph similarity metric is directly computed by means of

a GNN. It uses a message-passing neural network to capture the graph

structure and employs a siamese network approach to learn the similarity

metric.

In the present thesis, we make use of the Deep Graph Convolutional

Neural Network (DGCNN) [102]. This architecture consists of three con-

secutive stages. First, graph convolutional layers are used to extract local

substructure features of the nodes and establish a consistent node ordering.

Second, a SortPooling layer arranges the node features in the established

order and standardizes input sizes. Third, traditional convolutional and

dense layers are utilized to process the sorted graph representations and

generate the final classification. The time complexity of this specific GNN

is O(|E|), so it depends on the sparsity of graphs involved in the training

process [9].

2.5 Graph Reduction

The expansion of computing resources has enabled the generation of vast

amounts of data. This in turn evoked the need for efficient and reliable

methods to summarize and simplify data in order to extract meaningful

insights from it. Although data reduction methods on statistical data have

been extensively studied, it is only recently that researchers started to focus

on structural data reduction [32], i.e., reduction of graphs.

Graph reduction methods offer many benefits. First, by generating

smaller summaries through graph reduction methods, the storage space re-

quired can be significantly reduced compared to the original graphs. This

is especially useful when dealing with large-scale graphs (e.g., graphs repre-

senting social media networks with billions of users). Second, graph reduc-

tion methods can help filter out this noise and retain only the ”essential”

information. This is also highly beneficial as the underlying data often

contains noise from collection and transcription errors, including erroneous

nodes and edges hidden from the human eye. In addition, graph reduc-

tion methods can help to speed up graph matching algorithms, thereby
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addressing one of the main problems described in Section 2.4, namely high

computation cost. That is, graph reduction methods typically generate

smaller graphs while preserving relevant information, which supports fast

and efficient analysis by means of graph matching algorithms.

The concept of graph reduction lacks a widely accepted definition as it

is, in general, context-dependent and can be defined differently depending

on the actual goal. One can define graph reduction, for instance, to preserve

specific structural patterns or to focus on maintaining given distributions

of graph properties (e.g., the degree distribution or the diameter to name

two examples).

This lack of a generally applicable definition poses three major chal-

lenges. First, the inherent structural complexity of graph data makes it

often complex to partition and parallelize operations due to many interac-

tions between nodes. Second, since graph reduction method aim to extract

interesting information, determining what is considered interesting is sub-

jective and requires expert knowledge and user preferences. Moreover, the

distinction between interesting and uninteresting information is difficult to

make in practice and often involves a trade-off between time, space, and

preserved information in the reduced graph. Third, since graph reduction

methods depend on the specifics of the problem, there is no universal way

to evaluate the effectiveness of graph reduction methods. For instance, in a

database context, a reduction method may be considered successful if the

data retrieved from queries are highly accurate. In the context of graph

matching, however, the effectiveness of the reduction method would be bet-

ter assessed based on the similarity of graph distances obtained from the

reduced graphs compared to those obtained from the original graphs.

This particular lack of a universal benchmark emphasizes the need to

carefully consider the context and specific goals when evaluating the effec-

tiveness of graph reduction techniques. In this thesis, our main goal is to

reduce the size of the graphs in order to speed up standard graph matching

algorithms. Consequently, our goal is to ensure that these algorithms main-

tain the same level of accuracy whether they are applied on the reduced or

original graphs. Hence, we define the classification accuracy obtained using

reduced graphs as one of the main criteria of our evaluations (alongside

the runtime). That is, the classification task is used as a proxy-task for

assessing the effectiveness of the proposed graph reduction methods.

The basic hypothesis underlying this approach is that if graph matching

algorithms achieve comparable (or even better) classification accuracies on

reduced graphs compared to the one achieved on the original graphs, then
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the reduction methods is considered successful and can leverage the ”most

important” information out of the original graphs.

Fig. 2.8: General framework for graph reduction6

Despite that no universal definition of graph reduction is available, we

choose to base our research on the following generic definition for graph

reduction. Graph reduction is defined as the process of finding a graph

of smaller size while preserving key information. Formally, given a graph

G = (V,E), the goal is to find a smaller graph Gr = (Vr, Er) with |Vr|
nodes and |Er| edges, where |Vr| < |V | and/or |Er| < |E|, which is a

good approximation of G in some sense [33]. In other words, this definition

requires a reduction algorithm that takes a graph as input and produces a

smaller graph in terms of nodes and/or edges (see Fig. 2.8). The reduced

graph domain Gr = {G(1)
r , . . . , G

(N)
r } is obtained from the original graph

domain G by reducing all graphs G ∈ G according to the defined reduction

method.

The following three subsections describe the three main graph re-

duction strategies used throughout this thesis, viz. graph summarization,

graph coarsening, and hierarchical graph reduction. Graph summariza-

tion methods (described in Subsection 2.5.1) reduce the graphs by sam-

pling the most influential nodes. Graph coarsening methods (described

in Subsection 2.5.2) reduce the graphs by aggregating nodes together into

super-nodes. Hierarchical graph reduction methods (described in Subsec-

6Image adapted from [34]
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tion 2.5.3) leverage the other two reduction strategies to create a pyramid

of reduced graphs at different levels of reduction.

2.5.1 Graph Summarization

A prominent graph reduction strategy is graph summarization [32]. Graph

summarization eases the discovery of complex patterns in structural data

and is employed in a wide range of applications, such as community detec-

tion [35], classification [36], and visualization [37].

Graph summarization is based on a graph approximation that retains

only a subset of the most important nodes and edges based on specific cri-

teria. The selection of the most relevant nodes and/or edges in the graph

structure is accomplished by first quantifying the importance or relevance

of each node and/or edge within the graph. Eventually, the nodes and/or

edges with the least importance or relevance are omitted leading to a re-

duced graph via a sampling strategy. We present an illustrative example

for graph summarization in Fig. 2.9.

Graph summarization methods include, for instance, methods that sam-

ple nodes based on their in- or out- degree or spanning tree substructures,

as well as methods that sample edges based on their weights or their ef-

fective resistance [106]. Additionally, those methods aim to maintain cuts

and the graph spectrum up to some multiplicative error [107] or the node

reachability [108]. In [109], for instance, the graph spectrum of reduced

graphs is approximated to match the spectrum of the original graphs by

first extracting sparse subgraphs via a spanning tree algorithm and then

iteratively retrieving some edges that do not appear in the tree.

Another approach to graph summarization is based on bit-

compressions [32]. This approach aims to minimize the number of bits

required to represent the input graph through its reduced version. Some

bit-compression based methods are lossless, allowing perfect reconstruction

of the original graph from its reduced version, For instance, the authors

of [110] demonstrate that web graphs are compressible down to almost two

bits per edge. Other compression methods are lossy compromising some de-

tails in the reconstruction process to save more space. For instance, in [111],

a lossy graph compression method is introduced with the aim to preserve

the communities in social networks.

Note that, in general graph reduction methods aim at obtaining sparse

subgraphs that approximate the characteristics of the original graphs (e.g.,

the distribution of the connected components size or community structure)
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and not on identifying patterns that summarize the input graph to improve

user understanding [32]. While sampling nodes and/or edges can approxi-

mate certain graph properties with theoretical guarantees [112], it has the

major limitation that it cannot detect complex graph structures and often

focuses on individual nodes and/or edges rather than on collective patterns.

Fig. 2.9: Illustrative example of graph summarization: In the left part,

nodes with the least score are highlighted in red. In the right part, nodes

with the least score are omitted in the reduced version.

2.5.2 Graph Coarsening

The selection of nodes and/or edges that are eventually deleted, as proposed

in graph summarization, ultimately leads to a loss of some information.

Graph coarsening methods are an alternative to graph summarization that

aim at maintaining as much information as possible during the graph reduc-

tion process. Graph coarsening involves grouping and aggregating nodes

and/or edges into super-nodes and/or super-edges. Different approaches

are possible to group and aggregate nodes and/or edges, namely node clus-

tering methods and node aggregation methods. An illustrative example of

graph coarsening is presented in Fig. 2.10.

For instance, node clustering methods use graph clustering algorithms

for aggregation. Graph clustering methods usually aim to find a grouping

of the nodes into clusters such that the number of cross-cluster edges is

minimized. A reduced version of the input graph can then be obtained by

mapping all the nodes that belong to the same cluster into a super-node and

connecting them with super-edges. The weight of those super-edges can be

determined by the sum of the cross-cluster edges. For instance, in [113], a

graph coarsening method is proposed where clusters with high intra-cluster
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edge densities and relatively low inter-cluster edge densities are first found

and then grouped into super-nodes. The authors of [114] introduce SNAP,

a graph coarsening method that is used to analyze social media networks.

SNAP produces a reduced graph where every node inside a super-node has

the same values for selected attributes and is adjacent with similar selected

relation. In [33], spectral coarsening methods are reviewed and evaluated

in order to speed up graph neural network training.

Node aggregation methods use a recursive process of aggregating nodes

into super-nodes connected with super-edges. The aggregation is typically

based on an optimization of the specific problem at hand. In [115], for

instance, biological graphs are coarsened into smaller and more compre-

hensible versions of the graphs, where the nodes represent entire patterns

of the original graphs. The authors of [38] use graph coarsening methods

in electrical networks to obtain lower dimensional, yet electrically equiva-

lent, circuits. In [116], graphs are reduced by merging nodes with similar

relationships to minimize the approximation error of edge weights and to

maximize the compression.

Fig. 2.10: Illustrative example of graph coarsening. In the left part, the

different cluster of nodes are highlighted in different colors. In the right

part, the nodes belonging to the same cluster are aggregated into super-

nodes.

2.5.3 Hierarchical Graph Reduction

A third prominent graph reduction approach is hierarchical graph represen-

tation [39]. This approach can be used with both of the previously reviewed
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graph summarization and graph coarsening methods.

The basic idea of hierarchical graph representations is to progressively

reduce the original graphs as the number of reduction levels increases. The

key concept of hierarchical graph representation methods is to construct a

pyramid of subgraphs and then use the subgraphs at the highest level to

perform the graph matching. In this way, only the most abstract versions of

the graphs remain at the top level, simplifying the processing and analysis of

complex structural data. We present an illustrative example of hierarchical

graph representation in Fig. 2.11

Fig. 2.11: Illustrative example of hierarchical graph representation, where

the graph G is progressively reduced as the level of reduction Hi increases

(i = 1, . . . , k).

Originally, hierarchical graph representations are proposed in the field

of Computer Vision [117; 118]. The basic idea is to represent an image

in a multiresolution pyramid where level 0 is the original image and the

upper levels are aggregations of the pixels of the previous levels. In the

multilevel representation, each level represents different semantic proper-

ties like texture or color [117]. This representation can then be used, for

instance, to find boundaries between regions in an image. Following that

idea, in [119], the authors use hierarchical representations in conjunction

with graph data structures. The idea is to create a hierarchy based on the

community compression of the previous levels.

In [120], for instance, the authors use the Fiedler vector to decompose

a graph in a stable way. Based on this decomposition, a hierarchical graph

simplification process is proposed in which each neighborhood is represented
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by a node and connected by edges if there is at least one edge between their

common neighborhood. In [40; 41], hierarchical representation for graphs

is used in a pattern recognition context. The authors propose to embed

graphs into a vector space and use a community detection method to find

the nodes to merge. Thereby, they create a representation that encodes

the abstract information while preserving the relationship with the initial

graph. In [121], a coarse-to-fine graph matching strategy is proposed. The

idea is to represent graphs as a pyramid where the lower levels contain

the coarse information of the graphs and the upper levels contain more

fine information. Then the authors perform the graph comparison in a

coarse-to-fine fashion.
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Quand les choses sont connues, ne dirait-on pas
qu’elles ne sont que mieux cachées.

La commune (1898), Louise Michel

According to recent studies, the machine learning and pattern recogni-

tion community has expressed concerns about several methodological issues

in research. These include, for example, the replicability crisis, whereby

previously published results cannot be replicated [122]. Other problems

include biased results [123] and models that cannot handle real-world sce-

narios due to too small datasets or a lack of diversity [124].

In summary, poor research practices, such as unclear experimental se-

tups, non-reproducible results, and inappropriate model comparisons, pre-

vent consistent evaluation of machine learning and pattern recognition

methods and require concerted efforts to prevent their use.

To address the challenge of inadequate model comparisons, the use of

standardized datasets with rigorous experimental designs is a common ap-

proach [125]. In the present thesis, we apply this strategy using different

graph datasets from various domains for graph classification tasks.

The present chapter consists of two major parts. First, we present a

comprehensive list of 28 graph datasets, including both node-labeled and

unlabeled datasets. For each dataset, we detail its source along a visual plot

of the graph for each class and with some key metrics. These metrics are

organized as tables, and they include the number of graphs per dataset, the

number of classes, the proportion of each class, the minimum, average, and

maximum number of nodes and edges per graph, as well as the average node

degree and edge density per graph. The datasets presented are pulled from

a diverse range of domains such as chemistry (Section 3.1), bioinformatics

(Section 3.2), computer vision (Section 3.3), and social network analysis

41
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(Section 3.4).

The second part of the chapter consists of an analysis of the three graph-

based pattern recognition techniques, presented in Section 2.4, which are

Graph Edit Distance, Graph Kernel, and Graph Neural Network in conjunc-

tion with standard classifiers (such as k-NN, SVM or Neural Networks),

which in turn are widely used in academic and applied research.

In particular, the experiments aim to determine which information is

most important in the graph structure i.e., structure, labels, or both. For

this purpose, we test the three classification paradigms in three different

configurations:

• A classifier that has access to the original graphs

• A classifiers that has access to the original graphs without labels

• A classifier that has access to a feature vector that aggregates all

labels of the graphs

The third configuration can be seen as a näıve baseline, which should serve

as a reference system whenever a novel graph-based method is proposed.

For instance, if a graph dataset yields inferior results with a graph-based

method compared to the näıve vector-based embedding, it implies that ap-

plying any graph reduction method will likely result in suboptimal results.

We are aware that this is not the first attempt to identify when, why

and which graph-based methods are most effective. For instance, in [6], the

authors provide a thorough review of the most common graph kernels, and

in [126] it is shown that the state-of-the-art graph kernels can underperform

compared to simpler methods. Furthermore, the authors of [125] present a

comprehensive comparison of six graph neural network architectures.

Our analysis differs from previous work in two key points. First, to the

best of our knowledge, we are the first to compare each of the three popular

graph-based classifiers with two systems that operate in a similar (or iden-

tical) way, but with access only to the graph structure or the node labels.

Second, we complement our work by explicitly listing graph datasets that

can be used to report the results of (approximate) graph-based methods

(or, put negatively, we point out which graph datasets should not be used

for such research purposes). That is the list of graph datasets that are the

most valuable for us to use to assess our graph reduction methods.



Graph Datasets 43

3.1 Chemical Compound Graph Datasets

Chemical compounds, the building blocks of matter, consist of atoms

bonded together [127]. That is a chemical compound is made up of different

types of atoms. Moreover, they have distinct structures held together by

chemical bonds, which can be covalent, ionic, or metallic.

The description of the molecular compounds can be effectively achieved

through graph representations. In this context, a graph uses nodes to rep-

resent atoms and edges to represent the covalent bonds that connect them.

Nodes in such graph are typically labeled with the specific chemical sym-

bols corresponding to the atoms they represent. The edges representing the

bonds between atoms can be labeled with information about the nature of

those bonds, such as their valence. An example of a molecule represented

as a graph can be found in Fig. 3.1.

This section introduces 16 molecule graph datasets from the TUDataset

repository [128] used in the remainder of this thesis. These datasets are

derived from real chemical compounds, and they serve as the foundation

for exploring the relationship between molecular structure and biological

activity. We present the following 16 graph datasets:

• AIDS (in Subsection 3.1.1)

• BZR and BZR-MD (in Subsection 3.1.2)

• COX2 and COX2-MD (in Subsection 3.1.3)

• DHFR and DHFR-M (in Subsection 3.1.4)

• ER-MD (in Subsection 3.1.5)

• MUTAG (in Subsection 3.1.6)

• MUTAGENICITY (in Subsection. 3.1.7)

• NCI1 and NCI109 (in Subsection 3.1.8)

• PTC-MM, PTC-FM, PTC-MR, and PTC-FR (in Subsection 3.1.9)

Fig. 3.1: Example of a molecular compound represented as a graph.
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3.1.1 AIDS

The AIDS dataset is sourced from the National Cancer Institute (NCI),

specifically from the AIDS Antiviral Screen Database of Active Com-

pounds [129]. It was first proposed in the IAM Graph Repository [130] as a

graph dataset and contains 2,000 graphs. The graphs in the AIDS dataset

represent the molecular structure of chemical compounds. The nodes in

the graphs represent atoms, and the edges represent covalent bonds be-

tween atoms. The node labels indicate the atom type. Edges are unlabeled.

AIDS

Num Graphs |G| 2,000

Num Classes |Ω| 2

Class proportion 20.0% - 80.0%

Min. - Avg. - Max. |V | 2 - 15.7 - 95

Min. - Avg. - Max. |E| 1 - 16.2 - 103

Avg. node degree 2.01

Avg. edge density 0.19

Table 3.1: Summary of some metrics

of the AIDS dataset.

Fig. 3.2: Distribution of graphs by

number of nodes and edges

The main purpose of this dataset is a classification task, viz. determine

whether a given compound is active or inactive against the HI virus. Ad-

ditionally, Fig. 3.3 showcases one compound from each class, with distinct

colors representing different chemical symbols.

(a) Class ’0’ (b) Class ’1’

Fig. 3.3: Example graph for both classes of the AIDS dataset.
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3.1.2 BZR & BZR-MD

Benzodiazepine receptor (BZR) [131] is a node labeled graph dataset that

contains 405 distinct chemical compounds. Each individual graph in this

dataset represent a brain receptor molecule (BZR), where atoms are rep-

resented by nodes and covalent bonds are represented by edges. Nodes are

labeled by the atom type, while edges are unlabeled.

BZR

Num Graphs |G| 405

Num Classes |Ω| 2

Class proportion 79.0% - 21.0%

Min. - Avg. - Max. |V | 13 - 35.8 - 57

Min. - Avg. - Max. |E| 13 - 38.4 - 60

Avg. node degree 2.15

Avg. edge density 0.06

Table 3.2: Summary of some metrics

of the BZR dataset.

Fig. 3.4: Distribution of graphs by

number of nodes and edges

The BZR dataset has been designed as a classification task that consists

of distinguishing compounds that are active on the Benzodiazepine receptor

from those that are not reactive. Table 3.2 contains important metrics for

the BZR dataset, while Fig. 3.4 shows the distribution of graphs based on

their number of nodes and edges. Fig. 3.5 represents a compound from each

class, with differently colored nodes for different chemical symbols.

(a) Class ’0’ (b) Class ’1’

Fig. 3.5: Example graph for both classes of the BZR dataset.
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Benzodiazepine receptor - Modified (BZR-MD) [97; 131] graph dataset

is a modified version of the BZR dataset. The number of graphs is reduced

to obtain a balanced dataset (i.e., there is the same number of graphs in

each class). Moreover the edge structure of all graphs is modified to obtain

complete graphs (see, for instance, Fig. 3.7 where we observe that graphs

from both classes are complete). A summary of the different graph metrics

about BZR-MD as well as a distribution of the graphs by the number of

nodes and edges can be found in Table 3.3 and Fig. 3.6, respectively.

BZR-MD

Num Graphs |G| 306

Num Classes |Ω| 2

Class proportion 49.0% - 51.0%

Min. - Avg. - Max. |V | 8 - 21.3 - 33

Min. - Avg. - Max. |E| 28 - 225.1 - 528

Avg. node degree 20.30

Avg. edge density 1.00

Table 3.3: Summary of some metrics

of the BZR-MD dataset.

Fig. 3.6: Distribution of graphs by

number of nodes and edges

(a) Class ’0’ (b) Class ’1’

Fig. 3.7: Example graph for both classes of the BZR-MD dataset.
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3.1.3 COX2 & COX2-MD

The Cyclooxygenase-2 (COX2) dataset is originally proposed in [131] and

represents a collection of 467 graphs modelling compounds that inhibit the

COX2 enzyme. In this dataset, each individual molecule is represented

as graph with nodes representing atoms and edges representing covalent

bonds. Nodes are labeled by the atom type, while edges are unlabeled.

COX2

Num Graphs |G| 467

Num Classes |Ω| 2

Class proportion 78.0% - 22.0%

Min. - Avg. - Max. |V | 32 - 41.2 - 56

Min. - Avg. - Max. |E| 34 - 43.4 - 59

Avg. node degree 2.11

Avg. edge density 0.05

Table 3.4: Summary of some metrics

of the COX2 dataset.

Fig. 3.8: Distribution of graphs by

number of nodes and edges

This dataset has been primarily designed as a classification task to rec-

ognize COX2 enzymes and COX2 inhibiters. The COX2 enzymes are in-

volved in processes like inflammation, pain, and fever and COX2 inhibitors

target this enzyme, and are thus commonly used for anti-inflammatory, and

antipyretic effects. Table 3.4 contains important metrics about the COX2

dataset. In addition to this table, Fig. 3.8 shows the distribution of the

graphs in the dataset based on the number of nodes and edges. Fig. 3.9

displays two graph examples stemming from the two classes.

(a) Class ’0’ (b) Class ’1’

Fig. 3.9: Example graph for both classes of the COX2 dataset.
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The Cyclooxygenase-2 - Modified (COX2-MD) [97; 131] dataset is a

modified version of the original COX2 dataset. In order to obtain a balanced

dataset, the number of graphs in the dominant class has been reduced.

Moreover for all graphs, the edge structure has been adapted to obtain

complete graphs (see, for instance, Fig. 3.11 where we present a visual

representation of two complete graphs stemming from the two classes).

Table 3.5 and Fig. 3.10 contain a summary of the various graph metrics

and a distribution of the graphs based on the number of nodes and edges,

respectively.

COX2-MD

Num Graphs |G| 303

Num Classes |Ω| 2

Class proportion 51.0% - 49.0%

Min. - Avg. - Max. |V | 21 - 26.3 - 36

Min. - Avg. - Max. |E| 210 - 335.1 - 630

Avg. node degree 25.28

Avg. edge density 1.00

Table 3.5: Summary of some metrics

of the COX2-MD dataset.

Fig. 3.10: Distribution of graphs

by number of nodes and edges

(a) Class ’0’ (b) Class ’1’

Fig. 3.11: Example graph for both classes of the COX2-MD dataset.
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3.1.4 DHFR & DHFR-MD

The Dihydrofolate Reductase (DHFR) data, originally proposed in [131], is

a collection of 756 graphs representing chemical compounds that inhibit the

dihydrofolate reductase (DHFR) enzyme. In this graph dataset, each atom

is represented by a node, and each covalent bond is represented by an edge.

The nodes are labeled with the atom type, and the edges are unlabeled.

DHFR

Num Graphs |G| 756

Num Classes |Ω| 2

Class proportion 39.0% - 61.0%

Min. - Avg. - Max. |V | 20 - 42.4 - 71

Min. - Avg. - Max. |E| 21 - 44.5 - 73

Avg. node degree 2.10

Avg. edge density 0.05

Table 3.6: Summary of some metrics

of the DHFR dataset.

Fig. 3.12: Distribution of graphs

by number of nodes and edges

The DHFR dataset has been designed as a classification task that con-

sists of discriminating between molecular compounds that inhibit or not

inhibit the DHFR enzyme. DHFR is an enzyme that plays a crucial role

in DNA synthesis and is an important target for various pharmaceutical

drugs. For a comprehensive overview of the dataset, including important

metrics, as well as the distribution the graphs based on the number of nodes

and edges refer to Table 3.6 and 3.12, respectively. Additionally, we provide

two examples to visually grasp the structure of these graphs in Fig. 3.13.

(a) Class ’0’ (b) Class ’1’

Fig. 3.13: Example graph for both classes of the DHFR dataset.
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The Dihydrofolate reductase - Modified (DHFR-MD) [97; 131] dataset

is a modified version of the original DHFR dataset. The edge structure

of all graphs has been adapted to transform them into complete graphs

(see Fig. 3.15 where we display two examples stemming from both classes

representing complete graphs)1. Table 3.7 and Fig. 3.14 give an overview

of the different metrics for this modified dataset and the distribution of the

graphs based on the number of nodes and edges, respectively.

DHFR-MD

Num Graphs |G| 393

Num Classes |Ω| 2

Class proportion 32.0% - 68.0%

Min. - Avg. - Max. |V | 13 - 23.9 - 39

Min. - Avg. - Max. |E| 78 - 283.0 - 741

Avg. node degree 22.87

Avg. edge density 1.00

Table 3.7: Summary of some metrics

of the DHFR-MD dataset.

Fig. 3.14: Distribution of graphs

by number of nodes and edges

(a) Class ’0’ (b) Class ’1’

Fig. 3.15: Example graph for both classes of the DHFR-MD dataset.

1Note that, for this particular dataset and contrary to the other MD versions (i.e.,
BZR-MD, COX2-MD) the class proportion has not been even out.
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3.1.5 ER-MD

The Estrogen Receptor - Modified (ER-MD) [131; 97] dataset contains 446

graphs representing ligands that interact with the estrogen receptor (ER).

In this graph dataset, each atom corresponds to a node, and their bonds

are represented by edges. Nodes are labeled with the atom type and edges

are unlabelled.

ER-MD

Num Graphs |G| 446

Num Classes |Ω| 2

Class proportion 59.0% - 41.0%

Min. - Avg. - Max. |V | 4 - 21.3 - 43

Min. - Avg. - Max. |E| 6 - 234.8 - 903

Avg. node degree 20.33

Avg. edge density 1.00

Table 3.8: Summary of some metrics

of the ER-MD dataset.

Fig. 3.16: Distribution of graphs

by number of nodes and edges

ER-MD dataset is designed as a classification task, focusing on distin-

guishing compounds that interact with the ER enzyme and those that do

not. ER-MD is a modification of the original ER graph dataset2, with

all graphs modified to be complete. Table 3.8 provides important metrics

about the dataset and Fig. 3.16 illustrates the distribution of graphs ac-

cording to their number of nodes and edges. Fig. 3.17 visually shows a

chemical compound from each class in ER-MD.

(a) Class ’0’ (b) Class ’1’

Fig. 3.17: Example graph for both classes of the ER-MD dataset.

2Note that the original ER dataset is not present in the TUDataset repository.
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3.1.6 MUTAG

The MUTAG [132] dataset was introduced by [133] as a graph dataset

in the Inductive Logic Programming (ILP) task and contains 188 graphs.

The graphs in the MUTAG dataset represent the molecular structure of

molecular compounds, with nodes representing atoms identified by their

atom type and unlabeled edges representing covalent bounds.

MUTAG

Num Graphs |G| 188

Num Classes |Ω| 2

Class proportion 34.0% - 66.0%

Min. - Avg. - Max. |V | 10 - 17.9 - 28

Min. - Avg. - Max. |E| 10 - 19.8 - 33

Avg. node degree 2.19

Avg. edge density 0.14

Table 3.9: Summary of some metrics

of the MUTAG dataset.

Fig. 3.18: Distribution of graphs

by number of nodes and edges

The classification task of the MUTAG dataset is to predict the muta-

genicity on Salmonella Typhimurium. That is the dataset is divided into

two classes according to their mutagenic effect on bacteria. Table 3.9 con-

tains important metrics for the MUTAG dataset. The distribution of graphs

according to their nodes and edges is shown in Fig. 3.18. Fig. 3.19 provides

a visual representation of two graphs for each class.

(a) Class ’0’ (b) Class ’1’

Fig. 3.19: Example graph for both classes of the MUTAG dataset.
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3.1.7 MUTAGENICITY

The MUTAGENICITY data originates from the Chemical Carcinogenic-

ity Research Information System (CCRIS) database [134] The graph-based

dataset is sourced from the IAM graph repository [130] and contains 4,337

graphs. In the MUTAGENICITY dataset, graph nodes represent atoms

and are labeled by atom type, while edges represent covalent bonds and are

unlabeled.

MUTAGENICITY

Num Graphs |G| 4,337

Num Classes |Ω| 2

Class proportion 55.0% - 45.0%

Min. - Avg. - Max. |V | 4 - 30.3 - 417

Min. - Avg. - Max. |E| 3 - 30.8 - 112

Avg. node degree 2.04

Avg. edge density 0.09

Table 3.10: Summary of some metrics

of the MUTAGENICITY dataset.

Fig. 3.20: Distribution of graphs

by number of nodes and edges

Mutagenicity refers to the ability of a chemical to induce mutations in

DNA. This dataset was therefore designed as a classification task, which

consists of distinguishing between mutagenic and non-mutagenic molecules.

Table 3.10 provides essential metrics about the dataset and Fig. 3.20 shows

the distribution of the graphs based on the number of nodes and edges.

Fig. 3.21 showcases example graphs from both classes.

(a) Class ’0’ (b) Class ’1’

Fig. 3.21: Example graph for both classes of the MUTAGENICITY dataset.
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3.1.8 NCI1 & NCI109

The NCI1 and NCI109 [135] datasets are both derived from the PubChem

website [136] and are selected from the bioassay records for two different

types of cancer cell lines. The nodes of the graphs of both datasets corre-

spond to the various atoms, and the edges correspond to the bonds between

the atoms. The labels on the nodes correspond to the atom type while edges

are unlabelled. The NCI1 and NCI109 datasets both contain about 4,100

chemical compounds.

NCI1

Num Graphs |G| 4,110

Num Classes |Ω| 2

Class proportion 50.0% - 50.0%

Min. - Avg. - Max. |V | 3 - 29.9 - 111

Min. - Avg. - Max. |E| 2 - 32.3 - 119

Avg. node degree 2.16

Avg. edge density 0.09

Table 3.11: Summary of some metrics

of the NCI1 dataset.

Fig. 3.22: Distribution of graphs

by number of nodes and edges

(a) Class ’0’ (b) Class ’1’

Fig. 3.23: Example graph for both classes of the NCI1 dataset.

Each of the NCI anti-cancer screens forms a classification problem. The

class labels on these datasets are decided by the outcome field of the bioas-

say which is either active or inactive. The NCI1 dataset pertains to a

human tumor cell line known as NCI-H23, specifically focusing on Non-

small cell lung cancer. The NCI109 dataset pertains to a human tumor cell
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line known as OVCAR-8, which is derived from ovarian cancer cells.

In Table 3.11 and Table 3.12, we present some key metrics about the

NCI1 and NCI109 datasets, respectively. The graph distribution based on

their number of nodes and edges is displayed in Fig. 3.22 and in Fig. 3.24

for the NCI1 and NCI109 datasets, respectively. Fig. 3.23 and Fig. 3.25

showcase two example graphs for the NCI1 and the NCI109 dataset, re-

spectively.

NCI109

Num Graphs |G| 4,127

Num Classes |Ω| 2

Class proportion 50.0% - 50.0%

Min. - Avg. - Max. |V | 4 - 29.7 - 111

Min. - Avg. - Max. |E| 3 - 32.1 - 119

Avg. node degree 2.16

Avg. edge density 0.09

Table 3.12: Summary of some metrics

of the NCI109 dataset.

Fig. 3.24: Distribution of graphs

by number of nodes and edges

(a) Class ’0’ (b) Class ’1’

Fig. 3.25: Example graph for both classes of the NCI109 dataset.
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3.1.9 PTC

The PTC dataset comes from the Predictive Toxicology Challenge [137].

The original PTC dataset is divided into four different subsets [97]: PTC-

MM, PTC-FM, PTC-MR, and PTC-FR, each corresponding to a different

type of laboratory animal. Each of the PTC datasets contains about 350

individual compounds. In these datasets, molecules are naturally repre-

sented as graphs, where nodes symbolize atoms labeled by the atom type

and unlabeled edges denote chemical bonds.

PTC-MM

Num Graphs |G| 336

Num Classes |Ω| 2

Class proportion 62.0% - 38.0%

Min. - Avg. - Max. |V | 2 - 14.0 - 64

Min. - Avg. - Max. |E| 1 - 14.3 - 71

Avg. node degree 1.97

Avg. edge density 0.22

Table 3.13: Summary of some metrics

of the PTC-MM dataset.

Fig. 3.26: Distribution of graphs

by number of nodes and edges

(a) Class ’0’ (b) Class ’1’

Fig. 3.27: Example graph for both classes of the PTC-MM dataset.

The PTC datasets serve as a resource for various toxicological predic-

tion tasks related to chemical compounds. The task consist of determining

whether or not a given chemical compound has as a specific toxicity on

different types of laboratory animals.
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In Tables 3.13, 3.14, 3.15, and 3.16, some key metrics concerning the

PTC-MM, PTC-FM, PTC-MR and PTC-FR datasets, are presented. In

addition, we display the graph distribution according to their number of

nodes and edges for all PTC datasets in Figs. 3.26, 3.28, 3.29, and 3.30.

In Fig. 3.27, we present two example graphs from the PTC-MM dataset

(similar plots are obtained for the other datasets, PTC-FM, PTC-MR and

PTC-FR).

PTC-FM

Num Graphs |G| 349

Num Classes |Ω| 2

Class proportion 59.0% - 41.0%

Min. - Avg. - Max. |V | 2 - 14.1 - 64

Min. - Avg. - Max. |E| 1 - 14.5 - 71

Avg. node degree 1.98

Avg. edge density 0.22

Table 3.14: Summary of some metrics

of the PTC-FM dataset.

Fig. 3.28: Distribution of graphs

by number of nodes and edges

PTC-MR

Num Graphs |G| 344

Num Classes |Ω| 2

Class proportion 56.0% - 44.0%

Min. - Avg. - Max. |V | 2 - 14.3 - 64

Min. - Avg. - Max. |E| 1 - 14.7 - 71

Avg. node degree 1.98

Avg. edge density 0.21

Table 3.15: Summary of some metrics

of the PTC-MR dataset.

Fig. 3.29: Distribution of graphs

by number of nodes and edges
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PTC-FR

Num Graphs |G| 351

Num Classes |Ω| 2

Class proportion 66.0% - 34.0%

Min. - Avg. - Max. |V | 2 - 14.6 - 64

Min. - Avg. - Max. |E| 1 - 15.0 - 71

Avg. node degree 1.99

Avg. edge density 0.21

Table 3.16: Summary of some metrics

of the PTC-FR dataset.

Fig. 3.30: Distribution of graphs

by number of nodes and edges
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3.2 Bioinformatic Graph Datasets

Bioinformatics is an interdisciplinary field that combines elements of biol-

ogy, computer science, and statistics to analyze biological data [138]. It

plays a pivotal role in modern biology, providing tools and methods for

managing, analyzing, and interpreting large quantities of biological data.

In the present thesis, we use graphs that represent two types of biological

data, viz. proteins and brain images.

Proteins are complex molecules composed of amino acids linked into

chains. Proteins play a crucial role in the structure and regulation of the

body’s tissues and organs [139]. The specific arrangement of the amino acids

that make up a protein determines its unique function and structure. In the

following sections, we discuss three graph datasets representing proteins

• DD (in Subsection 3.2.1)

• ENZYMES (in Subsection 3.2.2)

• PROTEINS (in Subsection 3.2.3)

A brain scan is a non-invasive procedure that uses a variety of imaging

techniques to create pictures of the brain. Brain scans can be used to diag-

nose a variety of conditions, e.g., brain tumors, or neurological disorders.

Brain scans can also be segmented into parts and can be used to find dif-

ferent relations between those parts. A simplified example of a segmented

brain represented as a graph can be found in Fig. 3.31. We present the

following graph datasets representing brain networks.

• KKI (in Subsection 3.2.4)

• OHSU (in Subsection 3.2.5)

• Peking-1 (in Subsection 3.2.6)

Fig. 3.31: Example of a brain segmented by region of interest represented

as a graph3.
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3.2.1 DD

The DD dataset, introduced in [140], comprises a collection of 1, 178 distinct

protein structures. In this dataset, each individual protein is represented

as a graph, with nodes representing amino acids. An edge connects two

nodes if the corresponding amino acids are located within 6 angstroms of

each other, indicating spatial proximity.

DD

Num Graphs |G| 1,178

Num Classes |Ω| 2

Class proportion 59.0% - 41.0%

Min. - Avg. - Max. |V | 30 - 284.3 - 5748

Min. - Avg. - Max. |E| 63 - 715.7 - 14267

Avg. node degree 4.98

Avg. edge density 0.03

Table 3.17: Summary of some metrics

of the DD dataset.

Fig. 3.32: Distribution of graphs

by number of nodes and edges

The main objective of this dataset is a classification task that consists

of distinguishing proteins that function as enzymes from those that have

no enzymatic activity. Table 3.17 lists key metrics for the DD dataset, and

Fig. 3.32 displays the distribution of graphs by nodes and edges. Fig. 3.33

shows a compound from each class, using distinct colors for amino acids

(node labels).

(a) Class ’0’ (b) Class ’1’

Fig. 3.33: Example graph for both classes of the DD dataset.

3Image adapted from https://www.ninds.nih.gov/health-information/

public-education/brain-basics/brain-basics-know-your-brain

https://www.ninds.nih.gov/health-information/public-education/brain-basics/brain-basics-know-your-brain
https://www.ninds.nih.gov/health-information/public-education/brain-basics/brain-basics-know-your-brain
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3.2.2 ENZYMES

The ENZYMES graph dataset is a collection of 600 protein tertiary struc-

tures obtained from the BRENDA enzyme database [141]. The ENZYMES

dataset is formally proposed a graph dataset in [142] and graphs represent

the structural and functional relationships between amino acids in proteins.

The nodes serve as representations of secondary structure elements (SSE),

and each node is labeled according to its specific type, whether it is a he-

lix, sheet, or turn. The unlabeled edges represent non-covalent interactions

between amino acids.

ENZYMES

Num Graphs |G| 600

Num Classes |Ω| 6

Class proportion

17.0% - 17.0%

17.0% - 17.0%

17.0% - 17.0%

Min. - Avg. - Max. |V | 2 - 32.6 - 126

Min. - Avg. - Max. |E| 1 - 62.1 - 149

Avg. node degree 3.86

Avg. edge density 0.16

Table 3.18: Summary of some metrics

of the ENZYMES dataset.

Fig. 3.34: Distribution of graphs

by number of nodes and edges

The ENZYMES dataset is associated with the task of classifying 600

enzymes to one of the 6 EC top-level classes. Table 3.18 provides impor-

tant statistical measures for the ENZYMES dataset, offering a comprehen-

sive overview of its key metrics. Meanwhile, Fig. 3.34 visually presents

the distribution of graphs based on their nodes and edges. Furthermore,

Fig. 3.35 offers a visual representation of an enzyme from each class within

the ENZYMES dataset. Different colors are employed to distinguish be-

tween various amino acids.
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(a) Class ’0’ (b) Class ’1’

(c) Class ’2’ (d) Class ’3’

(e) Class ’4’ (f) Class ’5’

Fig. 3.35: Example graph for all classes of the ENZYMES dataset.
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3.2.3 PROTEINS

The PROTEINS dataset originates from the Protein Data Bank

(PDB) [143] and was created and transformed to a graph dataset

in [140; 142]. The 1, 113 graphs in the PROTEINS dataset represent struc-

tural and functional relationships among amino acids in proteins. PRO-

TEINS uses secondary structure elements as nodes, depicting structural and

functional connections between amino acids in proteins. Unlabeled edges

connect two nodes which are neighbors along the amino acid sequence.

PROTEINS

Num Graphs |G| 1,113

Num Classes |Ω| 2

Class proportion 60.0% - 40.0%

Min. - Avg. - Max. |V | 4 - 39.1 - 620

Min. - Avg. - Max. |E| 5 - 72.8 - 1049

Avg. node degree 3.73

Avg. edge density 0.21

Table 3.19: Summary of some metrics

of the PROTEINS dataset.

Fig. 3.36: Distribution of graphs

by number of nodes and edges

The PROTEINS dataset differs from ENZYMES, as it comes with the

task of classifying into enzymes and non-enzymes. Table 3.19 presents rel-

evant metrics for the PROTEINS dataset. Alongside, Fig. 3.36 visually

represents the distribution of graphs, giving an overview of their structural

diversity. Furthermore, Fig. 3.37 serves as a visual representation, present-

ing sample graphs from both classes.

(a) Class ’0’ (b) Class ’1’

Fig. 3.37: Example graph for both classes of the PROTEINS dataset.
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3.2.4 KKI

The KKI [144] dataset is a brain network derived from the complete at-

las of functional brain resonance images (fMRI) [145]. The graphs in the

KKI graph dataset represent the functional relationships between different

brain regions. In these graphs, each node represents a specific Region Of

Interest (ROI) in the brain, while edges indicate correlations between pairs

of these ROIs.

KKI

Num Graphs |G| 83

Num Classes |Ω| 2

Class proportion 45.0% - 55.0%

Min. - Avg. - Max. |V | 5 - 27.0 - 90

Min. - Avg. - Max. |E| 4 - 48.4 - 237

Avg. node degree 3.19

Avg. edge density 0.18

Table 3.20: Summary of some metrics

of the KKI dataset.

Fig. 3.38: Distribution of graphs

by number of nodes and edges

The construction of the ROI network has been specifically designed for

the classification of Attention Deficit Hyperactivity Disorder (ADHD), a

neurodevelopmental disorder characterized by symptoms such as inatten-

tion, hyperactivity, and impulsivity. Table 3.20 provides key metrics for the

dataset and Fig. 3.38 visually presents how graphs are distributed in terms

of nodes and edges. Fig. 3.39 showcases ROI networks from each class in

the KKI dataset.

(a) Class ’0’ (b) Class ’1’

Fig. 3.39: Example graph for both classes of the KKI dataset.
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3.2.5 OHSU

The OHSU dataset introduced in [144], is – similar as KKI – a brain net-

work derived from the comprehensive atlas of functional brain resonance

images (fMRI) [145]. Functional connectivity graphs are constructed from

this fMRI data. Each node in these graphs signifies a distinct region of

interest (ROI) within the brain, while edges denote correlations between

pairs of these ROIs.

OHSU

Num Graphs |G| 79

Num Classes |Ω| 2

Class proportion 44.0% - 56.0%

Min. - Avg. - Max. |V | 9 - 82.0 - 171

Min. - Avg. - Max. |E| 9 - 199.7 - 823

Avg. node degree 4.33

Avg. edge density 0.08

Table 3.21: Summary of some metrics

of the OHSU dataset.

Fig. 3.40: Distribution of graphs

by number of nodes and edges

The construction of the ROI network is specifically designed for the clas-

sification of Attention Deficit Hyperactivity Disorder (ADHD). That is, the

OHSU dataset is designed for the task of hyperactive-impulsive (HI) clas-

sification. In Table 3.21, we give important metrics on the OHSU dataset,

while in Fig. 3.40, we display the distribution of the graphs on the basis of

their number of nodes and edges. Furthermore, Fig. 3.41 serves as a visual

showcase, presenting ROI networks from both classes in the OHSU dataset.

(a) Class ’0’ (b) Class ’1’

Fig. 3.41: Example graph for both classes of the OHSU dataset.
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3.2.6 Peking-1

The Peking-1 [144] dataset is a brain graph derived from the complete atlas

of functional brain resonance images (fMRI) [145]. This dataset comprises

resting-state fMRI. To construct functional connectivity graphs, the fMRI

data is combined with the CC200 functional parcellation algorithm [145].

In these graphs, each node represents a specific region of interest (ROI)

within the brain, while edges signify correlations between pairs of these

ROIs.

Peking-1

Num Graphs |G| 85

Num Classes |Ω| 2

Class proportion 58% - 42.0%

Min. - Avg. - Max. |V | 7 - 39.3 - 134

Min. - Avg. - Max. |E| 7 - 77.4 - 535

Avg. node degree 3.55

Avg. edge density 0.13

Table 3.22: Summary of some metrics

of the Peking-1 dataset.

Fig. 3.42: Distribution of graphs

by number of nodes and edges

The Peking-1 dataset is constructed for gender classification. Table 3.22

provides key metrics about the Peking-1 dataset. Meanwhile, Fig. 3.42 illus-

trates the distribution of graphs based on their nodes and edges. Fig. 3.43

showcases ROI networks from both classes within the Peking-1 dataset.

(a) Class ’0’ (b) Class ’1’

Fig. 3.43: Example graph for both classes of the Peking-1 dataset.
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3.3 Computer Vision Graph Datasets

Graph-based computer vision is a branch of computer vision that uses graph

theory to represent and analyze visual data [24; 146]. In this approach, an

image or video is represented as a graph, where each pixel, superpixel,

or region of interest (ROI) is a node in the graph. The edges between

nodes are then often used to represent the relationships between the corre-

sponding nodes, capturing their similarity, spatial proximity, or functional

connectivity. These relationships can be quantified using various features,

such as intensity, color, texture, or motion vectors. Graph representa-

tions make it possible to apply graph algorithms and techniques to extract

meaningful information from visual data (e.g., Multi-level Graph Learning

Network (MGLN) for Hyperspectral Image (HSI) classification [147]).

Graphs with regular structures, like grid graphs, can be used to repre-

sent images. In the context of this special type of graph, nodes (representing

individual pixels) may contain discrete or continuous vector-valued data,

representing a range of information about the pixel. For instance, if an

image contains rich 3-channel color information, this can be represented by

continuous node attributes.

Images often come with additional data and semantic annotations

(known as metadata). However, due to the resource-intensive nature of

data collection, this information may only be partially available.

A rather simplified example of a graph representing an image using the

image segmentation annotation is presented in Fig. 3.44.

In the following subsection, we present two graph datasets representing

semantic images:

• MSRC9 and MSRC-21 (in Subsection 3.3.1)

Fig. 3.44: Example of an image represented as a grid-graph4.
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3.3.1 MSRC-9 & MSRC-21

The MSRC 9-class and MSRC 21-class datasets are used in semantic image

processing, as introduced in [148], and transformed as a graph dataset

in [149]. Each image is represented as a conditional Markov random field

graph, derived from image over-segmentation into superpixels. Nodes are

connected if the superpixels are adjacent, and each node can further be

annotated with a semantic label. Node labels are derived by considering

the most common label among all pixels in the corresponding superpixel.

MSRC-9

Num Graphs |G| 221

Num Classes |Ω| 8

Class proportion

9.0% - 14.0%

14.0% - 14.0%

10.0% - 14.0%

13.0% - 14.0%

Min. - Avg. - Max. |V | 25 - 40.6 - 55

Min. - Avg. - Max. |E| 53 - 97.9 - 145

Avg. node degree 4.82

Avg. edge density 0.12

Table 3.23: Summary of some metrics

of the MSRC-9 dataset.

Fig. 3.45: Distribution of graphs

by number of nodes and edges

Semantic labels include various classes like building, grass, tree, cow, and

others, along with a void label for unclassified objects. Images with void

labels were excluded, resulting in a classification task with eight classes for

MSRC-9 and 20 classes for MSRC-21.

Table 3.23 and Table 3.24 provides important metrics for the MSRC-

9 and MSRC-21 dataset, respectively. Fig. 3.45 and Fig. 3.47 show the

distribution of graphs by the number of nodes and edges for the MSRC-9

and MSRC-21 datasets, respectively. Finally, in Fig. 3.46 and Fig. 3.48, a

visual example is presented for each class for both datasets.

4Image adapted from https://commons.wikimedia.org/wiki/File:Bundeshaus_Bern_

2009,_Flooffy.jpg

https://commons.wikimedia.org/wiki/File:Bundeshaus_Bern_2009,_Flooffy.jpg
https://commons.wikimedia.org/wiki/File:Bundeshaus_Bern_2009,_Flooffy.jpg
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(a) Class ’0’ (b) Class ’1’

(c) Class ’2’ (d) Class ’3’

(e) Class ’4’ (f) Class ’5’

(g) Class ’6’ (h) Class ’7’

Fig. 3.46: Example graph for all classes of the MSRC-9 dataset.
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MSRC-21

Num Graphs |G| 563

Num Classes |Ω| 20

Class proportion

4.0% - 5.0%

5.0% - 5.0%

5.0% - 5.0%

5.0% - 5.0%

5.0% - 6.0%

5.0% - 6.0%

5.0% - 5.0%

4.0% - 5.0%

5.0% - 4.0%

5.0% - 2.0%

Min. - Avg. - Max. |V | 51 - 77.5 - 141

Min. - Avg. - Max. |E| 121 - 198.3 - 405

Avg. node degree 5.10

Avg. edge density 0.07

Table 3.24: Summary of some metrics

of the MSRC-21 dataset.

Fig. 3.47: Distribution of graphs

by number of nodes and edges
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(a) Class ’0’ (b) Class ’1’ (c) Class ’2’ (d) Class ’3’

(e) Class ’4’ (f) Class ’5’ (g) Class ’6’ (h) Class ’7’

(i) Class ’8’ (j) Class ’9’ (k) Class ’10’ (l) Class ’11’

(m) Class ’12’ (n) Class ’13’ (o) Class ’14’ (p) Class ’15’

(q) Class ’16’ (r) Class ’17’ (s) Class ’18’ (t) Class ’19’

Fig. 3.48: Example graph for all classes of the MSRC-21 dataset.
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3.4 Social Networks Graph Datasets

Social networks are a kind of graph in which the nodes typically represent

individual persons and the edges the social connections between them [150].

In this way, it is possible to model a wide range of social relationships, such

as friendships, family ties, and professional relationships.

Two main types of graphs are commonly used to represent social net-

works, viz. undirected and directed graphs. Undirected graphs are suitable

for modeling relationships such as friendships, in which the connection is

mutual. A directed graph is better suited to modeling relationships such

as following or mentoring, in which one person follows or guides another.

Graphs can be used to analyze social networks in a variety of ways. For

example, we can use graphs to identify key individuals in a network. To this

end, one can identify individuals who have a large number of connections or

who are close to many other important individuals. A second task consists

of identifying communities in a network. The objective is to identify groups

of individuals who are more closely connected than they are to individuals

in other groups. An example of a simplified social network graph can be

found in Fig. 3.49.

The following sections present the following four graph datasets sampled

from the social network domain.

• COLLAB (in Subsection 3.4.1)

• IMDB-BINARY (in Subsection 3.4.2)

• REDDIT-MULTI-5K and -MULTI-12K (in Subsection 3.4.3).

Fig. 3.49: Example of a social network graph
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3.4.1 COLLAB

The COLLAB [151] dataset is a compilation of scientific collaboration

graphs. It is derived from three public collaboration datasets [152]: High

Energy Physics, Condensed Matter Physics, and Astro Physics. Each graph

represents the ego-network of a researcher within a specific research field.

That is the nodes represent researchers and an edge between two nodes

exists if the corresponding researchers have collaborated with each others.

COLLAB

Num Graphs |G| 5,000

Num Classes |Ω| 3

Class proportion
52.0% - 15.0%

33.0%

Min. - Avg. - Max. |V | 32 - 74.5 - 492

Min. - Avg. - Max. |E| 60 - 2457.2 - 40119

Avg. node degree 37.37

Avg. edge density 0.51

Table 3.25: Summary of some metrics

of the COLLAB dataset.

Fig. 3.50: Distribution of graphs

by number of nodes and edges

The COLLAB dataset is designed as a classification task, where the

graph labels indicate the corresponding research area. Table 3.25 provides

important metrics about the COLLAB dataset. Fig. 3.50 illustrates the dis-

tribution of graphs based on their nodes and edges. Additionally, Fig. 3.51

shows ego-networks of different classes within the COLLAB dataset. It is

noteworthy that in these graphs, the color of a node corresponds to the

number of its neighbors.

(a) Class ’0’ (b) Class ’1’ (c) Class ’2’

Fig. 3.51: Example graph for all classes of the COLLAB dataset.
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3.4.2 IMDB-BINARY

The IMDB-BINARY [151] is a collection of ego-networks derived for each

actor/actress from movie data on IMDB5. In each graph, nodes represent

actors/actresses, and an edge connects them if they appear in the same

movie.

IMDB-BINARY

Num Graphs |G| 1,000

Num Classes |Ω| 2

Class proportion 50.0% - 50.0%

Min. - Avg. - Max. |V | 12 - 19.8 - 136

Min. - Avg. - Max. |E| 26 - 96.5 - 1249

Avg. node degree 8.89

Avg. edge density 0.52

Table 3.26: Summary of some metrics

of the IMDB-BINARY dataset.

Fig. 3.52: Distribution of graphs

by number of nodes and edges

These collaboration graphs are specifically generated for Action and

Romance genres and each ego-network is labeled with the corresponding

genre the graph belongs to. The objective is to predict the genre of an

ego-network graph. Table 3.26 presents key information about the IMDB-

BINARY dataset. Fig. 3.52 visually presents how graphs are distributed

based on the number of nodes and edges. Fig. 3.53 displays ego-networks

from both classes within the IMDB-BINARY dataset. Note that in these

graphs, the node color corresponds to the number of its neighbors.

(a) Class ’0’ (b) Class ’1’

Fig. 3.53: Example graph for all classes of the IMDB-BINARY dataset.

5https://www.imdb.com/

https://www.imdb.com/
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3.4.3 REDDIT-MULTI-5K & REDDIT-MULTI-12K

The REDDIT-MULTI-5K and REDDIT-MULTI-12K [151] datasets are

collections of online subreddits6 discussion represented as graphs. In both

REDDIT-MULTI-5K and REDDIT-MULTI-12K, each graph corresponds

to a discussion thread on the Reddit platform, where nodes represent users

and there is an edge between two nodes if at least one of them responds to

another’s comment.

REDDIT-MULTI-5K

Num Graphs |G| 4,999

Num Classes |Ω| 5

Class proportion

20.0% - 20.0%

20.0% - 20.0%

20.0%

Min. - Avg. - Max. |V | 22 - 508.5 - 3648

Min. - Avg. - Max. |E| 21 - 594.9 - 4783

Avg. node degree 2.25

Avg. edge density 0.01

Table 3.27: Summary of some metrics

of the REDDIT-MULTI-5K dataset.

Fig. 3.54: Distribution of graphs

by number of nodes and edges

In REDDIT-MULTI-5K, the data is sourced from five different sub-

reddits: worldnews, videos, AdviceAnimals, aww, and mildlyinteresting.

REDDIT-MULTI-12K includes all the subreddits found in REDDIT-

MULTI-5K along with a broader selection of subreddits, viz. AskReddit,

atheism, IAmA, Showerthoughts, todayilearned, TrollXChromosomes. Each

graph is labeled according to its originating subreddit. The objective of

the classification task is to categorize each graph into the corresponding

subreddit.

Table 3.27 and Table 3.28 provide important metrics for the REDDIT-

MULTI-5K and REDDIT-MULTI-12K dataset, respectively. Fig. 3.54 and

Fig. 3.56 illustrate the distribution of graphs based on their nodes and edges

for REDDIT-MULTI-5K and REDDIT-MULTI-12K, respectively. Finally,

Fig. 3.55 and Fig. 3.57 provide visual examples for each class in both

datasets. Note that for those graph representations the color of a node

corresponds to the number of its neighbors.

6https://www.reddit.com/

https://www.reddit.com/
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(a) Class ’0’ (b) Class ’1’ (c) Class ’2’

(d) Class ’3’ (e) Class ’4’

Fig. 3.55: Example graph for all classes of the REDDIT-MULTI-5K dataset.

REDDIT-MULTI-12K

Num Graphs |G| 11,929

Num Classes |Ω| 11

Class proportion

6.0% - 9.0%

8.0% - 10.0%

4.0% - 8.0%

10.0% - 9.0%

4.0% - 22.0%

8.0%

Min. - Avg. - Max. |V | 2 - 391.4 - 3782

Min. - Avg. - Max. |E| 1 - 456.9 - 5171

Avg. node degree 2.28

Avg. edge density 0.02

Table 3.28: Summary of some metrics

of the REDDIT-MULTI-12K dataset.

Fig. 3.56: Distribution of graphs

by number of nodes and edges
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(a) Class ’0’ (b) Class ’1’ (c) Class ’2’

(d) Class ’3’ (e) Class ’4’ (f) Class ’5’

(g) Class ’6’ (h) Class ’7’ (i) Class ’8’

(j) Class ’9’ (k) Class ’10’

Fig. 3.57: Example graph for all classes of the REDDIT-MULTI-12K

dataset.



78 Pattern Recognition on Reduced Graphs

3.5 Dataset Filtering

In the present section, we present a thorough experiment (presented in a

conference paper [46]) to filter out graph datasets unsuited for evaluating

the proposed graph reduction methods (detailed in the following Chap-

ters 4, 5, and 6).

First, in Subsection 3.5.1, we detail the configurations tested for the

three classifier paradigms (described in Chapter 2). Following this, in Sub-

section 3.5.2, we provide a detailed description of the technical parameters

employed in the experiments, including the evaluation scheme, metrics, and

hyperparameter ranges. The actual experimental evaluation is then divided

into two parts. First, in Subsection 3.5.3, we compare classification accura-

cies across the three classifier paradigms in the three configurations for both

the labeled and unlabeled graph datasets. Second, in Subsection 3.5.4, we

analyze in which datasets the graph-based approaches are actually signifi-

cantly better than the vector-based counterparts. In the same section, we

ultimately define the different graph datasets that are used for the various

evaluations in the remainder of the present thesis.

3.5.1 Classification Methods Comparison

The overall information of a graph consists of two parts, namely the struc-

ture and the labels. By omitting one or the other, or using both pieces of

information at the same time, we thus obtain three different configurations.

To determine the most beneficial piece of information in a graph in the con-

text of graph classification, we use three classification paradigms that are

graph edit distance, graph kernel, and graph neural network coupled with

the three configurations presented in the present paragraph.

In Table 3.29, the three configurations are summarised for all the dif-

ferent classifiers (see Fig. 3.58).

(I) The initial configuration (shown in column 1) consists of Labeled

Graphs, which involves conducting graph classification on the orig-

inal graphs, including both its structure and node labels.

(II) The second configuration (shown in column 2) aims to examine

the significance of the graph structure itself by excluding the node

labels to obtain Unlabeled Graphs.

(III) The final configuration (shown in the third column) is the

Aggregated Labels setup, in which only the node information is
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Fig. 3.58: A visual summary of the three tested configurations.

Table 3.29: Three configurations (L, U, A) for the three classifier paradigms

(k-NN, SVM, NN). (I) Labeled Graphs: Original graphs with node labels

and graph structure, (II) Unlabeled Graphs: Graphs without labels (graph

structure only), and (III) Aggregated Labels: Vector representation of the

graphs based on the node labels.

Graph-Based Vector-Based

Labeled Graphs Unlabeled Graphs Aggregated Labels

k-NN GED(L) GED(U) L2(A)

SVM WL(L) WL(U) RBF(A)

C
la
ss
ifi
e
r

NN GNN(L) GNN(U) MLP(A)

retained. We use global sum pooling on the graphs’ nodes to ob-

tain a basic vector representation of the graphs. This feature vector

is then fed into three statistical classifiers (a k-NN classifier using

the Euclidean distance (L2), an SVM with a radial basis func-

tion (RBF), and a multilayer perceptron (MLP)). The rationale of

this procedure is to use statistical classifiers that are conceptually

closely related to the three graph-based classifiers used for the two

configurations.
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3.5.2 Experimental Setup

In order to ensure the reliability of the empirical results and reduce the

impact of random data partitioning, we use a 10-fold cross-validation strat-

egy that is repeated 10 times in a stratified manner for each dataset and

configuration. The performance of the models is then estimated using each

partition, where hyperparameters are chosen through an internal model

selection process that only uses the training data. Note that the model

selection is conducted independently for each training and test split, thus

the optimal hyperparameter configurations may differ from one split to

another.

A common metric to assess the quality of a classifier is the classifica-

tion accuracy. It measures the relative proportion of correctly classified

instances out of the total number of instances. However, the classification

accuracy can be misleading in imbalanced datasets, where the number of in-

stances in one class is much larger than the number of instances in another

class (this may cause the classifier to predict the majority class more often

and thus report over-optimistic results). Therefore, we report the balanced

accuracy [153] in this chapter since not all datasets used are class-balanced.

Concerning the computation of BP-GED, we use unit costs for both

node and edge insertions/deletions. For the node substitution cost, we use

the Euclidean distance between the corresponding node labels. For edge

substitution, we use a zero cost (since the edges of all graphs are unlabeled).

Parameter α ∈]0, 1[ represents the relative importance of node and edge

edit operation costs and is varied from 0.1 to 0.9 in increments of 0.1 in our

evaluation. For the k-NN classifier, we optimize the number of neighbors k

within the range k ∈ {3, 5, 7}.
In the kernel scenario, we use a 4-Weisfeiler-Lehman kernel which means

we perform four refinement iterations. To optimize the SVM parameter C,

which balances the trade-off between large margins and minimizing mis-

classification, we explore values in the range 10−2.0,−1.5,...,2.0. We use the

same range for the regularization parameter when optimizing the SVM with

radial basis function for the aggregated node labels.

For the training process of the GNN experiments, we use the hyper-

parameters as proposed in [125]. For the fully connected network, the

following parameters are optimized. The depth of the standard fully

connected layers d ∈ {1, 3, 5, 10}, the number of neurons per layer n ∈
{5, 10, 20, 30}, the dropout value δ ∈ {0, 0.25, 0.5} and the learning rate

l ∈ {0.005, 0.01, 0.05, 0.1}.
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3.5.3 Graph Classification

Fig. 3.59 shows the balanced classification accuracy results obtained by the

classifiers in the tested settings on labeled graph datasets. For the three

graph-based classifiers (GED,WL, GNN) two different setups are evaluated,

viz. labeled graphs (L) and unlabeled graphs (U). The three vector-based

classifiers (L2, RBF, MLP) are tested on the aggregated node labels (A).

Four main trends can be observed from Fig. 3.59 on the node-labeled

graph datasets. First, we observe that on the datasets MUTAGENICITY,

NCI1, and NCI109 the three different types of classifiers somehow achieve

the expected results. That is the statistical classifiers using the aggre-

gated vectors achieve the lowest accuracies, the second-best performance is

achieved with graph-based methods using unlabeled graphs, and the best

classification results are obtained on the original graphs.

Second, we notice that on the six datasets BZR-MD, COX2-MD, MSRC-

9, MSRC-21, PROTEINS, and DD, the classifiers face difficulties when

the node labels are removed from the graphs. That is, on those datasets,

the accuracies obtained by the classifiers operating on unlabeled graphs

is almost consistently lower than those of the classifiers that operate on

the aggregated feature vectors. That indicates that the structure in those

datasets is complicated to distinguish from one another, and moreover, that

the labels on the nodes play a pivotal role in those applications.

Third, we observe that all classifiers have difficulties performing well

on the OHSU, Peking-1, and KKI datasets. The achieved results are only

slightly better than random predictions, indicating that these tasks are

extremely challenging and currently unsolved by the tested classifiers.

Finally, we observe that on the datasets BZR-MD, COX2, COX2-MD,

ER-MD, DHFR-MD, MSRC-9, MSRC-21, DD, PROTEINS, and the four

PTCs datasets, the performance of the näıve vector-based approach is com-

parable to that of the more advanced graph-based techniques. We have two

possible explanations for this phenomenon. First, for the MD versions of

these datasets, the graphs are heavily modified and fully connected, ren-

dering graph-based classification less effective. Second, by visualizing the

aggregated feature vectors with T-SNE in Fig. 3.60 7, we find that the dif-

ferent classes are easily separable on these datasets, which in turn explains

the good results of the vector-based classifiers.

Fig. 3.61 (a) and (b) illustrate the balanced classification accuracy ob-

7Fig. 3.60 displays the T-SNE visualization for only four datasets the visualization of
the remaining datasets can be found in Appendix A.1.
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tained by the classifiers on unlabeled graph datasets, both without and

with the inclusion of the node degree information, respectively. For the

three graph-based classifiers (GED, WL, GNN), only the unlabeled graphs

(U) configuration is evaluated. The three vector-based classifiers (L2, RBF,

MLP) are tested with aggregated ”dummy”-node labels (A).

Note that the computation of the GED(U) for the REDDIT-MULTI-

5K and the REDDIT-MULTI-12K datasets are computationally too ex-

pensive, so we cannot report those results. When analyzing the results

of the balanced classification accuracy on the unlabeled graph datasets in

Fig. 3.61 (a), we observe that the advanced graph classification methods

consistently outperform the näıve baseline across all datasets and all classi-

fication methods. A second observation can be made from the use of node

degree (see Fig. 3.61 (b)). Specifically, we note that incorporating node de-

gree potentially enhances the classification accuracies of graph-based clas-

sifiers, though not consistently across all datasets. That is, we can see an

improvement in the results compared to the näıve baseline embedding.

The T-SNE visualization for the unlabeled graph datasets is presented

in Fig. 3.62. We observe that across all datasets, the classes are not easily

separable.
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Fig. 3.59: Balanced classification accuracy of the three types of classifiers

(k-NN, SVM, NN) achieved in the three tested configurations (L, U, A)

across all node-labeled graph datasets.
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DD MSRC-9 NCI1 PROTEINS

T-SNE Visualization - Labeled Datasets

Fig. 3.60: T-SNE visualization of the vector representation of the node-

labeled graph datasets.
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(a) Balanced classification accuracy of unlabeled graph datasets.

Fig. 3.61: Balanced classification accuracy (with and without node degree

information) of the three types of classifiers (k-NN, SVM, NN) achieved in

the three tested configurations (L, U, A) across all unlabeled graph datasets.
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(b) Balanced classification accuracy of unlabeled graph datasets with node degree
information.

Fig. 3.61: Balanced classification accuracy (with and without node degree

information) of the three types of classifiers (k-NN, SVM, NN) achieved in

the three tested configurations (L, U, A) across all unlabeled graph datasets.
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T-SNE Visualization - Unlabeled Datasets

Fig. 3.62: T-SNE visualization of the vector representation of unlabeled

graph datasets.
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3.5.4 Dataset Selection

Comparing two classification algorithms is not a trivial task due to the

risk of committing type I or type II errors. Type I errors occur when the

null hypothesis is wrongly rejected even though it is true, whereas type II

errors occur when the null hypothesis is not rejected even though it is false.

To address this issue, the authors of [154] conduct an empirical evaluation

of multiple statistical tests and conclude that the 10-time repeated 10-

fold cross-validation test is the most effective. This test involves all 100

individual systems to estimate the mean and variance of the accuracy with

10 degrees of freedom (making it conceptually simple to use).

We apply this statistical test on the node-labeled graph datasets, to con-

duct a comparison between the statistical classifiers that use the aggregated

node labels only and their graph-based counterparts (i.e., the classifiers

that use both node labels and graph structure). In particular, this analysis

counts how often the graph-based methods outperform their vector-based

counterpart.

Regarding the results in Fig. 3.63, we observe that on the following

six datasets, all of the three graph-based approaches outperform the corre-

sponding vector-based approaches.

• DHFR

• ENZYMES

• MUTAG

• MUTAGENICITY

• NCI1

• NCI109

On the following four datasets, two of the three graph-based methods

outperform the vector-based methods.

• AIDS

• BZR

• DD

• OHSU

Finally, in five cases, only one of the graph-based methods outperforms

the vector-based method (this is most frequently observed when comparing

the two kernel approaches).

• COX2
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• ER-MD

• PTC-FM

• PTC-MM

• PTC-MR

Fig. 3.63: Comparison of the statistical classifiers that use the aggregated

labels (i.e., L2(A), RBF(A), and MLP(A) and the graph-based approaches

that operate on the original graphs with both structure and node labels

(i.e., GED(L), WL(L), GNN(L)).

On the remaining nine node-labeled datasets, the graph-based methods

show no significant advantage over the corresponding vector-based methods.

On the total of 24 datasets, the GED and GNN methods show superiority

over the corresponding vector-based methods in 9 cases, while the WL-

graph kernel performs better than the RBF-kernel in 14 cases.

Concerning the unlabeled datasets, the graph-based method consis-

tently outperform the näıve embedding across all datasets. Hence, we opt

not to explicitly present the classifier comparison for the unlabeled datasets.

Based on the results shown in Fig. 3.63, we can make the following

assumption. First, the new graph-based approximation algorithms that

we propose and that aim to reduce computation time should, most of the

time, be tested on datasets where the graph-based classification methods

outperform the vector-based method in at least two, ideally three, cases.

This recommendation is based on the fact that even the fastest approxima-

tion method is likely to be slower than the baseline feature vector method

presented here.

Based on this analysis, we now outline the dataset selection used

throughout the rest of the present thesis. Table 3.30 and 3.31 provide

an overview of the labeled and unlabeled datasets used to evaluate the

proposed graph reduction methods (described in Chapter 4, 5, and 6), re-

spectively.
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Note that out of the 28 datasets initially presented, nine datasets are

excluded from further consideration in this thesis. Specifically, the majority

of these datasets exhibited poor performance, as indicated in Fig. 3.63 – for

instance ER-MD, KKI, MSRC-9, MSRC-21, the four PTC datasets, and

PEKING-1.

Table 3.30: Selection of the labeled datasets per chapter.

Dataset Used in Chapter

AIDS 4

BZR 5, 6

BZR-MD 6

COX2 6

COX2-MD 6

DD 6

DHFR 5, 6

DHFR-MD 6

ENZYMES 4, 5, 6

ER-MD -

KKI -

MSRC-9 -

MSRC-21 -

MUTAG 6

MUTAGENICITY 4, 5, 6

NCI1 4, 5, 6

NCI109 5

OHSU 6

PROTEINS 4, 5, 6

PTC-FM -

PTC-FR -

PTC-MM -

PTC-MR -

PEKING-1 -
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Table 3.31: Selection of the unlabeled datasets per chapter.

Dataset Used in Chapter

COLLAB 5

IMDB-BINARY 4, 6

REDDIT-MULTI-5K 5

REDDIT-MULTI-12K 5
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Graph Reduction by
means of Centrality
Measures 4

Toute connaissance est une réponse à une
question. S’il n’y a eu de question, il ne peut y
avoir de connaissance scientifique. Rien ne va
de soi. Rien n’est donné. Tout est construit.

La formation de l’esprit scientifique (1938),
Gaston Bachelard

4.1 Introduction

As thoroughly described in Chapter 2, graph matching [4; 5] is one of the

most fundamental problems in graph-based pattern recognition. Consid-

ering the influence of graph matching in miscellaneous pattern recognition

applications, it is crucial to develop and research efficient procedures for

this task. The Graph Edit Distance (GED) [86] (also described in Chap-

ter 2), introduced approximately 40 years ago, remains one of the most

versatile and robust graph matching models available. Unfortunately, it is

well known that the computation of GED is an NP-complete problem in

general [27]. Therefore, comparing large graphs is often not possible (or at

least computationally expensive) and thus not feasible for real-time pattern

analysis.

Over the last decade, however, different approximations to reduce the

runtime of GED have been proposed [11; 155; 156; 157; 158]. These ap-

proximation span a range of techniques, from using a beam search procedure

instead of A∗ to narrow down the search space [156; 157], to employing lin-

ear programming methods for computing the upper and lower bounds of

GED [158], and ultimately reducing the GED computation to a linear sum

91
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assignment problem (LSAP) [11; 155]. All of these approximations sub-

stantially reduce the computational complexity of GED. Yet, even with

these polynomial time algorithms, the application of GED remains prob-

lematic – in particular for large graphs with many nodes and/or many

edges.

The present chapter aims to further improve the computation cost of

GED. However, we do not suggest a new algorithmic approximation but

introduce a novel approximation on the data side, i.e., we propose and

investigate novel graph reduction method. That is, besides using approxi-

mations, we reduce the matching time by working with reduced versions of

the graphs rather than the original graphs.

In the present chapter, the proposed graph-based pattern recognition

framework operates directly in the graph domain. For this reason, our

graph classification method is based on the BP-GED [11] approximation

(termed GED from now on). This GED approximation is joined with a

distance-based classifier such as the k-Nearest Neighbors classifier (k-NN)

as it has shown reasonable classification accuracies on diverse classification

tasks (e.g., [159; 160]).

Note that the present chapter summarizes three preliminary conference

papers [42; 43; 44] and one journal paper [45] and is organized as follows.

In Section 4.2, we explain in detail our graph reduction process. That is,

we show how to map graphs from the original graph domain to a graph sub-

space where the graph matching is eventually conducted. In Section 4.3, we

demonstrate the effectiveness of our proposed method. That is, we compare

both matching time and classification accuracy obtained on the reduced

graphs (with different sizes) with the corresponding results obtained in the

original graph domain. In Section 4.4, we propose and research an exten-

sion of the graph reduction strategy to address the problem of the loss of

information when nodes are discarded. That is, we propose and evaluate

two distinct modifications to the classification procedure to mitigate this

effect. The goal of Section 4.5 is to improve the classification performance

of a k-NN classifier coupled with GED. To this end, we define and evaluate

a novel method that extracts extra information out of different reduced

versions of the original graphs and combines this information in a multiple

classifier system. Finally, in Section 4.6, we summarize the key findings of

the proposed approaches and conclude this chapter.
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4.2 Graph Reduction Using Centrality Measures

The reduction method proposed in this chapter is based on network’s node

centrality measures [150] and employs the strategy of graph summariza-

tion. In Subsection 4.2.1, we present centrality measures – borrowed from

the field of network analysis [150] – to decide which nodes to omit from

the original graphs. In Subsection 4.2.2, we present our graph reduction

procedure. Finally, in Subsection 4.2.3, we present a qualitative analysis of

the reduced graphs obtained after applying our proposed graph reduction

method.

4.2.1 Centrality Measures

Centrality measures indicate how important a node in a graph is by quan-

tifying the contribution of each node to the graph connection. The idea

is imported from social network analysis, where it helps to comprehend

the social network interactions [150]. There is no universal definition for

the influence of a node, and thus there exists a wide variety of centrality

measures that depend on the problem to be solved [150].

Roughly speaking there are two categories of centrality measures avail-

able, viz. Degree-based and Shortest-path based measures. The degree-based

methods use the degree property of the nodes, i.e., how many edges are con-

nected to a node, to derive their centrality score. Meanwhile, the shortest-

path based algorithms compute a node’s centrality score by counting the

number of paths between any two pairs of nodes that pass by it.

In the present chapter, we focus on two popular centrality measures

stemming from both categories, namely PageRank (degree-based) [161] and

Betweenness (shortest-path based) [162]. Note that our graph reduction

framework is not only limited to those two measures. That is, any other

centrality measures could be used as well.

PageRank [161] is a centrality measure that is originally used to rank

search engine results and has the advantage to be content-independent.

The basic concept relies on the fact that a node’s importance increases by

having connections with other nodes that are themselves important. That

is, the importance of a node is thus proportional to the sum of the scores

of the nodes in its neighborhood.

This naive formulation has, however, an undesirable property; if an im-

portant node points to many other nodes then its high-centrality will be

spread among all its neighbors. That means they are all going to be consid-
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ered as important by association (which is often not a desirable behavior).

Hence, the authors of [161] propose to dilute the influence of an influential

node proportionally to the number of its neighbors. Formally, PageRank is

defined as

x = αAD−1x+ β1 , (4.1)

where vector x contains the n PageRank scores for all nodes {v1, . . . , vn}
of a given graph G = (V,E). Parameter α plays the role of a damping

factor (there is no clear theory to choose its values, it was primarily set to

0.85). The matrix A is the adjacency matrix of graph G = (V,E) and D

is the diagonal matrix with elements Dii = max(douti , 1), where value douti

corresponds to the outdegree of the i-th node (max(·, ·) is used in case a

node has zero neighbors). In the second part of Eq. 4.1, β is an additive

constant (conventionally set to 1).

Betweenness [162] is a centrality measure that counts the number

of times a node lies on the shortest paths connecting pairs of nodes. In

a graph with flowing information, it expresses, on average, the number

of time messages passes between each pair of nodes. Nodes with a high

Betweenness score have significant importance within a graph by the control

of the information flowing between other nodes. Formally, the Betweenness

score xi for the i-th node vi ∈ V of a given graph G = (V,E) is defined by

xi =
∑

u,v∈V

ni
uv, (4.2)

where

ni
uv =

1,
if node i is on the shortest-path

between node u and v

0, otherwise

(4.3)

In its primal formulation (see Eq. 4.2), Betweenness scales with the

number of pairs of nodes. One may be interested to re-scale the Betweenness

score to be between 0 and 1. This can readily be done by dividing the score

by (|V | − 1)(|V | − 2), where |V | is the number of nodes in graph G.

4.2.2 Creation of Reduced Graphs

Once the node centrality scores are computed for each node (either with

PageRank or with Betweenness), one can sort them according to their cen-
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trality from the least to the most important one. The higher the score

for a node, the more significant it is and thus should remain in the graph.

Hence, we use the centrality score to sort the nodes from the least to the

most influential ones. With a reduction factor λ ∈]0, 1] we are then readily

able to select the most influential σ = ⌊λ|V |⌋ nodes in the graph, while

the other nodes and their incident edges can be removed from the graph.

The reduction factor λ is a user-defined parameter and can be seen as the

percentage of remaining nodes of the original graph.

That is, if we set λ = 0.8, then around 80% of the nodes remain

in the reduced versions of the graphs and 20% of the nodes are omit-

ted. We can now arbitrarily vary the reduction factor λ from 1.0 to 0.0

by different step-sizes to obtain differently sized graphs out of one source

graph. By using either PageRank or Betweenness as selection criterion

with λ ∈ {1.0, 0.8, 0.6, 0.4, 0.2}, we thus build for both centrality measures

four different graph subspaces from the original graph domain. Note that

with λ = 1.0 all the nodes remain in the reduced graph which obviously

corresponds to the original graph.

In practice, we stop removing nodes from G whenever the number of

nodes falls below a fixed threshold (in our experiments we set this threshold

to 5 nodes). Note, moreover, that if c > 1 nodes have the same score and

ρ = ⌊(1 − λ)|V |⌋ < c nodes should be actually removed in the next step,

the ρ omitted nodes are randomly selected from the c candidates.

For each node, the centrality score is initially computed once on the

original graphs. Based on these scores we build all graph subspaces at once.

That is, we do not recompute the centrality measures on a specific reduction

level λ before continuing to the next lower level. Actually, preliminary

experiments show no significant differences in the reduced graphs whether

or not the centrality scores are recomputed after each graph reduction.

In Fig. 4.1, we show an original graph G = (V,E) with |V | = 14 and

two reduced versions of the graph with λ = 0.8 and λ = 0.4. The number of

nodes that remain in the graph with λ = 0.8 and λ = 0.4 is ⌊0.8 · 14⌋ = 11

and ⌊0.4 · 14⌋ = 5, respectively.

In the remainder of the chapter, we term a reduced graph (with re-

duction factor λ) as Gλ = (Vλ, Eλ). When reducing all graphs in a

given dataset of size N , we obtain a reduced graph subspace Gλ =

{G(1)
λ , . . . , G

(N)
λ }. Repeating this process with different reduction factors

λ1, . . . , λr we obtain r reduced graph subspaces Gλ1
, . . . ,Gλr

.
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Fig. 4.1: An example of our reduction approach on a synthetic graph with

both node selection criteria (i.e., PageRank and Betweenness) and λ ∈
{0.8, 0.4}. (For better visibility, the PageRank scores are scaled up by

factor 10.)

4.2.3 Qualitative Results

We start our evaluation with a qualitative investigation on the AIDS

dataset1 (see Chapter 3). Fig. 4.2 shows original and reduced graphs of

molecular compounds from the AIDS dataset. We vary the parameter λ

to all reduction levels (including λ = 1.0 which corresponds to the original

graph domain).

We notice variations between the two centrality measures. By reducing

the graph size based on the PageRank selection method, we tend to preserve

the intra-community nodes. The communities are kept together while being

separated from one another. Roughly speaking, PageRank tends to produce

reduced graphs with large numbers of connected components. This effect

is particularly apparent in Fig. 4.2 (a), with λ = 0.6.

On the other hand, by deleting nodes upon Betweenness values, we keep

the backbone structure of the graph. That is, we observe that the main

paths in the graph form communities and are kept when discarding nodes

from the graph. For instance, in Fig. 4.2 (a) and (c) with λ = 0.2 we

observe that the main paths in the graph form communities and are kept

in the graph. Simultaneously, the external nodes from the communities

1On the other datasets similar observations can be made (see Appendix B.1).
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tend to be omitted using this specific centrality measure.

(a) Reduced molecular compound from AIDS

(b) Reduced molecular compound from AIDS

Fig. 4.2: Example graphs from AIDS with both reduction techniques (Page-

Rank, Betweenness) and all reduction levels λ.
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(c) Reduced molecular compound from AIDS

Fig. 4.2: Example graphs from AIDS with both reduction techniques (Page-

Rank, Betweenness) and all reduction levels λ.

4.3 Graph Matching on Reduced Graphs

In the present section, the goal is to research how GED and its computation

are affected when working on reduced graphs. Our experimental evalua-

tion consists of two different parts. First, in Section 4.3.1 we perform GED

computations on the original graphs and all graph subspaces and compare

the run times with each other. Moreover, we compare the classification

accuracies achieved on different reduction levels with both the accuracy

achieved on the original graphs and on randomly reduced graphs. Second,

in Section 4.3.2, we show and discuss scatter plots that illustrate the cor-

relation between the original distances and the corresponding distances in

the graph subspaces.

We use six graph datasets presented in Table 4.1 to conduct empirical

evaluations. We split all datasets into three disjoint subsets for training,

validation, and testing as follows. We split the graphs from the IAM graph

repository (i.e, AIDS and MUTAGENICITY) according to the proposed

splitting of the benchmark. The NCI1 dataset is split to match the size

of the three sets of the MUTAGENICITY dataset. The other datasets are

divided w.r.t. the 60-20-20% split rule for training, validation, and test sets,

respectively. In this chapter, we also report the standard classification ac-

curacy that allows us to measure the performance of the different proposed

methods on the classification task.
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In Table 4.1, we summarize the number of graphs per split used for

training, validation and testing and present some other statistical properties

for each graph dataset, viz. the number of graphs, the number of classes,

and the average number of nodes and edges (for further information about

those datasets we refer to Chapter 3).

Table 4.1: Properties of the graph datasets. We show the size of the graph

datasets (|G|) with the number of graphs in the training, validation, and

test set (|Gtr|, |Gva|, |Gte|), the number of classes (|Ω|) and the average

number of nodes and edges per graph (∅|V |, ∅|E|).

Graph Dataset Property

|G| (|Gtr|, |Gva|, |Gte|) |Ω| ∅|V | ∅|E|

AIDS 2,000 (250, 250, 1,500) 2 9.5 10.0

ENZYMES 600 (360, 120, 120) 6 32.6 62.1

IMDB-BINARY 1,000 (600, 200, 200) 2 19.8 96.5

MUTAGENICITY 4,337 (1,500, 500, 2,337) 2 30.3 30.8

D
a
ta

se
t

NCI1 4,110 (1,500, 500, 2,110) 2 29.9 32.3

PROTEINS 1,113 (660, 220, 223) 2 39.1 72.8

In all of the experiments of the present section, we first reduce all graphs

(stemming from training, validation, and test sets) to have σ = ⌊λ|V |⌋
remaining nodes for all reduction levels λ. For the second and third ex-

periment, we then compute the required distance matrices between the

condensed graphs using GED at each level λ. For GED computation, we

apply unit costs for node and edge insertions/deletions. The cost for node

substitutions with unequal node symbols is set to a constant cost of 2.

On all datasets and reduction levels λ, we individually optimize param-

eter α ∈ [0, 1] that weights the relative importance of node and edge edit

operation costs.

4.3.1 Computation Time and Classification Accuracy

The goal of this evaluation is twofold. First, we aim to verify whether

or not our reduction process deteriorates the classification accuracy when

compared to the one obtained with the original graphs. We choose a k-
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Nearest Neighbor (k-NN) as our classification method2. The second goal

of this evaluation is concerned with the runtimes. That is, we aim at

verifying the expected substantial speed-up of the computation time due to

the smaller number of nodes in the reduced graphs.

In order to verify the benefit of the proposed graph reduction using

elaborated centrality measures, we also compare the novel method with

a random subsampling of the graphs. For this experiment, we run our

algorithm 10 times with random node selection for each reduction level in

order to alleviate the variance of accuracies of the random node selection.

In Fig. 4.3 we display the classification accuracy per reduced graph level

for all datasets (including λ = 1.0). For the control experiment (random

selection), we plot the 95% confidence interval from the 10 runs for each

reduced graph level. All computations have been conducted in a parallel

configuration on an AMD Ryzen 9 5900X with 12 cores.

As expected, the classification accuracy of the k-NN generally decreases

when reducing the size of the graphs. This is, most probably, due to the loss

of information when discarding nodes. Note, however, that the classification

accuracy remains relatively stable on the AIDS dataset for all reduction

levels and for MUTAGENICITY up to level λ = 0.6. We can observe

that the classification accuracy obtained with our reduction methods (both

PageRank and Betweenness) are clearly better than the random selection

on all molecule graphs (AIDS, MUTAGENICITY, and NCI1).

For the PROTEINS and ENZYMES graphs, the reduction based on

Betweenness gives better classification accuracies than the random deletion

for all reduction levels. Yet, the reduced graphs based on PageRank achieve

quite similar accuracies as offered with the randomly reduced graphs. On

the IMDB graphs, we do not observe a clear benefit of our reduction scheme

compared to a random node selection.

Despite the general drop in the classification accuracy using the reduced

graphs rather than the original graphs, we can conclude that the accura-

cies achieved with reduced graphs using our method remains comparable

with the accuracies achieved with the original graphs. Moreover, we can

state that using elaborated reduction methods rather than using random

subsampling is clearly beneficial.

The great benefit of the novel method is, of course, the computation time

that steadily decreases on the reduced graphs. In Table 4.2, we observe an

evident speed up of the runtimes on the reduced graphs. Note that the

2Parameter k ∈ {1, 3, 5, 7}, that defines the number of neighbors considered in the
k-NN classifier, is optimized on all datasets and reduction levels individually.
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Fig. 4.3: Classification accuracies for all datasets and all reduction levels

(including λ = 1.0) for our reduction methods (PageRank and Betweenness)

and a random subsampling.

runtimes are averaged from 10 runs with a 95% confidence interval.

Table 4.2, shows runtime improvements up to a factor of four (with

λ = 0.4 on MUTAGENICITY, for instance). Using reduction level λ = 0.6,

we can report that the runtimes on all datasets are approximately halved
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Table 4.2: Computation time in seconds on the test set using the original

graphs (i.e., λ = 1.0) and all evaluated reduction levels λ.

Reduction Level λ

λ = 1.0 λ = 0.8 λ = 0.6 λ = 0.4 λ = 0.2

D
a
ta

se
t

AIDS 9.93± 0.25 7.25± 0.30 5.59± 0.13 4.00± 0.13 2.78± 0.21

MUTAGENICITY 63.27± 1.62 46.08± 1.55 33.23± 0.95 21.91± 0.55 15.18± 0.72

NCI1 51.41± 1.10 36.72± 0.95 25.85± 0.71 17.89± 0.68 12.62± 0.88

PROTEINS 7.09± 0.37 4.67± 0.25 3.09± 0.16 2.02± 0.21 1.18± 0.24

ENZYMES 2.18± 0.10 1.41± 0.10 1.11± 0.14 0.61± 0.04 0.35± 0.05

IMDB-BINARY 4.32± 0.15 2.91± 0.23 1.94± 0.21 1.08± 0.13 0.61± 0.11

when compared with the runtimes on the original graphs (with λ = 1.0).

Note that the matching times for PageRank, Betweenness and randomly

reduced graphs are the same. Once the graphs are reduced, they have the

same size no matter which reduction method is used and thus the matching

time is equivalent.

4.3.2 GED Quality Measure

GED is often employed in conjunction with distance-based classifiers.

Hence, we aim at verifying whether the distances obtained with the reduced

graphs make sense. In order to verify this, we show scatter plots that in-

dicate the correlation between the original graph distance and the distance

obtained in the reduced graph space with PageRank (equivalent plots are

obtained with Betweenness are shown in Appendix B.2). In particular, for

each pair of graphs a dot is plotted in Fig. 4.4. Each dot represents the

distance in the original graph space on the x-axis and the corresponding

distance on the reduced graphs on the y-axis.
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Fig. 4.4: Pairwise distances between graphs in the original graph space and

their resulting counterpart in the reduced graph domain using PageRank

on all datasets.
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Two main observation can be drawn from these plots. First, the dis-

tances in the original and reduced graph space correlate quite well. In

general, if the distance is large between two graphs in the original graph

space then the distance is also relatively large in the reduced graph space.

Vice versa, if the distance is small in the original graph space, the corre-

sponding distance is small as well in the reduced graph space. However, the

more the graphs are reduced the more the overall distances decrease, reduc-

ing the correlation which makes it more complicated for a distance-based

classifier to accurately predict the correct class of the graphs.

The second observation is that there are some points above the main

diagonal. That means, the distances in the reduced graph space (espe-

cially for λ = 0.8) overestimate the GED compared to its corresponding

counterpart in the original graph domain. At first glance this seems to

be counter-intuitive. However, an in-depth examination of those pairwise

graphs shows that this GED overestimation is a ”natural” effect. Due to

the reduction, the approximate GED finds other assignments of local sub-

structures for the nodes, and that might lead – for some pairs of graphs

– to greater distances than in the original graph space. An illustration of

this behavior is given in Fig. 4.5.

Fig. 4.5: Example of the GED overestimation after graph reduction.

On the upper part of Fig 4.5 the original GED is shown, where just

deleting one node allows to match both graphs. On the lower part of

Fig 4.5 GED is displayed after graph reduction. In this setup, the overall

GED rises from 1.0 to 3.0 in order to incorporate the updated structural

assignment (inserting one node and two edges).
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4.4 Two-Step Graph Classification

As demonstrated in Section 4.3, some limitation appears when working

with systematically reduced graphs – specifically, it has a disadvantageous

effect on the classification accuracy. To counter this negative effect, one

could modify the standard classification process into a two-step classifi-

cation scheme. For the sake of conciseness, we use the reduced graphs

described in Section 4.2 using the PageRank centrality measure only.

In the proposed framework the size-reduced and original graphs are now

employed in two separate steps. The basic idea of the first step is to conduct

all matchings on the strongly reduced graphs. Then, in the second step,

we conduct as few matchings as possible on the original graphs. Hence,

our method can also be interpreted as a coarse-to-fine approach that starts

on rather coarse representations and eventually continues on the more fine-

grained graph representations – similar to the approach presented in [121].

# of Majority class 

Fig. 4.6: Illustration of the two steps of two different classification strategies

(shown in blue and red color.

However, our approach differs in three major parts with [121]. First,

we use node centrality measures (rather than node clustering) for graph

reductions. Second, we employ only two levels of hierarchy (since we pri-
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marily aim at speeding up the classification process). Third, we propose

two different strategies for the crucial decision on how to proceed after step

1 (a visual summary of both strategies is presented in Fig. 4.6).

• The first strategy is to select appropriate candidates in the reduced

graph space for further processing (described in blue in Fig. 4.6).

• The second strategy is to accept the classification obtained in the

reduced graph space if the classifier is confident enough (described

in red in Fig. 4.6).

Both strategies are described in greater detail in the next two subsec-

tions.

Note that, regardless of the strategy actually employed, the proposed

two-step classification scheme allows us to trade-off between runtime and

classification accuracy. That is, pruning numerous graphs in the first step

allows a faster computation time but possibly deteriorates the classifier’s

accuracy. Contrariwise, keeping many graphs for the second step possibly

allows better classification accuracy but might increase the computation

time.

4.4.1 Candidate Selection Strategy

The aim of this strategy is as follows. Based on the matching information

obtained on the reduced graphs, we keep in a first step the nearest training

graphs for each test graph. We term these nearest neighbors – actually used

in step 2 – as candidates. We define a parameter ω that defines the relative

amount of training graphs that are selected as candidates. With ω = 0.1,

for instance, we select 10% of the nearest training graphs as candidates for

each test graph.

The second step of the classification process is based on the original

graphs. That is, the test graphs are matched with the original graphs that

correspond to the selected candidates from step 1. Intuitively, step 1 acts

as a filter that pre-selects plausible candidates from the training set for

further and more precise investigations during step 2.

The complete process – termed CandSel from now on – is formalized in

Alg. 2. The algorithm takes as parameters a test graph in two represen-

tations G(t) and G
(t)
λ (the original and the size-reduced graph), as well as

N original training graphs G = {G(1), . . . , G(N)} and their corresponding

reduced versions Gλ = {G(1)
λ , . . . , G

(N)
λ }. Note that we use a k-NN classifier

on line 8 of the algorithm. However, any other distance or similarity-based
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classification could be employed as well.

Algorithm 2: CandSel

Input: Parameter ω, training graphs G = {G(1), . . . , G(N)} and

their reduced counterparts Gλ = {G(1)
λ , . . . , G

(N)
λ }, graph to

classify from test set G(t) and its reduced version G
(t)
λ

1 STEP 1

2 n = ⌊ω ·N⌋ // number of candidates

3 for i ∈ {1, . . . , N} do

4 compute GED(G
(i)
λ , G

(t)
λ )

5 Cλ = {G(1)
λ , . . . , G

(n)
λ } // n training graphs in Gλ closest to

G
(t)
λ

6 C = {G(1), . . . , G(n)} // corresponding graphs in G
7 STEP 2

8 Classify G(t) with the aid of the selected candidates

C = {G(1), . . . , G(n)}

4.4.2 Early Classification Strategy

In this second strategy, we first apply a k-NN classification on the reduced

graphs. All graphs for which the classification is — more or less — confi-

dent, are directly classified without further processing in step 2. Formally,

we measure the confidence of each decision by means of the number of

neighbors k′ among the k-nearest neighbors that stem from the same class

(with k′ ≤ k). If k′ is greater than, or equal to, a certain threshold δ we

consider the class prediction as confident enough to be accepted.

Considering a 5-NN, for instance, and we set δ = 4, then at least four of

the nearest neighbors have to stem from the same class so that the graph

is classified in the first step3. Note that this strategy directly depends on

the classifier actually employed. That is, when this strategy is used in

conjunction with another distance-based classifier, another metric for the

confidence has to be defined first.

For any reduced graph G
(t)
λ that is not classified in the first step (due

to too-low classification confidence), the classification is conducted on its

3Note that for a binary classification task with a 5-NN, it makes no sense to set δ ≤ 3
because all samples would be immediately classified in the first step.
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original counterpart G(t). That is, we have to compute all distances from

G(t) to all original training graphs to apply a final k-NN classification. We

formalize this procedure – termed EarlyClass from now on – in Alg. 3.

Algorithm 3: EarlyClass

Input: Parameter δ, training graphs G = {G(1), . . . , G(N)} and

their reduced counterparts Gλ = {G(1)
λ , . . . , G

(N)
λ }, graph to

classify from test set G(t) and its reduced version G
(t)
λ

1 STEP 1

2 for i ∈ {1, . . . , N} do

3 compute GED(G
(i)
λ , G

(t)
λ )

4 Cλ = {G(1)
λ , . . . , G

(k)
λ } // k closest graphs to G

(t)
λ in Gλ

5 if number of graphs of majority class in Cλ ≥ δ then

6 Classify G(t) as the accepted classification of G
(t)
λ

7 else

8 Add G(t) in U

9 STEP 2

10 Classify the remaining G(t) ∈ U with the aid of the original

training graphs G = {G(1), . . . , G(N)}

4.4.3 Experimental Evaluation

The purpose of our experimental evaluation is twofold. First, we aim at

investigating the reduction of the computation time actually possible with

the proposed framework. Second, we want to evaluate whether or not the

classification accuracy can be maintained when applying the two strategies

in our two-step classification procedure. Hence, we compare both the run-

time and the classification accuracy obtained by our novel methods with a

standard classification method, viz. a k-NN classifier that operates on the

original graphs only.

4.4.3.1 Candidate Selection

Table 4.3 shows both the classification accuracy and the runtime for the

reference system (i.e., a standard k-NN classifier operating in the original

graph space) and the novel method CandSel with ω ∈ {0.20, 0.10, 0.05}.
On all datasets, we observe that the classification accuracy generally
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Table 4.3: Classification accuracy and runtime (in seconds) obtained with

a k-NN classifier on the original graphs (Reference System) and the results

obtained with our novel method CandSel with ω ∈ {0.20, 0.10, 0.05}. (◦/•:
statistically significantly better/worse than the reference system.)

Ref.

System

CandSel

ω = 0.20 ω = 0.10 ω = 0.05

Acc [%] 98.53 97.53• 98.80 96.53•
AIDS

Time [s] 9.93 7.56 5.62 4.99

Acc [%] 41.67 36.66• 29.17• 24.17•
ENZYMES

Time [s] 2.18 1.21 0.86 0.66

Acc [%] 66.00 59.50• 58.50• 55.50•
IMDB-BINARY

Time [s] 4.32 3.67 2.03 2.26

MUTAGENICITY
Acc [%] 71.33 72.95◦ 72.02 70.60

D
a
ta

se
t

Time [s] 63.27 48.70 41.99 36.90

Acc [%] 70.33 69.24• 68.96• 68.15•
NCI1

Time [s] 51.41 43.10 34.05 29.38

PROTEINS
Acc [%] 73.82 70.82 70.82 71.24

Time [s] 7.09 3.88 2.88 1.97

decreases as the parameter ω is reduced (as expected). Simultaneously, we

observe substantial reductions in the runtimes with increasing values of ω.

The runtime of our novel system with ω = 0.10, for instance, is reduced to

about 50% of the runtimes of the reference system on all datasets.

On the AIDS, NCI1, ENZYMES, and IMDB-BINARY, we observe that

the classification accuracy of our novel approach is in general worse than the

accuracy obtained by the reference system. We also see that most of these

deteriorations are statistically significant (with the exception of the result

obtained on the AIDS dataset with ω = 0.10). However, we can also report

that at least on AIDS and NCI1 the classification accuracies obtained by

means of our novel system are in a fairly similar range as those of the refer-

ence system. Moreover, on the other two datasets, viz. MUTAGENICITY

and PROTEINS, not a single statistically significant deterioration com-

pared to the reference system can be seen – on the contrary, we observe

one statistically significant improvement (on the MUTAGENICITY dataset

with ω = 0.20).

Overall these classification results of CandSel are convincing and en-

couraging especially when considering the substantial decrease in the run-

times of our framework compared with the reference system.
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Table 4.4: Classification accuracy and runtime (in seconds) obtained with

a k-NN classifier on the original graphs (Reference System) and the results

obtained with our novel method EarlyClass with δ ∈ {5, 4}. (◦/•: statisti-
cally significantly better/worse than the reference system.)

Ref.

System

EarlyClass

δ = 5 δ = 4

Acc [%] 98.93 98.60 98.73
AIDS

Time [s] 9.93 3.48 3.31

ENZYMES
Acc [%] 41.67 36.67• 37.50

Time [s] 2.18 3.96 3.76

Acc [%] 66.00 64.00 62.00•
IMDB-BINARY

Time [s] 4.32 8.14 5.63

MUTAGENICITY
Acc [%] 71.63 71.07 68.12•

D
a
ta

se
t

Time [s] 63.27 60.07 39.00

Acc [%] 70.52 70.56 68.15•
NCI1

Time [s] 51.41 54.22 33.78

PROTEINS
Acc [%] 73.82 75.10 75.54◦

Time [s] 7.09 7.32 4.40

4.4.3.2 Early Classification

Table 4.4 shows the classification accuracy and the runtime achieved with

the reference system and our novel method EarlyClass that uses a 5-NN

classifier in conjunction with two thresholds δ ∈ {4, 5}4.
Likewise to the method CandSel, the accuracies achieved with Early-

Class are – more or less – comparable to the results of the reference sys-

tem. For instance, with δ = 5, the classification accuracy remains statis-

tically equivalent to the results obtained with the reference system on all

datasets. When the threshold is reduced to δ = 4, the classification accu-

racy achieved on MUTAGENICITY, NCI1, and IMDB-BINARY is statisti-

cally worse than the accuracy of the reference system. Note, however, that

our novel system performs in a fairly similar range as the reference system

in all cases. Moreover, with δ = 4 we even observe a statistically significant

improvement in the classification accuracy on the PROTEINS dataset.

Regarding the runtimes we also observe substantial speed-ups of our

4During the validation of the meta-parameters on the AIDS dataset, we observe that
in step 2 the graphs stem from one class only. Hence, rather than performing a second

matching on these graphs, we decide to directly classify the few graphs for which the

second step is actually necessary. Note that this applies on the AIDS dataset only.
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Table 4.5: Statistics drawn from the method EarlyClass with δ = 4. |Gte|
is the number of test graphs per dataset. Num class. and Acc refer to

the number of graphs classified and the classification accuracy obtained,

respectively (during that step). Final Acc is the global classification accu-

racy obtained at the end of the classification process.

Step 1 Step 2 Final

Acc [%]
|Gte| Num class. Acc [%] Num class. Acc [%]

AIDS 1,500 1,479 98.78 21 95.24 98.73

ENZYMES 120 14 14.29 106 40.57 37.50

IMDB-BINARY 200 56 55.36 144 64.58 62.00

MUTAGENICITY 2,337 1,182 70.73 1,155 65.45 68.12

D
a
ta

se
t

NCI1 2,100 1,004 67.43 1,096 68.81 68.15

PROTEINS 233 133 78.95 100 71.00 75.54

method compared to the reference system. Using threshold δ = 4, for

instance, we observe a substantial decrease of the runtime of about 40%

on the datasets MUTAGENICITY, NCI1, and PROTEINS. On the AIDS

dataset, the runtime of our method is even about five times faster than the

runtimes of the reference system (mainly due to the omitted second step

on this dataset). Interestingly, we observe an increase in the runtime of our

method on both the ENZYMES and IMDB-BINARY datasets. This result

has encouraged us to do some further research and investigations on the

behavior of the early classification strategy.

In Table 4.5, we show the number of actually classified graphs with

EarlyClass (we focus on δ = 4) and the corresponding classification accu-

racy in both steps (step 1 and step 2).

We observe that, in general, a large amount of the graphs are classified

during the first step. For instance, on the AIDS dataset about 98% of

the test graphs are classified during the first step. For MUTAGENICITY,

NCI1, and PROTEINS, about 50% of the graphs are instantly classified

without any further computation. For ENZYMES and IMDB-BINARY,

however, we observe that the majority of the graphs are classified during the

second step of the algorithm, which might explain why the runtime for this

dataset increases. That is, on these particular datasets, the computational

overhead of our novel two-step classification method cannot be compensated

by many early classifications.
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When comparing the classification accuracies achieved in step 1 and

step 2 separately, we observe that the classification accuracy decreases in

general in the second step (see, for instance, on AIDS, MUTAGENICITY

and PROTEINS). A possible explanation might be that only the ”difficult”

graphs remain to be classified during the second step.

4.5 Multiple Classifier System Based On Reduced Graphs

In the present section, we propose a novel framework that makes use of the

reduction process presented in Section 4.2. Roughly speaking, the novel

method is based on three basic steps (as illustrated in Fig. 4.7).

• First, we create various reduced graph subspaces, that contain

graphs that are in turn reduced to the nodes that contribute the

most to the original graph structure. That is, we map the graphs

into various reduced graph spaces.

• The second step consists of computing a graph dissimilarity be-

tween the graphs in each of the reduced graph subspaces.

• The third and last step of our procedure consists in linearly combin-

ing either the distances or the predictions obtained in the different

graph subspaces. The meta-parameters for combination, viz. the

weight coefficients, are either optimized via grid-search or by means

of a genetic algorithm.

The combined distances or predictions are used as a basis for the

final classification. Any classification method that makes use of

GED in some way can be used for this purpose (e.g., distance-based

graph kernels or distance-based classifiers such as the k-Nearest

Neighbor classifier).

From a broad perspective, the proposed framework, as shown in Fig. 4.7,

is somehow related to a recently introduced hierarchical graph matching

framework [121]5. In this framework, the nodes are aggregated into super-

nodes during a graph compression process. A hierarchy of compressed

graphs is constructed by means of a community detection algorithm. Then,

the matching is performed, starting at the most compressed graphs and po-

tentially going up level by level if a certain similarity threshold is exceeded.

In our method, however, we make use of reduced graphs, i.e., nodes are

5Other hierarchical graph representations are presented in [40; 41], for instance.
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... ...

Step 1 Step 2 Step 3

A: 
Combination of Distances

B:  
Combination of Predictions

Reduce graphs to    different graph subspaces 

A: Using PageRank 
B: Using Betweenness 

Compute graph dissimilarity
in each graph subspace 

Combine distances or predictions
from each graph subspace 

Fig. 4.7: The three basic steps of our novel framework: (1) graph reduction

to obtain the reduced graph subspaces, (2) graph matching in reduced graph

subspaces and (3) building a multiple classifier system

omitted/deleted during the graph reduction procedure (rather than com-

bined via compression). To this end, we quantify the structural information

of each node via centrality measures adapted from social network analysis

(formally introduced in Subsection 4.2.1). Next, we remove the nodes that

contribute the least to the structure of the graph (according to the cen-

trality measure actually applied). Moreover, we use the extra information

gained from the reduced graph subspaces in a multiple classifier scenario

and do not perform a coarse-to-fine classification.

4.5.1 Building a Multiple Classifier System

In this subsection, we build a multiple classifier system for graphs. To

this end, we apply the graph reduction method presented in Section 4.2

on all graphs in G to obtain graph subspace Gλ, where λ corresponds to a

given reduction level. We define N := |G| = |Gλ|. Given r different graph

subspaces Gλ1
, . . . ,Gλr

, we can now compute pairwise graph dissimilarities

in each graph subspace Gλi
. In the present chapter, we employ the GED

approximation BP as outlined in Section 4.1.

In detail, for each graph G
(j)
λi

∈ Gλi
we create a distance vector

dj = [dj,1, dj,2, ..., dj,N ]
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representing the distances between itself and the N other graphs in Gλi

and merge the obtained vectors to produce a distance matrix Dλi
.

Dλi
=


d1,1 · · · d1,N
d2,1 · · · d2,N
...

. . .
...

dN,1 · · · dN,N

 (4.4)

Once the distance matrices Dλi
for each reduction level λi are obtained,

we employ two different procedures to combining them and getting a final

classification result. In both of these combination scenarios, we employ a

distance-based classifier, viz. a k-Nearest Neighbor classifier (k-NN). The

k-NN is clearly advantageous in the proposed framework because it directly

operates on the resulting distances and can also be used as an indicator of

the underlying quality of the distances. Both combination procedures are

described in detail in the following paragraphs.

The first combination procedure consists of linearly combining the mul-

tiple distance matrices Dλ1
, . . . ,Dλr

at different levels λ1, . . . , λr into one

meta-distance matrix defined by

D =

r∑
i

ωλiDλi , (4.5)

where parameter ωλi
∈ [0, 1] weights the influence of each reduced graph

subspace Gλi
. Matrix D is eventually fed into a k-NN to perform the final

classification.

The second idea for condensing the r different graph subspaces

Gλ1 , . . . ,Gλr consists of combining the predictions obtained from the k-NN

at each reduced graph subspace. Formally, we obtain a prediction vector

pλi
= [p1, p2, ..., pN ]T (4.6)

for each graph subspace Gλi
where pj with j = 1, . . . , N corresponds to

the prediction of the j-th graph in the graph subspace Gλi
. The prediction

vectors are finally linearly combined by

P =

r∑
i

ωλi
pλi

(4.7)
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in order to obtain the final classification result. That is, we conduct a

weighted majority voting [163].

To weight the influence of each reduced graph subspace Gλi both combi-

nation methods introduced above make use of a vector ω = [ωλ1
, . . . , ωλn

],

that incorporates the n weighting factors ωλi
for all graph subspaces.

Our goal is to linearly combine the n reduced graph subspaces, and

thus we apply further constraints on ω such that each entry ωλi
∈ ω is

comprised in a range between 0 and 1 and the sum of all weights equals 1.

Formally,

r∑
i=1

ωλi
= 1

and

ωλi
∈]0, 1[ ∀i = 1, . . . , n

(4.8)

We aim to find the linear coefficient vector ω∗ such that the combined

distance matrix D or the combined predictions P lead to the best possible

classification accuracy. We use two different strategies to find the optimal

coefficient vector ω∗.

The first optimization method consists of a search over the parameter

space in a grid-search fashion. Unfortunately, grid-search is not an efficient

technique and scales poorly when the search space is large. In our specific

case the search space has a size of O(Dr), where D is the total number

of values that a weight ωλi
∈ ω can take and r is the number of graph

subspaces that are potentially combined.

As a second optimization technique we use a Genetic Algo-

rithm (GA) [164]. GAs are more efficient and scalable search procedures

over large search spaces than grid search approaches. Therefore, by means

of GAs, we are able to explore more subtle combinations of the weights

and thus potentially leading to improved classification accuracies. How-

ever, it is important to note that the optimality of the solution found is not

guaranteed, and GAs may suffer from overfitting without any well-defined

regularization procedures to prevent it.

The GA procedure begins by randomly initiating a set of chromosomes.

These chromosomes are then evaluated using the fitness function, and the

best-performing ones are selected for the crossover operation, generating the

next generation of chromosomes. The crossover step is uniformly performed

among the genes of the parents. We introduce a mutation chance with

a probability of pm for each newly created chromosome. This procedure
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is repeated until a specified criterion is met, with the criterion set to be

reached after a fixed number of optimization iterations in practice.

In our approach, we define ω as the so-called chromosome where each

entry ωλi
∈ ω represents a gene. We set the fitness function of a chromo-

some to be the classification accuracy of the k-NN and allow both operations

mutations and cross-overs.

4.5.2 Experimental Setup and Validation Process

The main purpose of the following experiments is to empirically verify

whether or not the information extracted out of the reduced graphs can

help to improve the overall classification performance. In order to test this

hypothesis, we first build a baseline for our evaluation by running a k-NN

classifier on the original graphs.

The individual hyperparameters of the k-NN are optimized with the

graphs contained in the validation set. To alleviate overfitting during the

optimization process, we apply a 5-fold cross-validation. The parameters to

optimize consist of α ∈]0, 1[ that weights the relative influence of node and

edge edit operation costs and k ∈ {1, 3, 5} that corresponds to the number

of neighbors used by the k-NN. We show the optimal parameters α and k

found for each dataset in Table 4.6.

For our novel framework, we use the optimized hyperparameters α

and k computed during the optimization phase on all graph subspaces

Gλ1
, . . . ,Gλr

. We set the reduction factors to λ ∈ {1.0, 0.8, 0.6, 0.4, 0.2} to

obtain the original graph space and four reduced graph subspaces with both

PageRank and Betweenness. In our evaluation the five graph (sub)spaces,

reduced with PageRank and Betweenness, are either used individually or

combined with each other. In the combined case, we obtain a total of

nine graph (sub)spaces (the original graph space and four subspaces per

centrality measure).

When optimizing the weighting parameters ω with grid search we use

the five reduction levels presented above in conjunction with 11 possible

weighting factors , i.e. ωλi
∈ {1.0, 0.9, . . . , 0.1, 0.0}. Only with those reduc-

tion factors the search space is already quite large (having 115 = 161, 051

different possibilities). Because of the exponential growth of the search

space we cannot apply the grid-search procedure in the scenario where

we combine PageRank and Betweenness graph subspaces (in this case the

search space would have a size of 119 ≈ 2.9 billion possibilities which is no

longer feasible).
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Table 4.6: Optimal values for α and k obtained during the hyperparameter

optimization on the validation sets.

Hyperparameter

α k

AIDS 0.7 1

ENZYMES 0.9 1

IMDB-BINARY 0.9 5

MUTAGENICITY 0.6 5

D
a
ta

se
t

NCI1 0.7 5

PROTEINS 0.9 3

Table 4.7: The different reduction, combination, and optimization methods

to create ten experimental setups.

Reduction Methods Combination Methods Optimization Methods

PageRank (PR)
Combination of Distances

(CoD)
Grid Search (GS)

Betweenness (BW)
Combination of Predictions

(CoP)
Genetic Algorithm (GA)

PageRank + Betweenness

(PR + BW)6

For the GA optimization, we use a random initial population of 30

individual chromosomes, where the random weights of each chromosome

(i.e., the genes) are defined such that they sum up to one to match the

weighting constraints. Furthermore, the crossover sites in each iteration of

the GA are randomly chosen, the mutation probability pm is set to 0.1, and

we run the GA for 100 iterations.

In Table 4.7 we summarize all the reduction, combination, and opti-

mization methods discussed above. We are now able to combine all the

presented methods with each other. For instance, we can create a system

termed PR-CoD-GS that associates PageRank with the combination of

distances and a grid search optimization. As stated above, the grid search

optimization is not applicable to the combined reduction, leading to a total

of ten different experimental setups (see Fig. 4.8).

6Due to computational reasons this combined reduction is only optimized via GA.
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PageRank
(PR)

Combination of Distances
(CoD)

Grid Search
(GS)

(1) PR - CoD - GS

Genetic Algorithm
(GA)

(2) PR - CoD - GA

Combination of Predictions
(CoP)

Grid Search
(GS)

(3) PR - CoP - GS

Genetic Algorithm
(GA)

(4) PR - CoP - GA

Betweeness
(BW)

Combination of Distances
(CoD)

Grid Search
(GS)

(5) BW - CoD - GS

Genetic Algorithm
(GA)

(6) BW - CoD - GA

Combination of Predictions
(CoP)

Grid Search
(GS)

(7) BW - CoP - GS

Genetic Algorithm
(GA)

(8) BW - CoP - GA

PageRank + Betweeness
(PR + BW)

Combination of Distances
(CoD)

Genetic Algorithm
(GA)

(9) PR + BW - CoD - GA

Combination of Predictions
(CoP)

Genetic Algorithm
(GA)

(10) PR + BW - CoP - GA

Reduction Methods Combination Procedures Optimization Methods Experimental Setups

Fig. 4.8: Combinations of reduction, combination, and optimization meth-

ods to create ten experimental setups

In Fig. 4.9, we show a bar plot that displays the individual weights ω∗

obtained after the optimization procedure. The figure exhibits the influence

of the individually reduced subspaces for all conducted experiments.

In some cases we observe that the original graph subspace Gλ1.0
domi-

nates the other subspaces. This trend is particularly apparent, for instance,

on the ENZYMES and NCI1 datasets with BW-CoD-GS and BW-CoP-GS,

respectively. On the other hand, we can observe in some cases that the re-

duced graph subspaces substantially contribute to the combined distances

and/or predictions. For instance, on the MUTAGENICITY or PROTEINS

datasets with BW-CoP-GS, the original graph space is completely omitted

or does not substantially influence the final classification.



Graph Reduction by means of Centrality Measures 119

B
W

- C
oD

- G
S

B
W

- C
oP

- G
S

PR
- C

oP
- G

S

PR
- C

oD
- G

S

B
W

- C
oP

- G
A

PR
- C

oD
- G

A

B
W

- C
oD

- G
A

PR
- C

oP
- G

A

0.0

0.2

0.4

0.6

0.8

1.0

Im
p

or
ta

n
ce

of
li
n

ea
r

p
ar

am
et

er
s

AIDS

ω0.2

ω0.4

ω0.6

ω0.8

ω1.0

PR
- C

oP
- G

A

B
W

- C
oP

- G
S

PR
- C

oD
- G

S

PR
- C

oP
- G

S

B
W

- C
oP

- G
A

PR
- C

oD
- G

A

B
W

- C
oD

- G
S

B
W

- C
oD

- G
A

0.0

0.2

0.4

0.6

0.8

1.0

Im
p

or
ta

n
ce

of
li
n

ea
r

p
ar

am
et

er
s

Mutagenicity

ω0.2

ω0.4

ω0.6

ω0.8

ω1.0

B
W

- C
oP

- G
A

B
W

- C
oD

- G
A

PR
- C

oD
- G

S

PR
- C

oD
- G

A

PR
- C

oP
- G

A

B
W

- C
oD

- G
S

PR
- C

oP
- G

S

B
W

- C
oP

- G
S

0.0

0.2

0.4

0.6

0.8

1.0

Im
p

or
ta

n
ce

of
li
n

ea
r

p
ar

am
et

er
s

NCI1

ω0.2

ω0.4

ω0.6

ω0.8

ω1.0

B
W

- C
oP

- G
A

B
W

- C
oP

- G
S

PR
- C

oP
- G

S

B
W

- C
oD

- G
S

PR
- C

oP
- G

A

PR
- C

oD
- G

S

B
W

- C
oD

- G
A

PR
- C

oD
- G

A

0.0

0.2

0.4

0.6

0.8

1.0

Im
p

or
ta

n
ce

of
li
n

ea
r

p
ar

am
et

er
s

Proteins

ω0.2

ω0.4

ω0.6

ω0.8

ω1.0

B
W

- C
oP

- G
A

PR
- C

oD
- G

A

PR
- C

oP
- G

A

B
W

- C
oP

- G
S

PR
- C

oP
- G

S

PR
- C

oD
- G

S

B
W

- C
oD

- G
A

B
W

- C
oD

- G
S

0.0

0.2

0.4

0.6

0.8

1.0

Im
p

or
ta

n
ce

of
li
n

ea
r

p
ar

am
et

er
s

Enzymes

ω0.2

ω0.4

ω0.6

ω0.8

ω1.0

PR
- C

oD
- G

S

B
W

- C
oD

- G
S

B
W

- C
oP

- G
S

B
W

- C
oD

- G
A

PR
- C

oD
- G

A

B
W

- C
oP

- G
A

PR
- C

oP
- G

S

PR
- C

oP
- G

A

0.0

0.2

0.4

0.6

0.8

1.0

Im
p

or
ta

n
ce

of
li
n

ea
r

p
ar

am
et

er
s

IMDB-Binary

ω0.2

ω0.4

ω0.6

ω0.8

ω1.0

Fig. 4.9: Importance of the individual graph subspaces in the linear combi-

nation for all datasets as well as all reduction, combination and optimization

methods
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Yet, in tendency, no clear pattern in the weighting factors is visible

that could favor any of the graph subspaces. Thus the optimal weighting

parameters have to be found in an empirical fashion. This observation may

indicate that all the reduced subspaces are somehow important and that

the optimal weighting depends on the actual application7.

4.5.3 Accuracy of the Multiple Classifier System

In Table 4.8, we present the classification accuracies obtained on all test sets

by our method that combines either the distances, termed Combination of

Distance Matrices (CoD), or the predictions, termed Combination of Pre-

dictions (CoP). Both combinations are either applied on PageRank (PR),

Betweenness (BW), or PageRank and Betweenness (PR + BW) reduced

graphs. Additionally, we present individual results for both optimization

strategies, viz. grid search (GS) and genetic algorithm (GA) (note that

for PR + BW only the GA optimization is applied due to computational

reasons).

We start our discussion with a focus on the PageRank reduced graphs.

We observe that at least one of the proposed combinations of distances or

predictions of the reduced subspaces improves the classification accuracy

compared to the baseline on all datasets. In 21 out of 24 comparisons our

novel approach achieves better results than the reference system (6 of these

improvements are statistically significant). These significant improvements

are observed on four different data sets. On the other hand we observe only

three deteriorations of which only one is significant. Last but not least, we

observe that on four datasets the combination of PageRank reduced graphs

achieves the overall best results (shown in bold face). Two of these overall

best results are achieved with distance based and two with prediction based

combinations.

In the case of combinations of Betweenness reduced graphs, comparable,

yet slightly worse, results as with the PageRank reduction are obtained.

That is, with Betweenness we observe only in 13 out ouf 24 comparisons

an improvement over the reference system. On the ENZYMES dataset,

however, the classification accuracy is substantially improved by about 8

percentage points when compared to the baseline (from 41.67% to 49.18%).

When combining both PageRank and Betweenness graph subspaces, we

7We also study the weighting factors of each graph subspace when combining PageRank

and Betweenness graph subspaces. Yet, no clear trend appears in the visualization and
thus we do not display those results here.
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Table 4.9: The average rank for each classification method, with the top

three highlighted.

Average Rank

PR - CoD - GS 4.1

PR - CoD - GA 2.0

PR - CoP - GS 3.5

PR - CoP - GA 3.9

BW - CoD - GS 5.8

BW - CoD - GA 3.3

BW - CoP - GS 4.4

BW - CoP - GA 4.8

PR + BW - CoD - GA 2.3

M
e
th

o
d

C
o
m
b
in
a
ti
o
n

PR + BW - CoP - GA 4.5

observe eight improvements in total when compared to the baseline. Three

of these improvements are statistically significant. Moreover, with this par-

ticular combination we obtain overall best results on the MUTAGENICITY

and PROTEINS datasets.

In order to assess which reduction method (PR or BW) together with

which combination method (CoD or CoP), coupled with which optimization

procedure (GS or GA) performs the best, we rank all methods per dataset

and average up the ranks per method (see Table 4.9). We report the top

three that achieve the smallest average of rank points, viz. PR-CoD-GA,

PR+BW-CoD-GA, and BW - CoD - GA. It is noteworthy that PageRank

plays at least a role in the top two and that the top three methods are based

on the distance combination that is optimized via genetic algorithm. At

the opposite end of the ranking, we have BW-CoD-GS and BW-CoP-GA.

In summary, we can report that the GA optimization method achieves

better results than the grid search, the combination of distances performs

better than the combination of predictions, and PageRank works better

than Betweenness for building the reduced graph subspaces.

4.5.4 Time Analysis

The main drawback of our novel three-step method is the extra compu-

tation time used to compute GED in the different graph subspaces. The

computation of GED is actually the bottleneck of our framework in terms of
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time complexity (although using an O(n3) approximation algorithm where

n = |V |). Hence, we focus our runtime analysis on the second step of our

framework.

Based on the fact that the reduced graphs have by definition fewer

nodes, the run time of GED is supposed to decrease the smaller the graph

subspaces are. In Fig. 4.10, we show the runtime of GED for each graph

subspace per dataset. We observe that in 4 out of 6 datasets (i.e., AIDS,

PROTEINS, ENZYMES, and IMDB-BINARY) the execution time is only

about twice slower compared to the runtime of GED computation on the

original graphs. On the other two datasets (MUTAGENICITY and NCI1)

the run time is about three times slower than the original system. Consid-

ering that our combined systems are superior to the reference system, one

can certainly argue that the higher runtime is worth it in any case.

AIDS Mutagenicity NCI1 Proteins Enzymes IMDB-Binary
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Fig. 4.10: Runtime of GED computation for each graph subspace per

dataset.

4.6 Conclusion

In the present chapter, we propose to use centrality measures for nodes in

a graph in order to iteratively discard nodes with low centrality scores. We

apply two different centrality measures, viz. PageRank and Betweenness.

The main motivation for this reduction is a potential gain in the runtime
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when the reduced rather than the original graphs are matched with each

other.

We demonstrate the benefits and limitations of our reduction technique

in a comprehensive experimental evaluation on six real-world datasets. We

observe substantial reductions of the graph matching time on all datasets.

That is, the runtime of GED computation can be more than halved in gen-

eral. Comparing the classification accuracies achieved on reduced graphs

with the classification accuracy achieved on the original graphs, we can re-

port that in general the accuracies drop with increasing reduction levels.

However, at least up to Level λ = 0.6 the accuracies remain comparable

with the original classification accuracies. Moreover, our evaluation clearly

shows that using elaborated methods for graph reduction rather than ran-

dom subsampling is clearly beneficial for most reduction levels and data

sets.

Following this, we investigate the use of a graph reduction method in

a two-step classification scheme. In particular, we propose two strategies

(candidate selection and early classification) that are applied on reduced

graphs in order to speed up the complete classification procedure. Both

modifications allow us to control the trade-off between classification accu-

racy and computation time.

With an empirical evaluation on the same six graph datasets, we ver-

ify the computational advantages of our novel two-step classification tech-

nique. That is our pruning strategies substantially reduce the runtime on

all datasets. Moreover, we demonstrate that by using strongly reduced

graphs in a two-step procedure, it is possible to maintain reasonable classi-

fication accuracy in general. Note that our approach is in some cases and

on some datasets even capable to improve the classification accuracy of the

reference system.

Finally, we propose a novel framework for graph-based pattern recogni-

tion that combines extra information gained from reduced graph subspaces.

Roughly speaking, the proposed method works in three subsequent steps.

In the first step, multiple reduced graph subspaces using graph reduction

methods are produced. During the second step, we use GED to compute

the distances between the graphs in their corresponding reduced graph

subspaces. In the last step, we linearly combine either the distances or the

predictions obtained in the differently reduced graph subspaces. The linear

coefficients for the combination are either optimized by means of a grid

search or a genetic algorithm.

We empirically validate the advantage of this novel ensemble method.
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In particular, we show that a k-NN classifier clearly benefits from the com-

bination of the distances or predictions of reduced graphs. That is, on

all datasets the proposed algorithmic framework outperforms the reference

system by several percentage points. Comparing the different subsystems

with each other, we conclude that the PageRank reduction in conjunction

with the combination of distances optimized via genetic algorithm is a good

choice in general.

Regarding the importance of each graph subspace we can conclude that

all of them are somehow important. That is, the actual importance seems

to depend on both the dataset and optimization process.

Clearly, the increase in computation time is the major drawback of the

proposed ensemble system. The runtime of our novel framework is actually

higher than that of the reference system, but not five times higher, as

one might have expected at first glance. The reason for this is, of course,

the dramatic decrease of the runtime in strongly reduced graph subspaces.

Overall, we observe runtimes that are twice or at most three times as high

as those of the reference system. Considering the significantly improved

classification accuracy, this slowdown seems acceptable.
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Graph Reduction by
means of Spectral
Clustering 5

Nous sentons que même si toutes les possibles
questions scientifiques ont trouvé leur réponse,
nos problèmes de vie n’ont pas même été
effleurés. Assurément il ne subsiste plus alors de
question ; et cela même constitue la réponse.

Tractatus logico-philosophicus (1922),
Ludwig Wittgenstein

5.1 Introduction

As previously explained in Chapter 2, several methods have been pro-

posed in the literature to perform graph matching [4; 5]. In this chapter,

we focus on four popular graph matching paradigms (formally defined in

Section 2.4), namely Graph Edit Distance (GED) [86], Graph Kernels [6]

with the Shortest-Path kernel (SP) [19] and the Weisfeiler-Lehman ker-

nel (WL) [20], as well as a Graph Neural Network (GNN) [9].

As discussed before, a major limitation of graph-based pattern recogni-

tion is its high computational cost. To address the computational problems

of graph matching, diverse approximation techniques have been proposed.

Another approach for improving the efficiency of graph-based pattern recog-

nition is to work with reduced versions of the original graphs [32] (as dis-

cussed in Chapter 4).

In the present chapter, we propose a novel two-step approach (originally

published in [46]) with the common goal of the previous chapter, viz. to

substantially reduce the time required for graph classification.

• In the first step, the original graphs are reduced to a given level

127
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using spectral clustering.

• In the second step, graph matching and classification are performed

on the reduced graphs (using both GED in conjunction with a k-

NN, two Graph Kernels (i.e., SP and WL) with an SVM, and a

GNN).

The main contribution of this chapter is to investigate the effects of this

graph reduction process in a typical graph-based pattern recognition sce-

nario. In particular, we evaluate the effectiveness of the proposed method

by comparing the matching time and classification accuracy achieved on

the reduced graphs with the corresponding metrics observed in the original

graph domain. This experimental setup allows us to study the impact of

the proposed spectral graph reduction on graph-based pattern recognition

computation.

The remainder of the present chapter is structured as follows. In Sec-

tion 5.2, we describe the spectral graph clustering used to determine graph

partitioning, and then present our novel graph reduction method. In Sec-

tion 5.3, we describe the experimental setup and present the main results

of the conducted empirical study. In the last section, Section 5.4, we sum-

marize our findings and suggest directions for future work.

5.2 Graph Reduction Method

The major objective of the present section is to introduce and research a

novel method for substantially reducing the size of graphs while preserving

their essential properties. These properties can vary depending on the

specific problem at hand. In this work, we aim to maintain the classification

accuracy achieved on the reduced graphs as close as possible to the one

obtained on the original graphs.

Specifically, given a graph G = (V,E) with n nodes and m edges, we

create a reduced graph Gρ = (Vρ, Eρ) with nρ < n nodes and mρ < m edges

such that Gρ is a good approximation of G in some sense [33]. Parameter

ρ ∈ N is a user-defined reduction factor1 that controls the extent to which

1In the present chapter, the reduction factor ρ is defined slightly differently to the
reduction factor λ introduced in Chapter 4. Here, the parameter ρ quantifies by how

much the size of a graph is reduced (see further explanation in Subsection 5.2.2), while
the parameter λ specifies the percentage of nodes remaining in the reduced graphs.

This distinction in ρ is made for ease of notation when using node clustering in graph
reduction.



Graph Reduction by means of Spectral Clustering 129

the original graph is reduced. For example, a value of ρ = 2 results in a

reduction of the graph size (i.e., the number of nodes) by approximately

50%. The reduced graph domain Gρ = {G(1)
ρ , . . . , G

(N)
ρ } is obtained from

the original graph domain G by reducing all graphs G ∈ G according to the

defined reduction procedure.

The aim of the following two subsections is twofold. First, in Sub-

section 5.2.1, we elaborate on the principles of spectral graph clustering,

which builds the basis of our reduction method. Second, in Subsection 5.2.2,

we demonstrate how one can employ the node partitioning resulting from

spectral clustering to achieve a substantial and meaningful reduction of the

underlying graphs.

5.2.1 Graph Clustering

Graph Clustering [165] is a technique for dividing the nodes of a graph into

groups, called clusters, such that the nodes within each cluster are closely

related in some pre-defined sense.

Formally, given a graph G = (V,E), the c-way clustering of the node

set V is defined as a set of non-empty clusters P c = {C1, . . . , Cc} such

that each Ci ∩ Cj = ∅ for i ̸= j, and ∪c
i=1Ci = V . The clustering of the

nodes is typically based on the underlying structure of the graph so that

nodes belonging to the same cluster must exhibit ”similar behavior”. One

possible way to formally define this behavior is to quantify the pairwise node

similarity by their connectivity in terms of the underlying edge structure.

In the present chapter, we use spectral graph clustering [166; 167],

which relies on a few important properties of the graph Laplacian L (for-

mally defined in Subsection 2.2.3). The graph Laplacian matrix L is sym-

metric and positive semi-definite with L1 = 0, where 1 refers to the n-

dimensional all-ones vector 1 = (1, . . . , 1). This implies that the smallest

eigenvalue λ1 of L is 0, and moreover, the corresponding eigenvector u1 is

equal to 1. The n non-negative, real-valued and ascendingly sorted eigenval-

ues of L (i.e., 0 = λ1 ≤ λ2 ≤ · · · ≤ λn) associated with their corresponding

eigenvectors u1, . . . ,un are known as the graph spectrum of L (thus the

name spectral clustering).

The graph Laplacian and its spectrum have useful properties for analyz-

ing the topology of the corresponding graph. In particular, many theorems

from spectral analysis of the graph Laplacian L show that the combinatorial

properties of a graph can be captured by its spectrum [168]. For instance,

one can show that the m multiplicity of the eigenvalue 0 of L equals the
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number of connected components in G. For a thorough review of spectral

properties of the graph Laplacian, we refer to [166; 168].

The basic idea behind spectral graph clustering is to compute a node em-

bedding based on the c smallest eigenvectors of the graph Laplacian matrix

(where c is the number of clusters). This embedding encodes information

about the connections between the nodes and can thus be used to identify

clusters of densely connected nodes within the graph. Once the embedding

has been computed, standard clustering methods (such as k-means [169]

or others) can be applied to find the node partitioning of the graph. The

spectral graph clustering algorithm is formally described in Alg. 4.

For our specific purpose of fast graph reduction, we apply a slight mod-

ification to the standard spectral clustering algorithm to improve the com-

putational efficiency of the eigendecomposition (line 2 of Alg. 4). Instead

of embedding the nodes in a c-dimensional space, where c is the number of

clusters to be identified in the graph, we embed the nodes in a d-dimensional

space with d < c. This reduction in the number of dimensions speeds up the

computation of the eigenvalues and eigenvectors, and therefore the overall

clustering method. The value of d is treated as a free parameter and is

optimized for each dataset individually.

Algorithm 4: (Unnormalized) Spectral Clustering

Input: Adjacency matrix A ∈ Rn×n of graph G = (V,E), number

c of clusters.

1 Compute the graph laplacian L = D−A

2 Compute the first c eigenvectors u1, . . . ,uc of L

3 Let U ∈ Rn×c be the matrix containing the vectors u1, . . . ,uc as

columns

4 For i = 1, . . . n, let yi ∈ Rc be the i-th row of U which corresponds

to the embedding vector of the i-th node of G

5 Cluster the vectors {yi}i=1,...,n in Rk with any standard clustering

algorithm into clusters C1, . . . ,Cc

Output: Clusters C1, . . . ,Cc

5.2.2 Graph Reduction

Based on the spectral graph clustering described above, we propose to

coarsen the underlying graphs in a novel graph reduction approach, which
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is potentially able to preserve important structural features of the graphs.

We are aware that graph reduction has been largely investigated in the lit-

erature under different formalisms and different names, such as graph sum-

marization and graph coarsening [32; 33]2. Moreover, connections between

graph reduction and spectral algorithms were also explored in [170; 171].

The major contribution of the present chapter is that we thoroughly eval-

uate the effects of reduced graphs on a wide range of graph classifiers.

Before applying the spectral graph clustering algorithm, we first conduct

a pre-processing step to all of the graphs in the underlying dataset. In this

pre-processing step, we consider all connected components of the graphs

as distinct graphs. In other words, in case a certain graph G ∈ G consists

of more than one connected component, we individually apply the spectral

graph clustering to each connected component. This pre-processing step

turns out to be necessary because the spectral clustering algorithm may

not produce meaningful results when applied to graphs that consist of more

than one connected component (due to the multiplicity of zero eigenvalues,

which can result in problematic node embeddings).

The basic idea of the proposed graph reduction approach is to condense

the nodes of one cluster into supernodes and simplify the edge structure

between these supernodes. To create the supernodes, we first obtain the

graph partitioning by means of the spectral clustering algorithm and then

condense all the nodes in a given partition into a single entity without

considering the intra-cluster edges. The computation of the feature vector

attached to the supernode is achieved by summing up the n feature vectors

x1, . . . ,xn of the n nodes that belong to the same cluster3.

This process effectively reduces the size of the graph by replacing mul-

tiple nodes with a single supernode. Additionally, we condense all inter-

cluster edges into a single edge between two corresponding supernode in

order to simplify the edge structure while preserving the connections be-

tween the clusters.

In Fig. 5.1, we illustrate how our supernode creation process operates.

In this example, we show two levels of reduction, with ρ = 2 and ρ = 4, and

how nodes are merged at each level once the node clustering is determined.

The clusterings obtained with ρ = 2 and ρ = 4 are represented by blue

and red circles, respectively. In the reduced graphs Gρ=2 and Gρ=4, the

node feature vectors correspond to the sum of the feature vectors of the

2In the present chapter, the graph coarsening strategy is employed.
3Note that other, in particular more elaborated, methods for the labeling of supernodes

could be defined – see future work in Section 5.4.
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nodes belonging to the blue and red clusters, respectively. Note also how

the inter-cluster edges are simplified during the reduction process.

[1, 0, 0]

[1, 0, 0][1, 0, 0]

[1, 0, 0]

[0, 1, 0]

[0, 1, 0][0, 1, 0]

[0, 0, 1]

(a)

[1, 1, 0]

[1, 1, 0]

[1, 1, 0]

[1, 0, 1]

(b)

[2, 2, 0]

[2, 1, 1]

(c)

Fig. 5.1: Example of the supernode creation process. We show parts of the

original graph G in (a) and two corresponding graph reductions in (b) and

(c) with ρ = 2 and ρ = 4, respectively.

In our reduction scheme, the number of clusters c corresponds to the

number of supernodes obtained upon merging the nodes (and vice versa).

Hence, value c determines the size of the reduced graph that is finally cre-

ated. The number of nodes in each cluster is proportional to the reduction

factor ρ, which specifies the amount by which the size of a graph must be

divided to obtain the desired reduction. In particular, the number of clus-

ters can be calculated as c = |V |
ρ , where |V | is the total number of nodes

in the graph. For example, if we have a graph with |V | = 1,000 nodes and

a reduction factor of ρ = 2, the size of the graph would be reduced by a

factor of two, resulting in c = 1,000
2 = 500 clusters.

In Fig. 5.1, we provide two real-world examples that illustrate the graph

reduction process. We use graphs from the NCI1 dataset (see Subsec-

tion 3.1.8 for details on this particular dataset). We apply a graph reduc-

tion with parameters ρ = 2 and ρ = 4. As can be seen in the figure, both

clustering and reduction reflect the communities present in the graphs. In

the original graphs, each cluster found is represented by a unique color,

and in the reduced graphs, the color corresponds to the reduction of nodes

within that cluster into a single supernode. An interesting aspect of spec-

tral partitioning is that it might produce unequally sized clusters, with

some clusters containing only a single node while others containing multi-

ple nodes. This behavior is noteworthy because we typically want to keep
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the main communities within the same cluster.

(a) (b)

Fig. 5.2: Two examples of the graph reduction algorithm on two different

graphs (a) and (b) from the NCI1 dataset using two reduction factors ρ = 2

and ρ = 4. Each color corresponds to a cluster in the original graph and

the corresponding color in the reduced graph represents the condensation

of all nodes in the respective cluster into a supernode.

5.3 Experimental Evaluation

This section is organized as follows. First, in Subsection 5.3.1, we briefly

outline the datasets used in our evaluation. Next, in Subsection 5.3.2, we

summarize the experimental setup. In Subsection 5.3.3, we present the

major results obtained on the datasets, and finally, in Subsection 5.3.4, we

present a qualitative evaluation of the effects of the proposed reduction.

5.3.1 Datasets

We conduct empirical evaluations of the novel reduction approach using

nine datasets from the TUDataset graph repository [128]. Table 5.1 pro-

vides details on the number of graphs, and classes, as well as the average

number of nodes and edges per graph for each dataset.

The first six datasets (BZR, DHFR, ENZYMES, MUTAGENIC-

ITY, NCI1, and NCI109) are composed of graphs that represent real-
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world molecules and their potential effects or activities. The last three

datasets (COLLAB, REDDIT-MULTI-5K, and REDDIT-MULTI-12K)

contain graphs that represent different social media networks. For further

information about those datasets, please refer to Chapter 3, which provides

a detailed explanation for each.

Table 5.1: Statistics of the graph datasets. We show the number of graphs

(|G|), the number of classes (|Ω|), and the average number of nodes and

edges per dataset (∅|V |, ∅|E|).

Graph Dataset Property

|G| |Ω| ∅|V | ∅|E|

BZR 405 2 35.7 38.4

DHFR 467 2 42.4 44.5

ENZYMES 600 6 32.6 62.1

MUTAGENICITY 4,337 2 30.3 30.8

NCI1 4,110 2 29.9 32.3

NCI109 4,127 2 29.7 32.1

D
a
ta

se
t

COLLAB 5,000 3 74.5 2,457.8

REDDIT-MULTI-5K 4,999 5 508.5 594.9

REDDIT-MULTI-12K 11,929 11 391.4 456.9

Table 5.1 reveals that on most of the graph datasets, the number of

nodes are quite similar to the number of edges. This implies that the graphs

are sparse, which is positive in our scenario. Spectral graph clustering is

particularly efficient on sparse graphs because it involves computing the

eigendecomposition of the Laplacian matrix L (which is computationally

efficient on sparse matrices).

We are aware that there are numerous additional datasets available

in the TUDataset graph repository that could potentially be used in our

evaluation. However, as demonstrated in Section 3.5, rather simple base-

line approaches, such as global sum pooling of node features, which reduce

graphs to a single feature vector (completely neglecting the edge struc-

ture), perform very well and even outperform elaborated graph kernels in

some cases. Therefore, we only use datasets in our analysis for which the

classification accuracy using this näıve baseline approach is lower than the

accuracy achieved with an SVM based on 4-Weisfeiler-Lehman kernel (i.e.,
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a Weisfeiler-Lehman kernel with h = 4)4.

An interesting question is whether or not the graph reduction process

has a substantial influence on the graph density. To find this out, we

show in Table 5.2 the average graph density for both the original graphs

and reduced graphs (with reduction factors of ρ = 4 and ρ = 16). We

observe that the original graphs are generally sparse (except the COLLAB

dataset where a mean density of 0.51 is observed). On the other datasets,

the mean densities range from 0.01 (on REDDIT-MULTI-5K) to 0.16 (on

ENZYMES). We observe a trend towards increasing graph densities as the

reduction factor is increased. On some data sets the increase in density is

substantial. For instance, on BZR the density is increased from 0.06 to 0.27

and 0.70 for ρ = 4 and ρ = 16, respectively. However, it is also observed

that even with the strongest reduction, complete graphs are not obtained

(the highest density is obtained on the DFHR data with 0.81).

Table 5.2: Mean of the graph densities of the original graphs and their

reduced counterparts (for ρ = 4 and ρ = 16) for all datasets.

Reduction Factor ρ

Original ρ = 4 ρ = 16

BZR 0.06 0.27 0.70

DHFR 0.05 0.21 0.81

ENZYMES 0.16 0.32 0.57

MUTAGENICITY 0.09 0.37 0.50

NCI1 0.09 0.33 0.50

NCI109 0.09 0.34 0.49

D
a
ta

se
t

COLLAB 0.51 0.54 0.79

REDDIT-MULTI-5K 0.01 0.04 0.15

REDDIT-MULTI-12K 0.02 0.08 0.21

5.3.2 Experimental Setup

For each dataset described in the previous subsection, we create reduced

graph domains Gρ by reducing the original graphs with reduction factors

4We report the results of this näıve baseline approach together with the results of the
novel method in Subsection 5.3.3
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ρ ∈ {2, 4, 8, 16}. These reduction factors lead to slightly reduced graphs

(when ρ = 2) to quite strongly reduced graphs (when ρ = 16). The re-

duction process is not applied on graphs that have a number of nodes |V |
already smaller than, or equal to, ρ. For each reduction factor ρ, we gener-

ate reduced graphs using different dimensions for node embedding during

spectral clustering. That is, the dimension of the node embedding space

is varied in d ∈ {2, 3, 4, 5, 8}. Note that d is treated as an additional free

hyperparameter and is chosen during the optimization phase.

For each experiment, we produce stratified splits of the datasets into

training, validation, and test sets using a 60%, 20%, and 20% split size,

respectively. For each dataset, we optimize the classifiers and hyperpa-

rameters five times with different data splits and random initialization by

means of the validation sets. Finally, the mean and standard deviation

of the classification results for the five runs obtained on the test sets are

reported.

For the computation of GED, we use unit costs for both node and edge

insertions/deletions. To calculate the node substitution cost c(ui → vi),

we utilize the Euclidean distance between the node features xi and xj ,

respectively, with a cost limit of 2.0. Formally, the substitution cost is

c(ui → vi) = min(||xi - xj ||, 2.0). This definition ensures that the substitu-

tion cost is never greater than the sum of cost of a deletion and a subsequent

insertion. Parameter α ∈]0, 1[ represents the relative importance of node

and edge edit operation costs and is varied from 0.1 to 0.9 in increments

of 0.1 in our evaluation (with the exception of both REDDIT datasets on

the original graphs and REDDIT-MULTI-12K with reduction factor ρ = 2.

Here, α is fixed to 0.5 due to the high computational cost).

The only parameter that needs to be optimized for the k-NN classifier

is the number of neighbors k considered in the classification process. We

optimize this parameter in the range k ∈ {3, 5, 7}. For the SVM we op-

timize parameter C ∈ 10{−2.0,−1.5,...,2.0}, which serves as a regularization

parameter to control the trade-off between the requirements of large mar-

gins and few misclassifications. In other words, C controls what is more

important, the minimization of the structural risk or the minimization of

the empirical risk. For the training process of the GNN experiments, we

use the hyperparameters as proposed in [102].

The experimental evaluation is divided into two parts. In the first part,

described in Subsection 5.3.3, we evaluate the classification performance of

the four graph classification algorithms that are GED in conjunction with

a k-NN (reviewed in Subsection 2.4.1), two Graph Kernels (i.e., SP and
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WL) with an SVM (reviewed in Subsection 2.4.2), and a GNN (reviewed

in Subsection 2.4.3). By comparing the classification accuracy of these four

systems on both the original graphs and the reduced counterparts we can

examine the power of the proposed reduction mechanism. We also compare

the runtime of the matching and kernel algorithms on both the original and

reduced graphs in order to observe the time gain attributable to our novel

approach.

In the second part of the evaluation, in Subsection 5.3.4, we present scat-

ter plots that visualize the correlations between the similarity/dissimilarity

values obtained on the original graphs and the similarity/dissimilarity val-

ues obtained on the reduced graphs.

5.3.3 Classification Accuracy and Computation Time

In this subsection, we address the following two research questions:

Q.1 Does the proposed reduction lead to graphs on which a significant

decline in classification accuracy is observed (compared to using the

original graphs)? Are there substantial differences among the four

classifiers employed on the reduced graphs?

Q.2 How large is the runtime improvement that can be achieved by per-

forming graph classification on the reduced rather than on the original

graphs?

In order to answer question Q.1, we present the classification accura-

cies for each reduced graph domain across all datasets and all classifiers in

Fig. 5.3. Additionally, in each figure, the black horizontal lines represent

the results obtained with the baseline where all graphs are reduced to a

single feature vector by means of a global sum pooling. The classification

of these vectors is then performed with an SVM based on a RBF kernel.

Overall, we observe a general, yet relatively slight, decrease in classification

accuracy as the size of the graphs is reduced. However, the classification

accuracy remains relatively stable even with strongly reduced graphs. This

is particularly noteworthy as it indicates that the reduced graphs still retain

sufficient information for accurate classification. For example, the classifi-

cation accuracies of the k-NN using GED obtained on the datasets BZR,

DHFR, MUTAGENICITY, NCI1, and NCI109 remain relatively consistent

even with strongly reduced graphs. This observation is also valid for the

two kernel classifiers. However, on some datasets, we also observe rather
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Fig. 5.3: Graph classification accuracies for all datasets and all reduction

factors using GED (Graph Edit Distance and k-NN), SP (Shortest Path

Kernel and SVM), 4-WL (4-Weisfeiler-Lehman Kernel and SVM), and GNN

(DGCNN Graph Neural Network), including the corresponding reference

systems that rely on the original graphs (ρ = 1). The black horizontal lines

represent the results obtained with the baseline, where all the graphs are

reduced to a single feature vector.

strong reductions of the classification accuracies – in particular when strong

graph reductions are applied (see for instance the ENZYMES dataset where

the accuracy drop is clearly visible for all classifiers).

Note that on some datasets – especially on the unlabeled datasets

REDDIT-MULTI-5K and REDDIT-MULTI-12K – we can actually improve
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the classification accuracy when the classification is performed on the re-

duced rather than the original graphs. This phenomenon might be at-

tributed to the fact that we fixed parameter α to 0.5 for the reference

system (with ρ = 1) in order to avoid computational expenses and thus the

results shown here are somehow sub-optimal.

In general, we observe that the black horizontal line, representing the

results obtained with the baseline where all graphs are reduced to a single

feature vector, is only crossed when the graphs are strongly reduced (with

reduction factors of ρ = 8 or ρ = 16). However, on the DHFR dataset and

both REDDIT datasets, we observe that even for the original graphs and

slightly reduced graphs with ρ = 2 and ρ = 4, the accuracies obtained with

GNN and GED, struggle to surpass the accuracy of the näıve baseline. This

indicates that neither GNN nor GED are well-suited methods for solving

those tasks.

Overall the results suggest that our approach is effective in improving

the accuracy of pattern recognition systems based on graph representations,

although, there may be some instances where the baseline outperforms the

novel approach (particularly for graphs that have undergone significant

reduction).

To provide a more precise analysis of the relative differences among the

different systems, we present the classification accuracies for all datasets,

classification methods, and reduction factors in Table 5.3. This table allows

us to compare the number of instances where the classification accuracy

achieved on the reduced graphs is statistically significantly worse than the

accuracy achieved on the original graphs. We employ a t-test using the

classification accuracy of the five runs to determine if there is a statisti-

cally significant difference in accuracy between the reference system and

the systems that use the reduced graphs.

We first analyze the effects of the different reduction factors by compar-

ing all datasets and classifiers simultaneously. When the reduction factors

are small, we observe no statistically significant difference to the original

graphs in 26 out of 36 cases and 19 out of 36 cases for ρ = 2 and ρ = 4, re-

spectively. However, as the reduction factors increase to ρ = 8 and ρ = 16,

the results degrade and we find that only 12 out of 36 and 9 out of 36

cases are statistically equivalent to the original system, respectively. These

observations, together with the insights from Fig. 5.3, suggest that it is

possible to obtain reasonable results on the reduced graphs, but that it

is considerably more difficult to do so (especially with strongly reduced

graphs).
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Table 5.3: Classification accuracies obtained by all classifiers, viz. a k-NN

using Graph Edit Distance (GED), as well as the ShortestPath graph kernel

(SP), the 4-Weisfeiler-Lehman graph kernel (4-WL) in conjunction with an

SVM and the DGCNN Graph Neural Network (GNN). We present results

on all datasets and reduction factors, i.e., Ref. System (ρ = 1) and ρ ∈
{2, 4, 8, 16}. Using symbols ◦/ •, we indicate results that are statistically

significantly better or worse than those achieved with the reference system,

respectively.

Reduction Factor ρ

Classifier Ref. System ρ = 2 ρ = 4 ρ = 8 ρ = 16

GED 86.9 ± 4.0 84.4 ± 5.4 84.0 ± 6.1 82.2 ± 3.5 80.2 ± 5.5

SP 85.2 ± 3.7 86.7 ± 3.3 80.2 ± 3.7 82.2 ± 3.5 81.0 ± 3.5

4-WL 87.9 ± 1.6 83.7 ± 3.0 • 82.5 ± 2.7 • 80.7 ± 2.8 • 79.5 ± 3.2 •BZR

GNN 81.3 ± 0.8 82.7 ± 1.0 83.3 ± 0.5 ◦ 83.8 ± 0.7 ◦ 82.6 ± 0.7 ◦
GED 77.7 ± 1.0 76.8 ± 2.4 73.8 ± 3.1 • 74.8 ± 1.1 • 77.9 ± 3.4

SP 76.6 ± 3.1 74.6 ± 1.9 75.5 ± 3.9 74.3 ± 2.9 70.5 ± 3.3 •
4-WL 81.6 ± 2.9 78.7 ± 2.0 77.0 ± 1.8 • 74.3 ± 2.8 • 77.1 ± 2.8 •DHFR

GNN 68.0 ± 1.4 68.5 ± 1.1 68.5 ± 1.1 67.0 ± 0.5 63.8 ± 0.7 •
GED 43.5 ± 5.5 41.3 ± 3.1 38.0 ± 3.9 33.7 ± 3.6 34.2 ± 5.1

SP 41.8 ± 4.0 37.2 ± 1.9 32.5 ± 2.4 • 30.0 ± 2.8 • 21.5 ± 2.7 •
4-WL 51.0 ± 3.5 41.0 ± 3.9 • 37.8 ± 4.3 • 31.3 ± 2.9 • 27.2 ± 1.9 •ENZYMES

GNN 37.5 ± 1.6 37.9 ± 1.6 34.6 ± 0.4 • 31.8 ± 1.1 • 27.9 ± 0.5 •
GED 74.5 ± 1.6 74.7 ± 1.7 74.5 ± 1.2 71.6 ± 1.5 • 70.5 ± 1.4 •
SP 79.0 ± 1.2 75.4 ± 1.5 • 75.1 ± 1.5 • 68.7 ± 1.3 • 58.5 ± 1.4 •
4-WL 83.5 ± 1.3 78.2 ± 1.1 • 77.8 ± 1.2 • 73.2 ± 1.2 • 69.9 ± 1.4 •MUTAGENICITY

GNN 75.6 ± 0.6 74.3 ± 0.3 • 74.1 ± 0.4 • 73.3 ± 0.2 • 72.8 ± 0.2 •
GED 73.3 ± 1.1 74.7 ± 1.4 73.3 ± 0.9 72.1 ± 0.9 • 68.2 ± 1.6 •
SP 74.3 ± 1.0 75.9 ± 0.9 74.7 ± 1.3 69.8 ± 0.9 • 57.9 ± 1.2 •
4-WL 85.8 ± 1.1 80.3 ± 1.1 • 77.4 ± 0.5 • 73.5 ± 1.1 • 68.8 ± 1.2 •

D
a
ta

se
t

NCI1

GNN 70.9 ± 0.9 70.8 ± 0.7 69.4 ± 0.4 • 69.0 ± 0.2 • 67.1 ± 0.3 •
GED 73.5 ± 2.1 72.4 ± 1.3 73.5 ± 2.3 70.6 ± 0.9 • 66.5 ± 0.7 •
SP 73.0 ± 0.8 75.5 ± 1.5 ◦ 74.2 ± 2.0 70.1 ± 1.5 • 57.7 ± 1.9 •
4-WL 86.2 ± 1.3 80.6 ± 1.0 • 77.2 ± 1.9 • 72.3 ± 0.8 • 68.3 ± 1.3 •NCI109

GNN 69.9 ± 0.8 69.4 ± 0.5 68.0 ± 0.4 • 67.1 ± 0.2 • 66.8 ± 0.1 •
GED 69.9 ± 1.2 66.3 ± 1.6 • 65.2 ± 1.3 • 65.1 ± 1.8 • 61.9 ± 2.2 •
SP 67.8 ± 1.7 69.2 ± 1.0 69.6 ± 1.0 64.7 ± 2.2 • 63.0 ± 1.9 •
4-WL 77.6 ± 0.5 70.6 ± 1.6 • 70.4 ± 1.7 • 67.2 ± 2.1 • 63.8 ± 2.0 •COLLAB

GNN 57.3 ± 0.3 65.9 ± 0.4 ◦ 65.4 ± 0.2 ◦ 62.2 ± 0.5 ◦ 58.8 ± 0.1 ◦
GED 24.9 ± 1.1 38.3 ± 1.7 ◦ 38.1 ± 1.2 ◦ 34.2 ± 1.9 ◦ 31.1 ± 2.1 ◦
SP 41.2 ± 0.9 42.5 ± 0.5 ◦ 43.4 ± 1.8 ◦ 41.9 ± 1.6 40.0 ± 0.8 •
4-WL 52.3 ± 1.1 52.9 ± 1.2 49.5 ± 0.9 • 47.8 ± 1.0 • 45.2 ± 0.9 •REDDIT-MULTI-5K

GNN 39.9 ± 0.2 43.2 ± 0.3 ◦ 46.8 ± 0.3 ◦ 45.4 ± 0.4 ◦ 42.3 ± 0.7 ◦
GED 15.3 ± 0.7 14.1 ± 0.5 • 24.3 ± 1.2 ◦ 21.8 ± 1.6 ◦ 21.0 ± 1.7 ◦
SP 33.8 ± 0.4 32.4 ± 0.7 32.1 ± 0.8 29.5 ± 0.9 • 27.5 ± 0.2 •
4-WL 37.0 ± 0.8 37.0 ± 1.2 35.1 ± 0.7i • 32.5 ± 0.4 • 29.2 ± 0.4 •REDDIT-MULTI-12K

GNN 27.9 ± 0.9 32.3 ± 0.3 ◦ 32.4 ± 0.3 ◦ 31.2 ± 0.4 ◦ 28.6 ± 0.4

Next, we compare the four different classifiers for all datasets and reduc-

tion factors simultaneously. We observe that when using GED, we obtain

results that are statistically equivalent to those obtained on the original

graphs in 23 out of 36 cases. When using the GNN (DGCNN), we obtain
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results that are statistically equivalent to the original system also in 22 out

of 36 cases. When using the SP graph kernel, we obtain results that are

statistically equivalent to the original system in 19 out of 36 cases, when

using the 4-WL graph kernel, we obtain results that are statistically equiv-

alent in only 3 out of 36 cases. This analysis clearly shows that the 4-WL

graph kernel does not cope well with the reduced graphs. One possible ex-

planation for these rather bad results is that the similarity matrix obtained

with the 4-WL kernel on the reduced graphs tends to shrink towards zero,

as it will be explained in further detail in the following subsection.

To investigate the potential of the proposed graph reduction with re-

spect to computation time, that is answering question Q.2, we present the

runtimes of all classifiers5 and reduction factors. In particular, Fig. 5.4 il-

lustrates the average runtime, calculated over five runs for all datasets and

classification methods.

In summary, our method demonstrates a clear improvement in runtime

for all tested configurations. Already with the first reduction factor (i.e.,

ρ = 2), the results indicate a substantial decrease in computation time.

That is, we observe an average reduction of the total runtime of about

a factor of two for all datasets and classifiers. As the reduction factor is

increased, we further observe a consistent decrease in runtime. When the

graphs are strongly reduced (with ρ = 16), we see a reduction in the runtime

of approximately an order of magnitude on all datasets and classification

methods. This improvement is even more pronounced for the large graphs

stemming from the REDDIT datasets, where we see a reduction of two

orders of magnitude.

In general, we observe that computationally demanding classifiers (i.e.,

GED and the SP kernel) benefit to a greater extent from using the reduced

graphs. However, also the 4-WL kernel, which is computationally more

efficient than both GED and SP kernel, shows clear improvements through

the use of reduced graphs. It is worth noting that these reductions in run-

time are achieved while maintaining, or even improving, the classification

accuracy (as we have seen before).

5We omit the analysis of the runtime achieved using the GNN classifier, as the clas-
sification runtime is negligible once the GNN has been trained, and no clear difference

appears in the runtime between the reference system and the systems that operate on

the reduced graphs.



142 Pattern Recognition on Reduced Graphs

Fig. 5.4: Runtime in seconds on a logarithmic scale for all reduction factors

and all datasets using all three classification systems, viz. a k-NN using

Graph Edit Distance (GED), as well as the ShortestPath graph kernel (SP)

and the 4-Weisfeiler-Lehman graph kernel (4-WL) in conjunction with an

SVM.

5.3.4 Similarity/Dissimilarity Quality Measure

Graph edit distance and graph kernels are often used in conjunction

with distance-based classifiers and SVMs, respectively. Thus, it is im-

portant to determine whether the similarities/dissimilarities obtained on

reduced graphs are reliable. To validate this, we visually compare the

similarities/dissimilarities obtained on the original graphs to those obtained
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in the reduced graph domains using scatter plots (see Fig. 5.5). Each point

in these plots represents a similarity/dissimilarity in the original graph

domain (x-axis) and the corresponding distance on the reduced graph (y-

axis). The Pearson Correlation Coefficient (PCC) is also shown to indicate

the linear correlation between the distances obtained on the original and

reduced graphs. The black diagonal represents the one-to-one correspon-

dence between reduced and original graphs. Due to the lack of space, we

show results on two datasets only (BZR and NCI1). Note, however, that

similar behavior is observed for the remaining datasets as well. Detailed

pairwise comparisons of similarity/dissimilarity for the GED, SP and WL

classifiers for these datasets can be found in Appendix C.1, C.2, and C.3

respectively.

The GEDs obtained in the original graph domain and in the reduced

ones appear to be quite correlated. In general, when the distance between

two graphs is large in the original domain, it is also relatively large in the

reduced domain. Conversely, when the distance is small in the original

graph domain, it is also small in the reduced graph domain. Yet, the

similarities obtained with both graph kernels are reduced when performed

on the weakly reduced graphs (i.e., with ρ = 2) and shrink towards zero

when the graphs are strongly reduced.

Overall, we observe that GEDs on the reduced graphs retain a coherent

correlation and are still suitable for classification, while it may be more

difficult to utilize the graph kernel similarities, as they tend to approach

zero when the graphs are reduced in their sizes. This accounts for the lower

classification accuracy obtained with the reduced graphs, as compared to

the original graphs, for both graph kernels.

Upon deeper analysis, we observe that diverse graph similarities/dis-

similarities in the original graph domain are mapped to the same value in

the reduction space. The large number of equal similarities/dissimilarities

between different pairs of graphs makes it difficult to discern any pattern

in the data. Thus, it is no longer possible to extract trends from the intra-

class similarities or dissimilarities (shown with red dots) and inter-class

similarities/dissimilarities (shown with blue dots).
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(a) GED

(b) SP

(c) 4-WL

Fig. 5.5: Comparison of pairwise similarities/dissimilarities between graphs

in the original and the reduced graph domains for both BZR and NCI109

datasets using Graph Edit Distance (GED), the ShortestPath graph kernel

(SP), and the 4-Weisfeiler-Lehman graph kernel (4-WL).
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Table 5.4: Pearson correlation coefficient (PCC) between similarities (i.e.,

ShortestPath (SP) and the 4-Weisfeiler-Lehman graph kernel (4-WL))/dis-

similarities (i.e., Graph Edit Distance (GED)) obtained in the original and

reduced graph domain on all datasets. We show the correlations between

the original domain and two reduction factors (ρ = 2 and ρ = 16).

GED SP 4-WL

ρ = 2 ρ = 16 ρ = 2 ρ = 16 ρ = 2 ρ = 16

BZR 0.70 0.46 0.74 0.06 0.70 0.14

DHFR 0.67 0.71 0.69 0.09 0.76 0.11

ENZYMES 0.91 0.79 0.84 0.02 0.87 0.03

MUTAGENICITY 0.90 0.82 0.87 0.05 0.86 0.04

NCI1 0.97 0.90 0.89 0.07 0.92 0.03

NCI109 0.96 0.88 0.88 0.11 0.92 0.04

D
a
ta

se
t

COLLAB 0.80 0.90 0.77 0.73 0.91 0.89

REDDIT-MULTI-5K 0.95 0.99 0.94 0.93 0.96 0.91

REDDIT-MULTI-12K 0.94 0.99 0.92 0.90 0.93 0.92

In Table 5.4, we show the PCCs between similarities/dissimilarities ob-

tained in the original and reduced graph domain (we show the correlations

between the original domain and two reduction factors only (ρ = 2 and

ρ = 16)).

As already seen in Fig. 5.5, the PCCs of GED remain stable when

the graphs are strongly reduced. However, the PCCs tend to decrease

when the reduction is increased and approaches zero when using both graph

kernels. This trend is consistently visible across all labeled datasets. Yet, on

the three unlabeled datasets (i.e., COLLAB, and both REDDIT datasets),

we observe that the PCCs remain stable when the reduction is increased.

This stability is actually also visible in the corresponding scatter plots. In

Fig. 5.6, for instance, we show as an example a comparison of the WL

kernel similarities in the original and in the reduced graph domain on the

COLLAB dataset.



146 Pattern Recognition on Reduced Graphs

Fig. 5.6: Comparison of pairwise similarities, obtained with the 4-WL graph

kernel, between the original graphs and their reduced counterparts (with

ρ = 2 and ρ = 16) for the COLLAB dataset.

5.4 Conclusion

In the present chapter, we propose and research spectral graph clustering as

basis for a novel graph reduction framework. In particular, we use spectral

graph clustering to first partition the nodes of a graph and then condense

each partition of the nodes into supernodes. The benefit of this reduction

process is that it can efficiently discover significant communities in the

underlying graphs, thus offering accurate clusters for reducing the graphs

to their most significant structures.

The proposed procedure to reduce the size of the graphs can be easily

controlled by a parameter that defines the size of the resulting graphs (ba-

sically by the number of clusters to be found in the graph). The general

goal of the proposed reduction framework is to speed up the computation

of standard graph classification algorithms while maintaining satisfactory

classification accuracy. In order to demonstrate the effectiveness of the pro-

posed graph reduction technique, we compare the classification accuracy as

well as the computation time on the original and reduced graphs with four

different classifiers (GED with a k-NN as well as SP, 4-WL kernel with

SVMs, and GNN).

We conduct a comprehensive experimental evaluation on nine real-world

graph datasets. Our experimental evaluation shows that while the classi-

fication accuracy decreases with the use of reduced graphs in general, the

resulting accuracies are still comparable to those obtained with the original-

sized graphs. In more detail, we are able to draw the following conclusions

regarding the classification accuracy.
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1. We find that the use of GED in conjunction with a k-NN on reduced

graphs achieves comparable classification accuracies to that of the orig-

inal graphs in the majority of the cases.

2. We also show that the SP kernel works quite well on the weakly reduced

graphs (i.e., ρ ∈ {2, 4}), as the classification accuracy remains statisti-

cally similar to those achieved with the reference system on the majority

of datasets.

3. The reduced graphs have the least beneficial effect when used in con-

junction with the 4-WL kernel, as the classification accuracy drops sta-

tistically significantly for almost all the reduction factors and datasets.

4. We observe that GEDs obtained in the original and the reduced graph

domain remain in the same order of magnitude, while the similarities

(obtained with the SP and the 4-WL graph kernel) shrink toward zero

as the reduction factor is increased.

The empirical evaluation also shows a significant decrease in computa-

tion time across all datasets and graph classifiers. That is, we observe a

reduction of the runtime of about a factor of two when using weakly reduced

graphs (i.e., ρ = 2) and at least one order of magnitude (and in some cases

more than two orders of magnitude) when the graphs are strongly reduced

(i.e., ρ = 16). These empirical results suggest that our approach may pro-

vide significant time savings compared to existing methods, which could be

particularly useful in contexts where the time required for classification is

a major limiting factor.
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Car enfin, il faut en prendre son parti et se dire
une fois pour toutes, que la bourgeoisie est
condamnée à être chaque jour plus hargneuse,
plus ouvertement féroce, plus dénuée de pudeur,
plus sommairement barbare; que c’est une loi
implacable que toute classe décadente se voit
transformée en réceptacle où affluent toutes les
eaux sales de l’histoire;

Discours sur le Colonialisme (1950),
Aimé Césaire

6.1 Introduction

As extensively detailed in Chapter 2, graphs are recognized as robust

and flexible data representation in pattern recognition and related fields

(e.g. in [172; 173; 174]). At the core of graph-based pattern recognition

lies a central task known as graph matching [4; 5], which is known to be

very time consuming in general.

As presented in Chapter 4 and 5, a possible idea to better handle graphs

in pattern recognition, is to work with size-reduced versions of the original

graphs [33; 112]. Graph reduction methods produce a graph GR = (VR, ER)

from the original graph G = (V,E), with reduced node and/or edge sets

|VR| and/or |ER|, respectively. The aim of such a reduction is to obtain a

smaller graph GR that maintains the main topology and properties of the

original graph G.

In the present chapter, we introduce in two separate sections (Sec-

tions 6.2 and 6.3) two novel pattern recognition procedures that rely on

149
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novel graph reduction frameworks.

• The first framework is presented in Section 6.2 and consists of two

basic parts. First, we substantially reduce the size of the original

graphs by means of a graph neural network. Eventually, we use

the reduced graphs in conjunction with GED and a distance-based

classifier. On five datasets we empirically confirm the benefit of the

novel reduction scheme regarding both classification performance

and computation time.

• The second framework is presented in Section 6.3. The core concept

of this framework revolves around the extraction of graph-inherent

regularity patterns within a classification scheme. To this end, we

propose a framework based on a compressor-based metric associ-

ated with a k-Nearest Neighbor classifier. The compressor-based

metric aims to identify regularities in the compressed graphs and

assigns smaller distances to graphs that appear comparable and are

assumed to belong to the same class. To evaluate the effectiveness

of the proposed graph matching framework, we perform a series of

evaluations on eleven datasets.

Note that both sections are based on preliminary works presented in a

conference paper [47] and in a journal paper [48], respectively. Also note

that in the present chapter, the first graph reduction method is a graph

summarization method similar to the method presented in Chapter 4, while

the second method is a is compression-based approach.

6.2 Graph Reduction Neural Networks for Structural Pat-

tern Recognition

In the present section, we discuss a novel graph reduction method [47]

that learns the relevant features of the graph topology by means of Graph

Neural Networks (GNN). Research on GNNs is a rapidly emerging field in

structural pattern recognition [100; 175]. The general idea of GNNs is to

learn vector representations for nodes and/or (sub-)graphs such that given

criteria are optimized. From a broader perspective, GNNs can be seen as

a mapping from a graph domain into a vector space. Once an embedding

is computed for a node and/or a (sub-)graph, the vectorial representation

can be used to solve downstream tasks such as node or graph classifica-

tion. For more detailed information about the concept of GNN, we refer to
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Subsection 2.4.3.

The contribution of the proposed reduction framework is twofold. First,

we show how a learned GNN model can be used to select the nodes of

a graph to be removed (instead of applying explicitly defined rules for

graph coarsening as proposed in [44], for instance). Once the GNN model

is trained, we are able to readily reduce arbitrary graphs from various

datasets. Second, we use the learned graph reductions in a graph matching

scenario. In particular, we approximate the GED on the reduced graphs in

order to solve an underlying graph classification task. To the best of our

knowledge, such an approach – that combines GNNs for graph reduction

with fast approximate GED – has not been proposed before.

The remainder of the present section is structured as follows. In Sub-

section 6.2.1 and 6.2.2, we delve into the proposed reduction algorithm

based on GNNs as well as the complete graph matching framework, respec-

tively. In Subsection 6.2.3, we provide a comprehensive overview of our

experimental evaluation on five distinct graph datasets. Subsequently, in

Subsection 6.2.4, we evaluate and analyze the structure and characteristics

of the reduced graphs. This is followed by a large-scale classification exper-

iment detailed in Subsection 6.2.5. Finally, in Subsection 6.2.6, we conduct

an ablation study.

6.2.1 Graph Reduction Neural Network (GReNN)

In contrast with the proposed reduction methods described in Chapter 4

and 5, we aim for a reduction method that learns the nodes to be deleted.

Actually, a learned model has the advantage that once it is trained it can

readily be applied on unseen data. In particular, we propose to use a GNN

to learn the graph reduction on a training set and eventually apply the

model to the complete dataset.

In Table 6.1, we present an overview of the architecture of the pro-

posed Graph Reduction Neural Network (GReNN). We use a mix of graph

convolution layers (GCNConv) [100] to learn the node representation, and

gPool layers [176] as node sampling method.

The gPool layer is based upon the projection of the feature vector x⃗u

(attached to node u) on a trainable vector p⃗ (i.e., yu = x⃗up⃗/∥p⃗∥). The

scalar value yu quantifies the retained information when projecting the

feature vector of node u ∈ V onto the direction of vector p⃗. The node

sampling is done according to the largest scalar projection value in order

to preserve the maximum of information.
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Table 6.1: Overview of the architecture of our graph reduction scheme

GReNN for both the 50% and 25% setting. Reduced graphs are obtained

after the last graph convolution layer (marked with an asterisk *)

GReNN-50 GReNN-25

GCNConv(Rn, 64)

gPool(0.5) gPool(0.5)

GCNConv(64, 64) GCNConv(64, 64)

- gPool(0.5)

- GCNConv(64, 64)

GCNConv(64, 64)*

POOLING

Linear(64, #classes)

The gPool layer also incorporates a graph connectivity augmentation

that turns out to be particularly advantageous in our framework. This

augmentation method is originally employed to improve the information

flow in subsequent layers. In our case it prevents the creation of reduced

graphs that are sparsely connected or even completely edge-free.

We propose two versions of the reduction model, termed GReNN-50

and GReNN-25 (where the number indicates the percentage of remaining

nodes). For GReNN-50 we apply a pooling ratio of 0.5 (means that we are

deleting 50% of the nodes). For GReNN-25 we evaluate two ways to reduce

the graphs. First, we train the network from scratch with a pooling ratio of

0.25. Second, we train the model with a reduction level of 50%, freeze the

already trained layers, and add a new layer (again with pooling ratio 0.5)

to obtain graphs with 25% of the nodes. The newly updated network is

then trained with half of the original epochs. Preliminary experiments show

that for the architecture of GReNN-25 the two step optimization process

actually achieves better results than training from scratch. Hence, we apply

this specific architecture of an extra pooling layer in our framework.

The last two layers of our model are used for training only. That is,

they are used to produce a graph embedding which in turn is used to

back-propagate the classification error during the training of the reduction

model. The reduced graphs – actually used for classification part of our

framework (detailed in the next Subsection) – are obtained after the last

graph convolution layer (marked with an asterisk in Table 6.1).
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6.2.2 Graph Matching on GNN Reduced Graphs

Fig. 6.1: The proposed graph matching framework consists of two basic

parts. (1) Training of a GNN and reduction of the graphs with the op-

timized GNN. (2) Graph classification with a k-NN using approximated

GED that is computed on the reduced graphs.

Major goal of the proposed method is to make graph-based pattern

recognition more efficient. To this end, we combine two complementary

research directions, viz. GNNs (for graph reduction) and approximate GED

(for graph matching). Hence, the proposed framework can be split into two

main parts as illustrated in Fig. 6.1.

• In part (1), we aim at producing reduced graphs via GNNs. This

part includes both training of the network model and the actual

reduction of the graphs. Goal of the GNN based reduction is to

obtain strongly reduced graphs, that are still representative enough

such that they can be used for pattern recognition tasks.

• In part (2) of our framework, we use the reduced graphs in a clas-

sification scenario by means of approximate graph matching. It

is our main hypothesis that the power and flexibility of GED in

conjunction with the strong generalization and learning power of

GNNs lead to a fast and accurate graph recognition framework.

For classification, we employ a k-Nearest Neighbor classifier (k-NN) that

operates on the GReNN reduced graphs. In particular, we compute the

GED on GReNN reduced graphs using the fast approximation algorithm

BP-GED [11] (as thoroughly described in Section 2.4).

Rather than a k-NN any other dissimilarity based classification algo-

rithm could be employed as well in our framework. We feel, however, that

the k-NN is particularly well suited because of its direct use of the dis-

similarity information without any additional training. The same accounts

somehow for the GED computation via algorithm BP. That is, any other
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approximation algorithm could be used for this task (e.g., suboptimal al-

gorithms surveyed in [4]).

6.2.3 Datasets and Experimental Setup

For the experimental evaluation, we use five standard datasets, namely,

DD, ENZYMES, MUTAGENICITY, NCI1, and PROTEINS. Some graph

properties, such as the number of graphs, number of classes, and the average

number of nodes and edges per graph, are given in Table 6.2. For details

about these datasets, please refer to Chapter 3, where a comprehensive

description is provided for each dataset.

The datasets used in the present section are split into three disjoint

sets for training, validation, and testing1. The splitting is carried out once

at the beginning of our evaluation, and – for the sake of consistency –

we maintain this splitting throughout each run. Yet, it is known that the

performance of neural networks depend on the initialization of its weights

and the actual split of the dataset [177]. To disentangle this random factor

from our method and be sure that our reduction scheme works properly,

each experiment is repeated five times with different weight initialization

and different dataset splits.

The training and optimization of the hyperparameters for the GReNNs

are exclusively achieved on the training and validation sets, respectively.

The same accounts for the optimization of the k-NN classification and GED

computation via BP in the second part of our framework.

For the training of the GReNNs, we use the hyperparameters as orig-

inally proposed in [176]. Yet, we reduce the number of epochs from 200

to 20 as preliminary experiments show limited improvements when using

more than 20 epochs. For optimizing the k-NN we evaluate the number

of nearest neighbors k ∈ {1, 3, 5} and for the computation of GED we op-

timize a factor α that weights the relative importance between node and

edge edit costs in the range ]0, 1] with a step size of 0.05.

6.2.4 Analysis of the Structure of the Reduced Graphs

When reducing a graph by removing nodes and their incident edges one

might obtain edge-free, or at least sparsely connected graphs. To confirm

that the proposed reduction does not produce graphs that consists of sets

1During the splitting of the datasets we sample the graphs such that the class balance
is preserved in each subset.
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Table 6.2: Properties of the graph datasets. We show the number of graphs

(|G|) with the sizes of the training, validation, and test set (|Gtr|, |Gva|,
|Gte|), the number of classes (|Ω|) and the average number of nodes and

edges per graph (∅|V |, ∅|E|).

Graph Dataset Property

|G| (|Gtr|, |Gva|, |Gte|) |Ω| ∅|V | ∅|E|

DD 1,178 (707, 235, 236) 2 284.3 715.6

ENZYMES 600 (360, 120, 120) 6 32.6 62.1

MUTAGENICITY 4,337 (2,600, 867, 870) 2 30.3 30.8

D
a
ta

se
t

NCI1 4,110 (2,466, 822, 822) 2 29.9 32.3

PROTEINS 1,113 (660, 220, 223) 2 39.1 72.8

of unconnected nodes only, we start our evaluation by thoroughly analyz-

ing the reduced graphs. The following evaluations and visualizations are

related to one dataset only, viz. DD. However, on the other datasets we ob-

tain similar results (available in Appendix D.1 and D.2) and make similar

observations.

In Fig. 6.2 we visualize the number of graphs on the y-axis that have a

certain number of connected components (x-axis) in a histogram. We com-

pare the original graphs with the reduced graphs obtained with GReNN-50

and GReNN-25. We observe that the vast majority of original graphs con-

sist of one connected component. On the other hand, the reduced graphs

tend to have more than only one connected component. However, we see

that the number of connected components is smaller than, or equal to, five

for about 80% of the graphs (for both reduction levels).

We also analyze the number of isolated nodes per graph obtained after

reduction on all datasets. We can report that on three datasets (MUTA-

GENICITY, ENZYMES, and PROTEINS) there are less than three iso-

lated nodes per graph for both reductions. On NCI1 and DD we observe a

maximum of seven isolated nodes per graph when reducing the graphs with

GReNN-25. This implies that the connected components of the reduced

graphs do not mainly consist of single nodes but rather of connected sub-

graphs. Hence, the reduced graphs maintain their connectivity in general,

which is mainly due to the connectivity augmentation method of the gPool

layer (as discussed in Subsection 6.2.2).

In Fig. 6.3 we illustrate the effects of our graph reduction on a sample

graph. Reductions from the original graph to 50% and 25% of the available
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Fig. 6.2: Histogram that shows the number of graphs (on the y-axis) that

have a given number of connected components per graph (on the x-axis)

on the dataset DD (the frequencies of graphs with more than 11 connected

components are clipped for the sake of conciseness).

nodes clearly lead to an increased number of connected components. How-

ever, we also observe the effects of the built-in edge augmentation. That is,

the remaining nodes stay — in general — highly connected via dense and

local edge structures.

(a) Original Graph (b) GReNN-50 (c) GReNN-25

Fig. 6.3: Example of an original graph and the corresponding reduced

graphs via GReNN-50 and GReNN-25.
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Table 6.3: Classification accuracies obtained on test sets with the reference

system and our novel framework (GReNN-50, GReNN-25). We also show

the relative speed up of the matching times. (•: indicates a statistically

deterioration compared to the reference system using a t-test with p-value=

0.05.)

Ref. System GReNN-50 GreNN-25

Acc [%] Acc [%] Speed Up Acc [%] Speed Up

DD 73.4±1.7 74.3±2.2 2.2 70.1±2.0 12.6

ENZYMES 43.5±5.5 43.5±2.9 2.1 33.2±5.1 • 4.6

MUTAGENICITY 74.5±1.6 72.6±2.6 3.6 68.1±2.3 • 8.5

D
a
ta

se
t

NCI1 73.3±1.1 71.6±1.7 3.7 63.8±1.6 • 9.9

PROTEINS 71.8±4.2 70.5±1.6 3.4 69.3±1.6 8.8

6.2.5 Classification Results

Next, we conduct classification experiments in order to evaluate our com-

plete framework (using both parts (1) and (2)). The first experiment com-

pares our framework (GReNN-50 and GReNN-25) with a k-NN classifier

that operates on the original graphs (termed reference system from now

on).

In Table 6.3, we show the classification accuracies of all systems and the

speed up of the matching times achieved with our framework (compared

to the reference system). With GreNN-50, we achieve quite similar clas-

sification accuracies as the reference system on four out of five datasets.

As expected, we also observe a clear speed up on all datasets (we observe

speed ups by factors of about three).

The improvement regarding computation time is even more pronounced

when using graphs reduced to 25% of their original size. That is, with

GReNN-25 we reduce the runtime by factors of about ten on four out of

five datasets (on ENZYMES the speed up is about a factor of five).

Using such a strong reduction of the graphs, however, leads to more

substantial deteriorations w.r.t the classification accuracy. That is, with

GreNN-25 we observe three statistically significant deteriorations. On the

other two datasets, however, no statistically significant difference is visi-

ble between our system and the reference system. In general, the results

obtained are in a fairly similar range to the original results – this is quite

astonishing, considering that we are using 25% of the nodes only.
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6.2.6 Ablation Study

Finally, we conduct an ablation study in order to investigate the usefulness

of the two separate parts of our framework (for the sake of conciseness

we use GReNN-50 only). We compare the complete framework with the

following systems

• Without-1 : This refers to a system in which we replace the first

part of our framework (1) with a random reduction of the graphs to

50% of the available nodes. This system helps us to verify whether

or not our framework actually benefits from the elaborated GNN

reduction.

• Without-2 : This system refers to the proposed GNN architecture

of the GReNN that is directly employed for graph classification

without taking the detour of GED computation (that is, we omit

part (2) of our framework). This system helps us to verify whether

the proposed framework actually benefits from the combination of

GNN reductions and GED computations.

In Table 6.4 we observe that our novel framework GReNN-50 outper-

forms the system Without-1 on all five data sets (three of the five improve-

ments are statistically significant). On four out of five data sets GReNN-50

also outperforms the second reference system Without-2 (three out of five

improvements are statistically significant).

The main finding of this comparison is twofold. First, it clearly shows

that our novel learning-based reduction scheme outperforms a näıve graph

reduction, and second, the proposed graph reduction based on GNNs in

conjunction with GED computations is clearly beneficial as it outperforms

the isolated GNN in general.
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Table 6.4: Ablation study where we compare the classification accuracy

obtained with and without the use of the two parts (1) and (2) of our

framework. Symbols 1○/ 2○ indicate a statistically significant improvement

with and without the use of the two parts (1) and (2), respectively (using

a t-test with p-value = 0.05). The best result per dataset is highlighted.

Dataset

DD ENZYMES MUTAGENICTY NCI1 PROTEINS

Without-1 72.5±1.7 23.2±3.3 64.4±1.3 59.5±0.9 69.7±1.5

Without-2 67.9±3.1 26.1±3.7 73.3±4.4 67.0±2.3 70.2±2.4

Ours 74.3±2.2 -/ 2○ 43.5±2.9 1○/ 2○ 72.6±2.6 1○/- 71.6±1.7 1○/ 2○ 70.5±1.6 -/-

6.3 Graph Classification With Normalized Compression

Distance

In recent years, interest in the use of compression-based distances for graph

classification purposes has increased. One algorithm that embodies this

approach is, for instance, Graphitour [178]. This algorithm works with an

iterative contraction of similar edges, focusing on the selection of the most

frequently occurring edges. To achieve this, Graphitour solves an instance

of the maximum cardinality matching problem, trying to find as many edges

as possible without any two edges sharing common nodes. In [179], the au-

thors use a modified version of the Graphitour algorithm in conjunction

with the Normalized Compression Distance (NCD) [180]. The goal of this

procedure is to ensure that two isomorphic graphs are compressed in the

same way. In [181], a parameter-free method is proposed in the context

of low resource text classification. In this approach, the authors use the

NCD to compute the distance between two texts. It is noteworthy that the

results obtained are comparable to those achieved by advanced, yet compu-

tationally expensive, text classification algorithms (such as BERT [182]).

In the present section, we introduce and research a novel method for

graph matching that consists of an adaptation of a lossless compressor-

based distance metric [183] to the graph domain. This particular metric

offers the inherent ability to capture regularity patterns in the underlying

data, which in turn motivates our effort to adapt its properties to a graph

matching scenario. Roughly speaking, our novel graph matching method is

based on two steps.

(1) First, we extract string representations from the underlying graphs.
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(2) Second, we compute a lossless compression distance between the

extracted strings.

The contribution of the presented section is twofold. First, we formally

demonstrate how a lossless compression distance can be used in the con-

text of graph matching. In doing so we have to overcome the challenge

of extracting a string from a graph posed by the exponential number of

node arrangements in a graph. In our novel method, we propose to re-

arrange the nodes of the graphs based on deterministic node permutation

algorithms. Second, in an empirical evaluation, we show that the proposed

framework can produce results comparable to those of a standard graph

matching framework (i.e., GED), yet, substantially faster.

The remainder of the present paper is organized as follows. In Sub-

section 6.3.1, we present the Normalized Compression Distance (NCD)

and review the general idea behind the Kolmogorov complexity which is

at the heart of our novel graph matching framework. In Subsection 6.3.2,

we explain in details the main steps of the proposed graph classification

framework. Finally, in Subsection 6.3.3, we evaluate different parts of our

framework. For instance, we analyze how the compression rate influences

the classification accuracy and compare the resulting runtimes across dif-

ferent compression rates.

6.3.1 The Normalized Compression Distance (NCD)

The Kolmogorov Complexity [184] is a measure of complexity, or compress-

ibility, of a finite string of symbols. Essentially, it formalizes the idea that

the complexity of a binary string is closely linked to the length of the

shortest program that can generate this string. That is, the Kolmogorov

complexity KU (x) of a binary string x is the length of the shortest binary

program p that outputs string x using a universal Turing Machine U [184].

Formally,

KU (x) = min{|p|, U(p) = x} (6.1)

The use of a universal Turing Machine U ensures that Eq. 6.1 is inde-

pendent of any particular machine or programming language2. Intuitively,

K(x) is the minimum amount of information required to generate x by an

2For the sake of convenience, we write to K(·) rather than KU (·) from now.
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effective process, i.e., the shorter the program is, the more compressible or

less complex the string x is.

The authors of [185] derived the Algorithmic Information Dis-

tance (AID) between strings x and y with the use of the Kolmogorov

complexity. The AID is defined as the length of the shorter binary pro-

gram that computes both x from y and y from x. By ensuring that the

program is the shortest, it is guaranteed that it makes optimal use of any

redundancy between the information needed to compute x from y and vice

versa.

Formally, the AID(x, y) is defined as follows.

AID(x, y) = max(K(x|y),K(y|x))
= K(xy)−min(K(x),K(y)),

(6.2)

where K(x|y) is the conditional Kolmogorov complexity of x relative to

y (that is, the length of a shortest program to compute x if y is given as an

auxiliary input to the computation), whileK(xy) represent the Kolmogorov

complexity of the concatenation of string x and y.

The AID leverages the absolute measure of complexity through the Kol-

mogorov complexity K(x). This ensures that the distance is independent

of the choice of the compressor. However, the Kolmogorov complexity

K(x) is actually a theoretical concept only, which is difficult to calculate in

practice. Hence, the Normalized Compression Distance (NCD) [180] was

proposed that uses a compression algorithm C(·) instead of the Kolmogorov

complexity K(·).
NCD relies on the application of data compression algorithms to com-

press two strings independently (exploiting redundancies and patterns).

The NCD computation can be split into the following three steps.

(1) Each string is compressed separately using a lossless compression

algorithm C(·).
(2) The sizes of the compressed representations and the size of their

concatenation is compared. The smaller the difference in the com-

pressed representations, the more similar the two strings are con-

sidered to be.

(3) The resulting difference is normalized to ensure that the NCD falls

within a specific range (commonly between 0 and 1). This nor-

malization step makes the metric more interpretable and allows for

comparisons across different types and sizes of data.
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Formally, the NCD(x, y) between string x and y is defined by

NCD(x, y) =
C(xy)−min(C(x), C(y))

max(C(x), C(y))
(6.3)

where C(x) and C(y) represent the sizes of the compressed representa-

tions of strings x and y, and C(xy) is the size of the compressed represen-

tation when the two strings are concatenated.

Note that higher compression rates generally result in C(·) being a closer
approximation of K(·). This in turn means that the higher the compression

rate can be defined, the better NCD (from Eq. 6.3) approximates AID (from

Eq. 6.2).

In essence, the NCD is a measure of dissimilarity between two data

objects based on how well their information content can be compressed

and represented in a concise form. Lower NCD(x, y) values generally indi-

cate higher similarity between x and y, while higher values suggest greater

dissimilarity.

6.3.2 Graph Matching via NCD

In the present subsection, we propose a novel graph matching framework

based on the NCD. As formally introduced in Subsection 6.3.1, the NCD is

a computable approximation of the normalized information distance that

allows us to compute the compression distance between two strings x and y.

Consequently, to enable the application of the NCD within a graph domain

G, we need to convert graphs G ∈ G into strings xG.

In the proposed approach, the transformation of graphs to strings relies

on using the adjacency matrices A = (aij)n×n of the underlying graphs

G ∈ G (with n nodes). First, we extract the upper diagonal part of the

adjacency matrix A and flatten it into a binary string xG. Formally, we

define this string as

xG = a12, . . . , a1n, a23, . . . , a2n, . . . , an−1n.

Then, to preserve potential node labels, we append a one-hot encoded

vector that represents the node labels to the end of xG (using the same

node ordering as used in A). A visual summary of this procedure can be

found in Fig. 6.4.

The primary goal of any lossless compression algorithm is to minimize

the overall bit size of the data by assigning shorter bit codes to more prob-

able symbols (and vice versa). Given that graphs within the same class
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have more common regularities than graphs from different classes, our hy-

pothesis states that performing compression on similar graphs will result

in similar compressions.

Fig. 6.4: Example of a graph G with labels on the nodes that is transformed

into a binary string xG. To this end, the upper part of the adjacency

matrix A is concatenated with the flattened matrix X containing the one-

hot encoded node labels.

One of the pivotal pillars of our approach is the use of lossless compres-

sion algorithms, which feature the ability to capture and encode regularity

patterns within the data. However, both the encoding of the regularities

and the resulting compression crucially depend on the actual arrangement

of the nodes in the adjacency matrix. Consequently, this dependency can

potentially lead to different distances for pairs of graphs by simply changing

their node orderings. Given the exponential number of possible adjacency

matrices A for a given graph G ∈ G (resulting from different node order-

ings) this problem is further exacerbated.

Essentially, our goal is to develop a permutation-invariant method that

achieves the same compression regardless of the original node arrangement.

Hence, we propose to first compute a deterministic representation of the

adjacency matrix A. As it is uncertain in the first place which node permu-

tation is useful in our context, we treat the permutation as a free hyperpa-

rameter. In this regard, we propose and evaluate the five node permutation

algorithms presented below (stemming from two categories, viz. direct node

rearrangement algorithms and community detection algorithms).
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Direct Node Rearrangement Algorithm

• Cuthill-Mckee [186] is an algorithm that reorders sparse matrices.

The idea is to permute the nodes of a graph such that the bandwidth

of the resulting adjacency matrix is minimized. The bandwidth of

a matrix is the maximum distance between non-zero elements along

any diagonal.

Community Detection Algorithm

• Girvan Newman [187] is a hierarchical algorithm that finds commu-

nities in a network by iteratively removing edges based on centrality

indices induced by the betweenness measure [162].

• Label Propagation [188] operates on the idea that nodes within the

same community should share equal labels. The algorithm itera-

tively propagates the labels through the edges of the graph. In each

iteration, the nodes are assigned the label that is most prevalent

among their neighbors. This process continues until the labels of

all nodes have converged, indicating the resulting communities.

• Louvain [189] is a greedy algorithm that iteratively refines the mod-

ularity in two subsequent steps (modularity is an often used mea-

sure of the quality of a partition of a network). In a first step,

it identifies small communities by locally optimizing modularity

across all nodes. Then, in a second step, each small community is

merged into a node. These two steps are repeated until no more

changes in the graph occur.

• Scalable Community Detection (SCD) [190] is an efficient version

of the Label Propagation algorithm [188]. Its distinctive feature is

that SCD partitions the graph by maximizing the Weighted Com-

munity Clustering (WCC) [191], which is a triangle-based commu-

nity detection metric.

Given a certain permutation algorithm and two graphs G and G′, we

now define the Normalized Graph Compression Distance (NGCD), as fol-

lows

NGCD(G,G′) =
C(xGxG′)−min(C(xG), C(xG′))

max(C(xG), C(xG′))
, (6.4)

where xG and xG′ are the string representations extracted from the

adjacency matrices A and A′ arranged according to the given permutation

algorithm.
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Using the NGCD: G × G → R, any distance-based classification can

be applied to the graphs from G. In this paper we use – for the sake of

simplicity – the k-nearest neighbor classifier.

In order to speed up the distance computation in a k-nearest neighbor

classifier, we propose to use the following heuristic procedure. First, we

divide the training set into bins of graphs based on their number of nodes.

Subsequently, for a given test graph G(t) = (V (t), E(t)) with |V (t)| nodes,
we first retrieve training graphs from Gtr that have the same number of

nodes as the test graph G(t). Then, while the maximum number of graphs

ϵ · |Gtr| is not yet selected (with ϵ ∈ [0, 1] being a user-defined parameter),

we add the training graphs to our selection Gsel that have |V (t)| ± i nodes

with i = 1, 2, . . . . In Alg. 5 this idea is formalized.

After obtaining the training set corresponding to graph G(t), the NGCD

is computed between graph G(t) and any graph in Gsel.

Algorithm 5: Heuristic Selection of Training Graphs

Input: Parameter ϵ, training graphs Gtr, and test graph

G(t) = (V (t), E(t))

Output: Selection of training graphs Gsel for G
(t)

1 i = 0

2 Gsel = {}
3 while |Gsel| < ϵ · |Gtr| do
4 Gsel = Gsel ∪ {G ∈ Gtr with |V (t)| ± i nodes }
5 i+ = 1

6.3.3 Empirical Evaluation

6.3.3.1 Experimental Setup

We empirically evaluate our novel graph matching approach on eleven real-

world datasets from the TUDataset graph repository [128]. Details on the

number of graphs, classes, as well as the average numbers of nodes and

edges per graph are presented in Table 6.7 for each dataset. Eight datasets

(BZR, BZR-MD, COX2, COX2-MD, DHFR, DHFR-MD, MUTAG, and

NCI1) consists of graphs representing molecules stemming from two classes

(based on their potential effects or activities). Two datasets, namely EN-

ZYMES and OHSU, are from the bioinformatics domain and contain graphs
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Table 6.5: Properties of the graph datasets. We show the number of graphs

(|G|), the number of classes (|Ω|) and the average number of nodes and edges

per graph (∅|V |, ∅|E|).

Graph Dataset Property

|G| |Ω| ∅|V | ∅|E|

BZR 405 2 35.8 38.4

BZR-MD 306 2 21.3 225.1

COX2 467 2 41.2 43.4

COX2-MD 303 2 26.3 335.1

DHFR 756 2 42.4 44.5

DHFR-MD 393 2 23.9 283.0

D
a
ta

se
t

ENZYMES 600 6 32.6 62.1

IMDB-BINARY 1,000 2 19.8 96.5

MUTAG 188 2 17.9 19.8

NCI1 4,110 2 29.9 32.3

OHSU 79 2 82.0 199.7

that represent proteins and segmented brain scans, respectively. The re-

maining dataset, IMDB-BINARY, includes graphs representing social me-

dia networks from two classes.

In our evaluation, we use a 10-fold cross-validation scheme and report

the balanced classification accuracy achieved on a test set. In particular,

the training and optimization of the NGCD hyperparameters are performed

in a 3-fold inner loop exclusively on the training and validation sets.

The selection of the node permutation (among the node permutation

algorithms presented above) is treated as a free parameter and is thus also

optimized. In our experiments, if two or more node permutation meth-

ods achieve the best classification accuracy, the method with the shorter

runtime is selected. Additionally, we optimize the heuristic parameter

ϵ ∈ {0.1, 0.3, 0.5} which represents the percentage of remaining graphs in

the selected training set (see Alg. 5) and the number of nearest neighbors

k ∈ {1, 3, 5} for k-NN classification.

For the computation of the NGCD we use the python module gzip as

compression function C(·) 3. The gzip algorithm uses the dictionary-based

compression algorithm called LZ77 [192]. This compression algorithm re-

3Note that any other compression algorithm can be used.
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Table 6.6: Properties of the graph datasets. We show the number of graphs

(|G|), the number of classes (|Ω|) and the average number of nodes and edges

per graph (∅|V |, ∅|E|).

Graph Dataset Property

|G| |Ω| ∅|V | ∅|E|

AIDS 2,000 2 9.5 10.0

BZR 405 2 35.8 38.4

BZR-MD 306 2 21.3 225.1

COX2 467 2 41.2 43.4

COX2-MD 303 2 26.3 335.1

DD 1,178 2 284.3 715.6

DHFR 756 2 42.4 44.5

DHFR-MD 393 2 23.9 283.0

D
a
ta

se
t

ENZYMES 600 6 32.6 62.1

MUTAG 188 2 17.9 19.8

MUTAGENICITY 4,337 2 30.3 30.8

NCI1 4,110 2 29.9 32.3

NCI109 4,127 2 29.7 32.1

OHSU 79 2 82.0 199.7

PROTEINS 1,113 2 39.1 72.8

places repeated patterns in a string with references to their entries in a

dictionary. The output of the LZ77 algorithm is further compressed using

Huffman coding [193]. This particular compression function allows us to

control the compression rate, denoted by r from now on. Lower values of

r means faster but lower compressions, while larger values of r indicate

slower but higher compressions.

6.3.3.2 Impact of the Compression Rate

We start our analysis with a study on the impact of the compression rate

r on the classification accuracy of a k-NN operating on NGCD values. In

Fig. 6.5, we plot the classification accuracy across all datasets and for four

compression rates, viz. r ∈ {1, 3, 6, 9} (remember that lower compression

rates correspond to faster but less effective compression, while higher rates

leads to stronger but slower compressions). To highlight the general trend,
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Table 6.7: Properties of the graph datasets. We show the number of graphs

(|G|), the number of classes (|Ω|) and the average number of nodes and edges

per graph (∅|V |, ∅|E|).

Graph Dataset Property

|G| |Ω| ∅|V | ∅|E|

IMDB-BINARY 1,000 2 19.8 96.5

COLLAB 5,000 3 74.5 2,457.8

REDDIT-MULTI-5K 4,999 5 508.5 594.9

D
a
ta

se
t

REDDIT-MULTI-12K 11,929 11 391.4 456.9

we additionally fit a regression line on the accuracies for each dataset.
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Fig. 6.5: Classification accuracies on the validation sets for each compres-

sion rate r ∈ {1, 3, 6, 9}.

There are three out of twelve datasets (viz. COX2, COX2-MD, and MU-

TAG) where the classification tends not to improve as the compression rate

increases. That is, on these datasets, the regression line tends to decrease

(or remains stable) with higher compression rates. In general, however,

we observe that the classification accuracy tends to increase with higher

compression rates (which makes sense as greater compression rates better
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approximate the theoretical AID induced by the Kolmogorov complexity).

For the BZR-MD and DHFR datasets, for instance, we observe improve-

ments of about five percent points when the compression rate r is increased

from 1 to 9.
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Fig. 6.6: Classification runtime across all datasets with different compres-

sion rates r ∈ {1, 3, 6, 9}. We also show the runtime with r = 9 in conjunc-

tion with our heuristic selection of training graphs (denoted by h in the

figure).

However, the major drawback of larger compression rates r is the sub-

sequent increase of the runtime (due to more complex computations). In

Fig. 6.6, we plot the runtime of the graph classification framework for the

four compression rates r ∈ {1, 3, 6, 9}. Additionally, we show the runtime

of the framework that employs the proposed heuristic where the training

set Gtr is reduced according to Alg. 5 (with a compression rate of r = 9)4.

We observe a consistent pattern where the runtimes steadily increase with

higher compression rates. For some datasets (such as BZR or COX2), we

observe that the runtime for r ∈ {1, 3, 6} remains relatively constant but

increases sharply when the compression rate becomes r = 9. This behavior

can be attributed to the relatively low edge density in these datasets, which

4In this analysis, the runtime for the node permutation is not taken into account, i.e.,
only the runtime for the classification is reported.
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facilitate compression at lower compression rates.

We clearly observe the positive impact on the runtime when the pro-

posed training set selection heuristic is applied 5. That is, despite using a

compression rate of r = 9, the runtime is significantly improved. In seven

out of eleven datasets, the runtime is even lower than the runtime obtained

with a compression rate of r = 1.

On the basis of these observations, we decide to use a compression rate of

r = 9 across all datasets for the remaining parts of the present evaluations.

6.3.3.3 Impact of the Node Permutation

The objective of this subsection is to analyze the effects of different node

permutations in our framework. To this end, we first compare the clas-

sification accuracy achieved with deterministic node permutations against

random node permutations.

In Fig. 6.7, we show the classification accuracies obtained by our graph

matching framework on the test sets with both random and deterministic

node permutations. Across all datasets, we observe that results obtained

with random node permutation show lower classification accuracies com-

pared to their counterparts using deterministic node permutation. This

highlights the crucial role of the node permutation step within our graph

matching framework.

In Table 6.8, we present the runtimes in seconds of the five node per-

mutation methods per dataset. Cuthill-Mckee is the fastest permutation

method on all data sets (followed by Label Propagation and Louvain). The

two methods Girvan Newman and SCD are in part drastically slower.

The runtime of the node permutation method that achieves the best

classification accuracy (on the validation set) is highlighted for each dataset

(e.g., the SCD node permutation method achieves the best classification

accuracy for the COX2 dataset). When two or more node permutation

methods achieve the best classification accuracy, two or more runtimes are

highlighted per dataset.

We also calculate rank 1 to 5 for each node permutation method and

each data set according to the classification accuracy and report the average

rank in the bottom row of Table 6.8. We observe that both Girvan New-

man and SCD achieve the lowest ranks, which suggests that these two node

permutation methods produce the most meaningful orderings of the adja-

5Here, the runtime is reported with parameter ϵ being optimized to yield the best
classification accuracy on the validation set.
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Fig. 6.7: Classification accuracy [%] obtained with random or deterministic

node permutation across all datasets.

cency matrices. However, in our evaluations, we observe that Cuthill-Mckee

performs poorly on the three specific MD datasets (BZR-MD, COX2-MD,

and DHFR-MD). Actually, if those datasets were not taken into account

in the ranking, Cuthill-Mckee would have the lowest average rank. In fact,

we also find that this method is the only method to achieve the best result

on three datasets (while Louvain is the only winner on two datasets and

Girvan Newman, Label Propagation and SCD are the only winners on one

of the datasets).

6.3.3.4 NGCD vs. GED

In the last comparison, we evaluate the novel graph matching approach

using NGCD in a classification scenario and compare the results with the

standard approach of GED. For the computation of GED, we use an opti-

mized version of the BP-GED algorithm with cubic time complexity [11]. In

Table 6.9, we present the classification accuracies of a k-NN classifier on all

datasets obtained with NGCD and GED. We observe that our novel method

outperforms the GED baseline in seven out of eleven cases. For instance,

our approach outperforms the reference system on BZR-MD, COX2-MD,

and DHFR-MD, by about 5 to 10 percent points. On the OHSU dataset,

which is known to be a very challenging datasets [46], GED yields results
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Table 6.8: Runtime in seconds [s] of the node permutation methods per

dataset. The method(s) that achieve(s) the best classification result on

the validation set is highlighted. The last row represents the average rank

obtained on the validation set.

Node Permutation Method

C
u
th

il
l-
M

ck
e
e

G
ir
v
a
n

N
e
w
m
a
n

L
a
b
e
l
P
ro

p
a
g
a
ti
o
n

L
o
u
v
a
in

S
C
D

BZR 0.25 6.09 0.36 0.66 7.87

BZR-MD 0.18 1.47 0.31 0.57 11.07

COX2 0.29 7.84 0.44 0.87 10.60

COX2-MD 0.19 2.21 0.37 0.71 15.92

DHFR 0.47 14.42 0.73 1.34 17.11

DHFR-MD 0.23 2.35 0.40 0.80 16.97

ENZYMES 0.35 20.38 0.57 0.96 11.45

D
a
ta

se
t

IMDB-BINARY 0.55 45.08 0.72 1.27 18.83

MUTAG 0.11 0.83 0.13 0.21 1.93

NCI1 2.48 44.90 3.38 5.98 63.67

OHSU 0.07 83.88 0.21 0.29 4.47

Average Rank 2.9 2.7 3.3 3.4 2.7

slightly better than random decision. Our approach, however, achieves a

notable increase of 15 percentage points (suggesting the efficacy of NGCD

on this dataset).

We also compare the computation time of NGCD and GED. We report

the total time for computing the complete distance matrix for all available

graphs in seconds and the time per graph matching in milliseconds for both

NGCD (including node permutation computation) and GED in Table 6.10.

We observe that the novel dissimilarity measure NGCD consistently

shows faster computation times than GED. Specifically, the runtime is

about four times faster for datasets such as BZR or OSHU, while it is up to

about 12 to 14 times faster for datasets like DHFR-MD or IMDB-Binary.
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Table 6.9: Mean classification accuracy [%] achieved using NGCD and

GED. The best result, for each dataset, is highlighted in blue.

NGCD GED

BZR 70.28± 2.43 74.17± 1.44

BZR-MD 69.12± 2.11 64.62± 1.72

COX2 62.21± 2.17 60.46± 0.59

COX2-MD 64.67± 2.01 57.55± 0.86

DHFR 76.80± 1.21 77.18± 0.72

DHFR-MD 69.26± 2.15 55.49± 1.47

D
a
ta

se
t

ENZYMES 48.00± 1.62 46.21± 1.20

IMDB-BINARY 64.80± 1.04 69.59± 1.01

MUTAG 85.25± 1.48 84.76± 1.66

NCI1 69.22± 1.16 75.13± 0.51

OHSU 65.08± 3.49 51.55± 4.96

Table 6.10: Runtime time in seconds [s] of the NGCD and GED for compar-

ing all graphs of the dataset with each other and the time per comparison

in miliseconds [ms].

NGCD GED
Speed-up

FactorTotal [s] Time / Comp. [ms] Total Time / Comp. [ms]

BZR 44.13 0.54 172.47 2.10 4

BZR-MD 3.67 0.08 44.57 0.95 12

COX2 71.86 0.66 288.69 2.65 4

COX2-MD 4.77 0.10 61.96 1.35 12

DHFR 195.85 0.69 807.38 2.85 4

DHFR-MD 6.26 0.08 88.31 1.14 14

D
a
ta

se
t

ENZYMES 37.80 0.21 338.25 1.88 9

IMDB-BINARY 35.10 0.07 428.67 0.86 12

MUTAG 1.51 0.09 12.15 0.69 6

NCI1 2367.88 0.28 14,000.87 1.66 6

OHSU 9.29 2.98 32.52 10.42 3

6.4 Conclusion

In this chapter, we propose two novel methods for graph-based pattern

recognition to achieve two distinct objectives in two parts.

In the first part of the chapter, we introduce a novel framework that uses

recent GNN layers and adopt them for the specific task of graph reduction.

Eventually, we classify the learned graph reductions with well-known pat-
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tern recognition techniques based on GED. To the best of our knowledge,

such an architecture has not been proposed before.

By means of an experimental evaluation on diverse datasets we empir-

ically confirm that our graph reduction process is useful for downstream

graph classification tasks. That is, we show that our framework main-

tains satisfactory classification accuracy when deleting 25%, and on some

datasets even 50%, of the nodes. Simultaneously, we show that the run-

time can – as expected – be substantially reduced by means of our novel

reduction method. The conducted experiments also clearly reveal that the

novel approach for graph reduction performs significantly better than ran-

domized graph reductions. Last but not least, we observe that combining

graph matching with our specific GNN for graph reduction achieves better

results than an isolated GNN model (that employs the same architecture

as we use for reduction).

In the second part of the present chapter, we propose a novel framework

for graph matching, termed NGCD, that is based on a lossless compression

algorithm. Roughly speaking, the proposed method works in two separate

steps. In the first step, we apply a node permutation algorithm to fix the

node ordering of the graphs. Second, we compute the normalized compres-

sion distance (NCD) on the adjacency matrices of the graphs and perform

graph classification using the NCD as a distance metric.

We validate the benefits of our novel method with a thorough evaluation

on eleven datasets. For instance, we research the impact of the compres-

sion rate on the classification accuracy and observe that the classification

rate generally increases when the compression rate is increased. We also

evaluate a novel heuristic to reduce the set of training graphs which in turn

speeds up the complete classification framework. Furthermore, we com-

pare the proposed framework with a standard graph matching framework,

viz. GED. Overall, we demonstrate that NGCD outperforms the reference

system GED on seven out of eleven datasets. Additionally, the runtime

is consistently lower when using NGCD instead of GED for graph match-

ing. Last but not least, our framework performs quite well in domains

where standard models struggle, as evidenced by its performance on the

challenging OHSU dataset.
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La densité de l’Histoire ne détermine aucun de
mes actes. Je suis mon propre fondement. Et
c’est en dépassant la donnée historique,
instrumentale, que j’introduis le cycle de ma
liberté.

Peau noire, masques blancs (1952),
Frantz Fanon

A Graph is a data structure that consists of a set of nodes which are in

turn potentially connected by edges. In contrast to other data representa-

tions (e.g., feature vectors), graphs have an inherent structure encoded in

their representation. Due to this unique property, graphs can be used in

many fields to represent complex systems such as molecules or social media

networks. Structural pattern recognition is the field of research that de-

velops and investigates algorithms that take graph data structures as their

input.

Over the years, many structural pattern recognition algorithms have

been developed and researched. These algorithms can broadly be cate-

gorized into three groups, namely, graph matching algorithms that find

similar parts between graphs, graph kernels that implicitly embed graphs

into a Hilbert space, and graph neural networks that compute a explicit

embedding of the graphs. These methods are commonly used for graph

classification or graph clustering.

A major challenge for any graph-based pattern recognition algorithm is,

in general, the high computation cost, which hinders their application on

large-scale problems or in real-time processing tasks. A common approach

to address this issue is to use faster approximation algorithms for graph

processing (e.g., approximate graph matching algorithms). While these al-

175



176 Pattern Recognition on Reduced Graphs

gorithms reduce accuracy to some extent, they can significantly improve the

computation time and in some cases achieve polynomial-time complexity

(rather than exponential-time complexity).

Another idea to counteract the high computational cost of graph match-

ing, is offered by graph reduction methods. These methods pursue the

strategy of data approximation instead of algorithm approximation. Graph

reduction algorithms aim to reduce the size of the input graph while pre-

serving its essential properties. However, determining the properties which

are actually essential and should thus be preserved during the reduction

process is not straightforward and often context-dependant. This means

that the effectiveness of a reduction method depends on the problem to be

solved and therefore it might not be possible to define a generic method for

graph reduction.

The main objective of the present thesis is to thoroughly research graph

reduction in the context of graph matching. In particular, the goal is to

develop graph reduction algorithms that generate reduced graphs which

are able to maintain the classification accuracy as high as possible when

used in combination with different graph classification algorithms. The

present thesis introduces and researches the following four graph reduction

approaches.

• In a first approach (presented in Chapter 4), two centrality mea-

sures are used to rank the nodes of a graph from the least to the

most important. Based on these centrality scores, the least impor-

tant nodes are iteratively discarded, resulting in differently reduced

graphs. We evaluate the performance of those reduced graphs in

a graph classification task on multiple datasets. The results show

that the use of centrality reduced graphs can maintain satisfactory

classification accuracies in general and simultaneously reduce the

computation time.

We extend the use of those centrality reduced graphs in two novel

frameworks with the goal to improve the classification accuracy. In

the first case, we propose a two-step graph classification framework

that first selects graphs in the reduced graph space and then, if

the performance is not convincing enough, classifies them in the

original graph space. In the second case, the centrality reduced

graphs obtained at each reduction level are combined in a multiple

classifier system which is weighted according to the importance of

each level. Both systems are convincing in terms of the resulting
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classification accuracy (even if an increase in computation time

must generally be accepted).

• In a second approach (presented in Chapter 5), spectral graph clus-

tering is used to find communities in the graphs. The found clus-

ters are then aggregated into supernodes to reduce the size of the

graph. The classification experiments conducted show that even

strongly reduced graphs maintain satisfactory classification accu-

racies across the four graph classification algorithms tested. More-

over, the computation time can be accelerated up to two orders of

magnitude on datasets with large graphs. In a detailed study of

the dissimilarities, we observe that the dissimilarity shrinks as the

reduction level is reduced, yet, the distances on the reduced graphs

remain coherent with the original distances.

• In a third approach (presented in the first part of Chapter 6), we

propose to use a modified graph neural network to directly learn

the importance of a node from the data. Through several exper-

imental evaluations, we show that this approach maintains satis-

factory classification accuracies while significantly speeding up the

computation time (compared to processing on the original graphs).

• The fourth approach (presented in the second part of Chapter 6)

is based on a compression-based distance measure. This method

involves the computation of a deterministic node ordering and then

computing the normalized compression distance (NCD) on the re-

sulting adjacency matrices. Evaluations of the proposed framework

show that it outperforms standard graph matching algorithms both

in terms of classification accuracy and computation time.

Although we have thoroughly researched the four different graph reduc-

tion methods in the present thesis, we see at least three different future

research activities that could be rewarding.

• A first line of research might concern the method presented in

Chapter 5, where the process of aggregating nodes of one cluster

into supernodes consists of summing up the node features. As a

first direction for future research, more advanced methods for merg-

ing nodes into supernodes could be explored. Specialized graph

neural networks may be used in this process, for instance, with the

goal of identifying optimal feature vectors for the super-nodes.

• A second line of research could involve the use of graph neural
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network architectures to learn graph coarsening. This approach

would aim to optimize coarsening specifically to generate reduced

graphs that perform particularly well for the graph classifier being

used. To this end, the classification of the reduced graphs obtained

with the subsequent graph classifier must be incorporated into the

loss function used to train the coarsening graph neural networks,

thus creating an end-to-end pipeline.

• A third line of research could involve the development of a function

that assess how well the dissimilarity in the reduced graph space

evolves compared to the original graph space. An idea could be to

compute the topological persistence diagrams of both the original

and reduced graph space and then perform a comparison on these

persistence diagrams.



Appendix A

Appendix Chapter 3

A.1 T-SNE Visualization of Labeled Datasets

AIDS BZR BZR-MD COX2

COX2-MD DD DHFR DHFR-MD

ENZYMES ER-MD KKI MSRC-21

MSRC-9 MUTAG Mutagenicity NCI1

NCI109 OHSU PROTEINS PTC-FM

PTC-FR PTC-MM PTC-MR Peking-1

T-SNE Visualization - Labeled Datasets

Fig. A.1: Visualization of the T-SNE embedding of labeled datasets
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Appendix B

Appendix Chapter 4

B.1 Visualization of Reduced Graphs by Means of Central-

ity Measures

Fig. B.1: Reduced graph from Mutagenicity
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Fig. B.2: Reduced graph from NCI1

Fig. B.3: Reduced graph from Proteins
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Fig. B.4: Reduced graph from Enzymes

Fig. B.5: Reduced graph from IMDB-BINARY
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B.2 Visualization of the Pairwise GED between the Origi-

nal Graphs and their Reduced Counterpart

Fig. B.6: Pairwise distances between graphs in the original graph space and

their resulting counterpart in the reduced graph domain using Betweenness

on all datasets.
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Appendix Chapter 5

C.1 Visualization of the Pairwise GED between the Origi-

nal Graphs and their Reduced Counterpart

(a) Pairwise distances DHFR

(b) Pairwise distances ENZYMES

(c) Pairwise distances Mutagenicity
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(d) Pairwise distances NCI1

(e) Pairwise distances COLLAB

(f) Pairwise distances REDDIT-MULTI-5K

(g) Pairwise distances REDDIT-MULTI-12K

Fig. C.1: Comparison of pairwise similarities/dissimilarities between graphs

in the original and the reduced graph domains for both DHFR, ENZYMES,

Mutagenicity, NCI1, COLLAB, REDDIT-5K, REDDIT-12K and NCI109

datasets using Graph Edit Distance (GED).
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C.2 Visualization of the Pairwise SP between the Original

Graphs and their Reduced Counterpart

(a) Pairwise similarities DHFR

(b) Pairwise similarities ENZYMES

(c) Pairwise similarities Mutagenicity
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(d) Pairwise similarities NCI1

(e) Pairwise similarities COLLAB

(f) Pairwise similarities REDDIT-MULTI-5K

(g) Pairwise similarities REDDIT-MULTI-12K

Fig. C.2: Comparison of pairwise similarities/dissimilarities between graphs

in the original and the reduced graph domains for both DHFR, ENZYMES,

Mutagenicity, NCI1, COLLAB, REDDIT-5K, REDDIT-12K and NCI109

datasets using the ShortestPath graph kernel (SP)
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C.3 Visualization of the Pairwise WL between the Original

Graphs and their Reduced Counterpart

(a) Pairwise similarities DHFR

(b) Pairwise similarities ENZYMES

(c) Pairwise similarities Mutagenicity
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(d) Pairwise similarities NCI1

(e) Pairwise similarities COLLAB

(f) Pairwise similarities REDDIT-MULTI-5K

(g) Pairwise similarities REDDIT-MULTI-12K

Fig. C.3: Comparison of pairwise similarities/dissimilarities between graphs

in the original and the reduced graph domains for both DHFR, ENZYMES,

Mutagenicity, NCI1, COLLAB, REDDIT-5K, REDDIT-12K and NCI109

datasets using the 4-Weisfeiler-Lehman graph kernel (WL).
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Appendix Chapter 6

D.1 Analysis of the Connected Components of Graphs Re-

duced with GReNN
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Graphs reduced w/ GReNN-50
Graphs reduced w/ GReNN-25

Fig. D.1: Histogram that shows the number of graphs (on the y-axis) that

have a given number of connected components per graph (on the x-axis)

on the ENZYMES dataset.
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Fig. D.2: Histogram that shows the number of graphs (on the y-axis) that

have a given number of connected components per graph (on the x-axis)

on the MUTAGENICITY dataset.
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Fig. D.3: Histogram that shows the number of graphs (on the y-axis) that

have a given number of connected components per graph (on the x-axis)

on the NCI1 dataset.
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Fig. D.4: Histogram that shows the number of graphs (on the y-axis) that

have a given number of connected components per graph (on the x-axis)

on the PROTEINS dataset.
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D.2 Example of Reduced Graphs using GReNN

(a) Original Graph (b) GReNN-50 (c) GReNN-25

Fig. D.5: Example of an original graph and the corresponding reduced

graphs via GReNN-50 and GReNN-25 for the ENZYMES dataset.

(a) Original Graph (b) GReNN-50 (c) GReNN-25

Fig. D.6: Example of an original graph and the corresponding reduced

graphs via GReNN-50 and GReNN-25 for the MUTAGENCITY dataset.

(a) Original Graph (b) GReNN-50 (c) GReNN-25

Fig. D.7: Example of an original graph and the corresponding reduced

graphs via GReNN-50 and GReNN-25 for the NCI1 dataset.
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(a) Original Graph (b) GReNN-50 (c) GReNN-25

Fig. D.8: Example of an original graph and the corresponding reduced

graphs via GReNN-50 and GReNN-25 for the PROTEINS dataset.
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[18] Thomas Gärtner, Peter A. Flach, and Stefan Wrobel. On Graph Kernels:
Hardness Results and Efficient Alternatives. In Bernhard Schölkopf and
Manfred K. Warmuth, editors, Computational Learning Theory and Kernel
Machines, 16th Annual Conference on Computational Learning Theory and
7th Kernel Workshop, COLT/Kernel 2003, Washington, DC, USA, August
24-27, 2003, Proceedings, volume 2777 of LNCS, pages 129–143. Springer,
2003.

[19] Karsten M. Borgwardt and Hans-Peter Kriegel. Shortest-Path Kernels on
Graphs. In Proceedings of the 5th IEEE International Conference on Data
Mining (ICDM 2005), 27-30 November 2005, Houston, Texas, USA, pages



Bibliography 199

74–81. IEEE Computer Society, 2005.
[20] Nino Shervashidze, Pascal Schweitzer, Erik Jan van Leeuwen, Kurt

Mehlhorn, and Karsten M. Borgwardt. Weisfeiler-Lehman Graph Kernels.
J. Mach. Learn. Res., 12:2539–2561, 2011.

[21] Thomas N. Kipf and Max Welling. Semi-Supervised Classification with
Graph Convolutional Networks. CoRR, abs/1609.02907, 2016. arXiv:
1609.02907.

[22] Petar Velickovic, Guillem Cucurull, Arantxa Casanova, Adriana Romero,
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