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Abstract

Neural networks have transcended their status of powerful proof-of-concept machine

learning into the realm of a highly disruptive technology that has revolutionized many

quantitative fields such as drug discovery, autonomous vehicles, and machine transla-

tion. Today, it is nearly impossible to go a single day without interacting with a neu-

ral network-powered application. From search engines to on-device photo-processing,

neural networks have become the go-to solution thanks to recent advances in com-

putational hardware and an unprecedented scale of training data. Larger and less

curated datasets, typically obtained through web crawling, have greatly propelled the

capabilities of neural networks forward. However, this increase in scale amplifies cer-

tain challenges associated with training such models. Beyond toy or carefully curated

datasets, data in the wild is plagued with biases, imbalances, and various noisy com-

ponents. Given the larger size of modern neural networks, such models run the risk of

learning spurious correlations that fail to generalize beyond their training data.

This thesis addresses the problem of training more robust and generalizable ma-

chine learning models across a wide range of learning paradigms for medical time series

and computer vision tasks. The former is a typical example of a low signal-to-noise

ratio data modality with a high degree of variability between subjects and datasets.

There, we tailor the training scheme to focus on robust patterns that generalize to new

subjects and ignore the noisier and subject-specific patterns. To achieve this, we first

introduce a physiologically inspired unsupervised training task and then extend it by

explicitly optimizing for cross-dataset generalization using meta-learning. In the con-

text of image classification, we address the challenge of training semi-supervised models

under class imbalance by designing a novel label refinement strategy with higher local

sensitivity to minority class samples while preserving the global data distribution.

Lastly, we introduce a new Generative Adversarial Networks training loss. Such

generative models could be applied to improve the training of subsequent models in the

low data regime by augmenting the dataset using generated samples. Unfortunately,

GAN training relies on a delicate balance between its components, making it prone

mode collapse. Our contribution consists of defining a more principled GAN loss whose

gradients incentivize the generator model to seek out missing modes in its distribution.

13
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All in all, this thesis tackles the challenge of training more robust machine learning

models that can generalize beyond their training data. This necessitates the devel-

opment of methods specifically tailored to handle the diverse biases and spurious

correlations inherent in the data. It is important to note that achieving greater gen-

eralizability in models goes beyond simply increasing the volume of data; it requires

meticulous consideration of training objectives and model architecture. By tackling

these challenges, this research contributes to advancing the field of machine learning

and underscores the significance of thoughtful design in obtaining more resilient and

versatile models.
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Chapter 1

Introduction

Over the last few years, machine learning models have been rapidly increasing in scale

due to larger datasets and more powerful computational resources that have enabled

training such models. Works such as Fedus et al. [37] can train a trillion-parameter

model on corpora such as C4 [117]. For reference, a large computer vision dataset,

such as JFT [141] contains 700 million images. Despite these impressive figures, they

pale in comparison to the amount of data posted daily on the Internet. An estimated

400 hours of video are uploaded every minute to YouTube and around 100 million new

images are posted on Instagram daily1. Therefore, the reliability and generalizability

of machine learning models is an important issue to tackle, especially when one cannot

hope that the scale of training data will one day catch up to the data generation rate.

Indeed a useful machine learning model is one such that it is able to handle various

distributions shifts present in the wild and capture robust features and patterns across

settings.

1.1 Neural Networks as Universal Approximators

The Universal Approximation Theorem states that one can approximate a given func-

tion between two Euclidean spaces up to an arbitrary level of precision using feedfor-

ward neural networs [52]. It was later shown that this result holds for a three-layer

multilayer perceptron (MLP) [92]. This has propelled neural networks to the forefront

of machine learning since they are able to learn complex mappings between various

modalities. However, this function approximation capability is a double-edge sword,

as the neural network could learn arbitrary spurious correlations. This is called over-

fitting. Addressing this failure mode requires a careful design of the training scheme

and the benchmarks used to evaluate such models.

1https://blog.microfocus.com/how-much-data-is-created-on-the-internet-each-day/
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1.2 Cases of Overfitting

Figure 1.1: Bias-variance trade off. Illustration of bias-variance trade off in terms

of the model capacity when comparing the training and validation errors2.

The classic machine learning literature tackles the risk of overfitting as a bias-

variance trade-off. This interpretation is rooted in the literature of statistical estima-

tors and is often illustrated using Figure 1.1. Nevertheless, overfitting is not a one-note

phenomenon, but rather a combination of different training failure cases such as:

1.2.1 Learning Spurious Correlation

Given a finite set of training data, it is often possible to solve the training task without

the model learning a robust set of features. Let us consider an example of a data set

that contains images of cats and dogs. Depending on how the dataset was collected,

it might be enough for the model to learn to detect whether the photo was taken

indoor or outdoor to solve the classification task. In fact, if the training set is not

carefully curated, images of dogs tend to be taken in parks, while images of cats are

predominantly taken inside the house. Obviously, a model that relies solely on this

spurious correlation is not a robust cat/dog detector. Such spurious correlations are

always present in the training data to various degrees and can be easily captured by

neural networks. Beyond biases present in the training data, the per-sample noise

component, such as JPEG compression artifacts or additive noise, could be used as a

2https://learnopencv.com/bias-variance-tradeoff-in-machine-learning/

https://learnopencv.com/bias-variance-tradeoff-in-machine-learning/
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unique sample identifier, allowing the neural network to simply memorize the train-

ing data. To address this risk, different image augmentation strategies have become

standard practice in computer vision [23, 24].

1.2.2 Learning under Label Noise

Outside of synthetic datasets, data labels are obtained using human annotators. Ser-

vices such as Amazon Mechanical Turk3 have allowed for an unprecedented scale of

data annotation. However, human annotations are not perfect. Due to the focus

on efficiency and the ambiguity associated with more complex tasks, the agreement

between different human annotators is almost always below 100%. This setting is

referred to as label noise (LN). A common workaround to this issue is to use multiple

annotators and use the majority vote as the ground-truth label. However, this is not

a perfect solution. The source of disagreement between annotators can be systematic;

e.g. the image contains multiple objects, but only one class label can be selected, or

the dataset was acquired over an extended period of time during which the annotation

protocol changed, e.g. medical recordings. Therefore, a proper model should learn the

more robust label mapping instead of perfectly memorizing the noisy labels present in

the training set, i.e. it should prioritize generalization over perfectly solving the train-

ing task. Indeed, under random label noise, the best performing model on a properly

designed test set is the one able to capture the underlying robust label mapping.

1.2.3 Learning Domain Specific Features

As stated previously, the scale of the data used to train a model is significantly smaller

than the data available in the wild, which it will be deployed on. This difference in

scale is not just a difference in the quantity of data but also a difference in the diversity

of the data. The data in the wild may belong to a different domain; i.e. there is a

distribution shift between the training and test data. Examples of such domain gaps

include:

• medical datasets where the patterns differ slight from subject to subject;

• differences in the data acquisition setting, e.g. low light setting vs. well lit

setting;

• Sim2Real where the training data was obtained using a simulation, e.g. a 3D

rendering engine, and the model is deployed on real data.

Similarly to the previous two cases, the model could learn to solve the training task

by relying on features specific to the training domain that do not generalize beyond

it, e.g. textures specific to the 3D rendering engine.

3https://www.mturk.com/

https://www.mturk.com/
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1.2.4 Memorization in Deep Neural Networks

Although overfitting is often depicted as a training failure mode, building more gener-

alizable models does not imply eliminating overfitting completely. Arpit et al. [5] has

shown that sample memorization is an intrinsic part of neural network training, where

the network first focuses on the easier samples than switches to memorizing the more

challenging ones. Carlini et al. [19] further shows that even if these challenging sam-

ples are removed from the training data, the network will identify another set of the

next inline challenging samples to memorize. Therefore, generalizable models should

account for this phenomenon during their training.

1.3 Learning to Generalize

This thesis addresses the problem of building more robust and generalizable mod-

els. Under this broad umbrella, each chapter tackles the generalization problem in a

different context.

1.3.1 Learning to Ignore Noise

As noted in Section 1.2, a given training dataset contains a mixture of spurious and

robust features. Differentiating these features is a non-trivial task. In the super-

vised setting, one can rely on a diverse and large enough collection of samples. The

model can learn to extract robust features based on the assumption that annotations

and spurious features are not causally related. Even then, such spurious correlations

might still be learned by the model, especially in the presence of hidden confounding

variables; i.e. scaling up the training data does not necessarily solve this issue. For

example, [42] showed that CNN models trained on ImageNet tend to focus on texture

information. Identifying robust features is even more challenging in the unsupervised

setting, where no label information is available to serve as a source of counterexam-

ples for spurious correlations. Instead, an alternative approach is to incorporate prior

knowledge of some properties of the robust features into the unsupervised training

method. For instance, works such as Caron et al. [20] and Chen et al. [21] make the

assumption that the robust image feature should be invariant w.r.t. image augmen-

tations such as color jittering, blur, etc. In Chapter 3, we introduce an unsupervised

training method for medical time series. The type of medical time series we work with

is often characterized by a low signal-to-noise ratio and a high degree of interpatient

and intercohort variability, both being two major challenges for training robust mod-

els as stated before. The main intuition behind our proposed method is that robust

patterns are more structured than spurious ones. By incentivizing our model to fo-

cus on such patterns and ignore the noisier part of the signal, we greatly improve its
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generalization to new subjects across different data regimes.

1.3.2 Learning to Generalize

When no additional source of information is available, the previous approach that relies

on prior knowledge can be the most that can be done to extract features that generalize

well across settings. However, one often has access to more information for each

sample in the form of ground-truth labels and/or meta-data. This is especially true

for sequential data, where each sequence could be considered as a separate domain. On

top of leveraging prior knowledge, as described above, one can also explicitly constrain

the model to learn features that generalize well to other sequences in the dataset.

In other words, our model is tasked with identifying patterns that are considered

robust not only for the current sequence, but also for other sequences w.r.t. a defined

supervised training task. One way to go about imposing such a constraint is to cast the

training scheme as a meta-learning problem where the goal is to learn robust features

that generalize well across settings. We explore this paradigm for sleep scoring in

Chapter 4 where the goal is to learn to generalize across datasets.

1.3.3 Learning to Propagate Labels

When aiming to learning robust data representation, in the supervised setting spurious

correlation can be more easily identified thanks to the access to the label information,

while in the unsupervised setting the model has access to a significantly larger collec-

tion of training samples as unlabeled data is usually cheaper to acquire and overall

more readily available. In between lays the semi-supervised setting where both unla-

beled and labeled training sets are available. Semi-supervised learning is a great fit for

tackling model generalization, as it can benefit from both unlabeled data to learn useful

data representation while leveraging the labeled data to identify potential erroneous

correlations. Not only that, but model generalization and robustness is an important

consideration to take into account when designing semi-supervised methods. Indeed,

semi-supervised training relies mostly on propagating the annotation information from

the labeled set to the unlabeled counterpart. Doing so is prone to propagating dif-

ferent biases and arbitrary correlations or introducing new ones, especially since the

labeled set is often very restricted in size, e.g. 2 samples per class. Thus a robust

semi-supervised method should be carefully designed to minimize failure cases such as

confirmation bias when incorporating the unlabeled set into the training scheme.

1.3.4 Learning to Generate Additional Data

An alternative approach to learning robust feature representations when training sam-

ples are scarce is to learn to generate additional data. For certain tasks, synthetic
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annotated data is easier to obtain. One such example is the FlyingChairs dataset [31]

for optical flow which consists of 3D chair models moving against a static image back-

ground. The FlyingChairs has been a standard inclusion in most modern optical flow

training schemes [142, 136]. However, such synthetic processes are not always avail-

able. Instead, in the more general case, one can train a generative model as a means

to sample more observations from the data distributions. One such model is Genera-

tive Adversarial Networks (GANs)[44], which have seen great success in augmenting

training data with high-quality generated samples and thus improving the overall per-

formance of subsequent trained models, especially in the computer vision [53] and

medical imaging literature [15]. However, training GANs remains a challenging task

and an open research question, as they often suffer from failure modes such as mode

collapse where the data distribution is learned partially.

1.4 Thesis Contributions

This thesis tackles the challenge of training more robust models in multiple settings

and under different interpretations of the term robustness. In the unsupervised set-

ting, we derive a biologically inspired self-supervised learning task for training robust

feature representations for physiological time series. Robustness here is interpreted as

the ability to generalize to new subjects. We then extend such features to the more

challenging task of cross-dataset generalization using meta-learning. When comparing

recordings from different datasets, many factors can differ, such as data acquisition

hardware and protocol and the demographic of the subjects. By tackling such vari-

ability that has a direct impact on the performance of trained deep learning models,

we provide an important step forward towards building more reliable deep learning

models for medical time series. In the semi-supervised setting, we tackle the problem

of training a semi-supervised model under different degrees of class imbalance. Ro-

bustness in this setting refers to the ability of the model to avoid being biased towards

the majority class when the class imbalance is present in either the labeled or the

unlabeled sets, or both. To fulfill this goal, we design a new label propagation strat-

egy based on Gaussian Processes that is locally sensitive to nearby minority samples

while remaining faithful to the global structure of the data distribution. Lastly, we

introduce a new generative loss inspired by the contrastive learning literature. On

top of providing a more principled loss that takes the form of a statistical divergence

regardless of the optimality of the discriminator, our loss has better gradients that

allow it to actively seek missing mode in the distribution of the generated data.
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1.4.1 Thesis Outline

Chapter 2: Background We provide an overview of key topics that are relevant for

the later chapters. First, we introduce the polysomnography data used in Chapters 3

and 4, its applications, properties, and relevant deep learning methods. We then

introduce the different learning paradigms we touch upon in this thesis, including:

Self-supervised learning, Meta-learning, and Semi-Supervised Learning. Lastly, we

introduce Generative Adversarial Networks along with their applications and current

limitations.

Chapter 3: Learning the Phase-Amplitude Coupling We introduce Phase

Swap a new biologically inspired self-supervised task for physiological time series. By

training a model to detect whether the phase and amplitude information of a given

signal match or not, we are able to extract deep features that generalize well to new

subjects for different downstream classification tasks. The robustness of our Phase

Swap features is especially prominent in the low data regime, where only a few subjects

are available for training.

This work is associated with the publication: Lemkhenter, Abdelhak, and Paolo

Favaro. Boosting generalization in biosignal classification by learning the phase-amplitude

coupling. Pattern Recognition: 42nd DAGM German Conference, DAGM GCPR 2020,

Tübingen, Germany, September 28–October 1, 2020, Proceedings 42. Springer Inter-

national Publishing, 2021.

Chapter 4: Self-Supervised Meta-Learning for Sleep Scoring We extend our

Phase Swap method beyond generalizing to new subjects. Using meta-learning, we

are able to explicitly constrain our new training scheme S2MAML to generalize better

across datasets. Our formulation favors self-supervised features extracted on a given

dataset and that also generalize well to another randomly sampled dataset w.r.t. to

a given supervised task. We show that S2MAML outperforms other approaches for

different data splits and configurations.

This work is associated with the publication: Lemkhenter, Abdelhak, and Paolo

Favaro. Towards Sleep Scoring Generalization Through Self-Supervised Meta-Learning.

2022 44th Annual International Conference of the IEEE Engineering in Medicine &

Biology Society (EMBC). IEEE, 2022.

Chapter 5: Imbalanced Semi-Supervised Learning Using Gaussian Pro-

cesses Self-learning based semi-supervised methods are prone to confirmation bias.

This risk is more prominent when training data is skewed and contains significant

class imbalances. To address this issue, we introduce SemiGPC, a drop-in extension

for existing semi-supervised methods derived from the posterior mean of a Gaussian
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Process (GP). Our GP-based label refinement allows our method to better deal with

class imbalances by showing a better local sensitivity to minority class samples while

preserving the global structure of the data distribution. We show that our method

SemiGPC produces state-of-the-art results on standard artificially imbalanced datasets

such as CIFAR-LT as well as on other more challenging semi-supervised fine-grained

visual classification benchmarks.

Chapter 6: Kernel Density Discrimination GAN GAN training requires a del-

icate balance between the discriminator and the generator networks and is often prone

to converging to suboptimal solution due to mode collapse. To address these issues,

we introduce a novel GAN loss based on kernel density discrimination (KDD GAN).

By defining our loss as statistical divergence between the kernel density estimates of

the real and generated distributions in feature space regardless of the optimality of

the discriminator, we obtain better training gradients that encourage the generator to

seek missing modes in its distribution. This results in quantitatively better generative

models.



Chapter 2

Background

In this chapter, we provide an overview of the polysomnography (PSG) and Electroen-

cephalography (EEG) data used in both Chapter 3 and Chapter 4. We present the

acquisition and formatting of this data modality, as well as the different applications in

which it is used, and the domain shifts associated with it. We also introduce relevant

elements of the Self-Supervised Learning, Semi-Supervised Learning, Meta-Learning,

and Generative Modeling literatures.

2.1 Polysomnography

2.1.1 PSG Recordings

Polysomnography [59] is a study of sleep that involves multiple physiological measure-

ments over time. These signals include:

Electroencephalograms (EEG) which measure the synchronized postsynaptic ex-

citation of a population of cortical neurons [58]. Each neurons can be seen as a dipole

due to extracellular voltage caused by the negative charge near the neural dendrites,

cf. Figure 2.1.

These measurements of brain activity are obtained using different electrodes placed

on the surface of the head following the 10-20 system as shown in Figure 2.2. Elec-

trode placements require an exact measurement of the dimensions of the skull and

are generally laid out to cover five main regions, each associated with a specific pre-

fix: pole (FP), frontal (F), central (C), parietal (P), and occipital (O). Electrodes on

the right/left side of the head are designated with an even/left number, respectively.

Not all sleep studies include all electrodes, but all sample at least the frontal, central,

and occipital regions, as they exhibit K complexes, sleep spindles, and delta activity

(0.5Hz-4Hz)[59] respectively, which are specific patterns of brain activity associated

25
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Figure 2.1: Structure of a neuron. Diagram representing the structure a neuron

and its components1.

with different stages of sleep, cf. Figure 2.3.

EEG measurements are computed relative to the average electrode or computed

as the difference between two specific electrodes, i.e. a derivation. Recommended

derivations are F4-M1, C4-M1, O2-M1 or alternatively, FZ-CZ, CZ-OZ and C4-M1

with FPZ, C3, O1, and M2 as backup electrodes according to the American Academy

of Sleep Medicine (AASM) manual [13].

Electro-oculograms (EOG) which measure eye movements. This relies on the

dipole formed by the cornea and retina which results in eye movements being recorded

as deflections in the electric signal. The presence of eye movements is one of the factors

used to distinguish different stages of sleep.

Electromyograms (EMG) which measure muscle activity. EMG electrodes are

typically placed on the submental triangle and on the leg during PSG. The former

allows for characterizing muscle tone for sleep staging, while the latter can be used to

detect disorders such as periodic limb movement (PLM).

Airflow which is measured using a nasal pressure monitor or an oronasal thermal

sensor. PSG can also include a measurement of respiratory effort by tracking the

movement of the rib cage using inductance plethysmography. These signals can be

used to detect disorders such as sleep apnea.

Electrocardiograms (ECG) which measure the electical activity associated with

cardiac cycles. This signal can be used to derive the heart rate and detect different

1https://en.wikipedia.org/wiki/Neuron

https://en.wikipedia.org/wiki/Neuron
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Figure 2.2: The 10-20 EEG system. Illustration of the 10-20 EEG system with a

10% and 20% distance between electrodes [128].

arrhythmias.

Oxygenation which measure the oxygen level in the blood using pulse oximetry.

2.1.2 Sleep Scoring

According to the AASM Manual for the Scoring of Sleep and Associated Events [13],

sleep scoring focuses on assigning epochs defined as 30 second segments into one of

the following stages:

Wakefulness (Stage W) which is characterized by the presence of alpha activity

(8-12Hz) in the posterior regions on the EEG for more than 50% of the epoch. However,

when the alpha rhythm is not discernible, which is the case in 10% to 20% of healthy

subjects, wakefulness can be detected using the EOG through: Blinking (0.5-2Hz),

Reading eye movement consisting of a slow phase followed by a rapid movement in the

opposite direction, and irregular eye movement with high muscle tone.

Stage NREM1 Sleep which is characterized by slow eye movement, lower muscle

tone compared to stage W, and low-amplitude activity focused in the 4-8Hz range.

Detecting this stage can be challenging in subjects who do not exhibit an alpha rhythm.

Stage NREM2 Sleep which is characterized by the presence of K complexes, i.e. a

specific biphasic pattern lasting more than 0.5 seconds, without arousals, i.e. the

subject wakes up or the presence of a train of waves longer than 0.5 seconds within

the 11-16Hz or 12-14Hz frequency bands called sleep spindles. This stage ends when



28 Chapter 2

Figure 2.3: EEG sleep patterns. Illustration of the EEG patterns associated with

the different sleep stages. alpha, theta, and delta waves correspond to the 8-12 Hz,

4-8 Hz, and 0.5-4 Hz frequency bands.

Stage W, REM, or N3 are detected. Sleep apnea can induce K complexes due to

frequent arousals that should not be scored as N2.

Stage NREM3 Sleep which is characterized by a predominant slow wave activity

for more than 20% of the epoch. Slow waves have a frequency between 0.5Hz and 2 Hz

and a peak-to-peak amplitude greater than 75mV. Detecting these waves is of great

relevance in the context of cognitive neuroscience [155].
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Rapid Eye Movement Sleep (REM) which is characterized by an EEG activity

similar to N1, a low muscle tone and irregular and fast eye movements with deflections

shorter than 0.5 seconds. Once REM sleep is detected, all subsequent epochs should

be scored as such until a specific of transition criteria is met.

Detecting the different stages is useful both in clinical and research settings. Through

analyzing the sleep patterns of a given subject, healthcare professionals can detect dif-

ferent abnormalities and pathologies of sleep [58]. In research, studying the brain

dynamics during specific stages of sleep sheds light on different cognitive processes

such as memory consolidation [70] or creative thinking [33]. Currently, the golden

standard for sleep staging requires physicians to manually annotate each 30 seconds

epoch in a recording of PSG 8 hours. In order to make this process more efficient,

different automatic sleep scoring methods have been proposed [8, 113, 114]. However,

such methods are still not widely adopted due to the challenging nature of the PSG

data and the different sources of variability that a reliable automatic scoring method

should account for.

2.1.3 Domain Shifts

In order to automate the detection of the different sleep stages, one needs to design

an algorithm that accounts for the variability present in the PSG data due to various

factors including:

Electrode Choice: This is most prominent for the EEG data, but also for EMG,

EOG where different PSG recordings contain different EEG electrodes within the

PSG database. Depending on the condition of the subject in a clinical setting or the

experimental design in a research setting, a set of electrodes may be adopted, and it

is often impractical and/or redundant to record all possible electrodes in the 10-20

system. Therefore, an automated algorithm should not overspecialize for a specific

choice of input electrodes and instead be flexible in that regard.

Physiological Differences: PSGs can be recorded from subjects with different con-

ditions and states. Many factors can affect brain activity. For example, as mentioned

above, 10-20% of the population do not exhibit an alpha rhythm. Electrical activity is

also known to decrease with age [3]. Furthermore, different diseases can have a direct

impact on the EEG signal such as the presence of legions or epilepsy [135].

Imperfect annotation: When following the guidelines specified in the AASM [13],

different experts are reported to achieve an average agreement of 82%. Certain epochs

are ambiguous making the detection of the exact onset of different sleep stages a non-

trivial task. Furthermore, the PSG database considered may contain recordings that
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use a different set of sleep scoring criteria if they were processed before the AASM was

issued.

To account for these factors, a reliable automatic sleep scoring method should

not overfit to the different noise sources in its training database and instead capture

features that generalize the most.

2.1.4 Deep Learning for Bio-signals.

Similarly to many other fields, biosignals analysis has also seen the increase in popu-

larity of deep learning methods for both classification [54] and representation learning

[9].The literature review [123] showcases the application of deep learning methods to

various EEG classification problems such as brain computer interfaces, emotion recog-

nition and seizure detection.

2.1.5 Automatic Sleep Scoring

Recent methods, such as SeqSleepNet [114], have focused on exploiting the context

of the data by staging sequences rather than single epochs, or aimed at reducing the

model parameters and introducing an estimate of the prediction uncertainty [39]. An

important limitation that has emerged is the lack of generalization, i.e. , the drop in

performance when trained models are applied to new data. As mentioned in the In-

troduction, this phenomenon is currently attributed to the large diversity of the data

across subjects/patients and sessions. To address this problem, U-Sleep [113] intro-

duces a u-net architecture for high-frequency sleep staging. However, generalization

across datasets remains an open problem.

Beyond supervised methods, the work by Banville et.al. [9] leverages self-supervised

tasks based on the relative temporal positioning of pairs/triplets of EEG segments to

learn a useful representation for a downstream sleep staging application.

2.2 Self-Supervised Learning

In this section, we introduce self-supervised learning and present two main classes of

methods in this field: Invariance-based methods and equivariant-based methods.

2.2.1 Overview

Self-supervised learning is a machine learning paradigm in which one learns to extract

a useful feature representation of the data by solving a pretext task. Such pretext

tasks are defined without using human annotations. The utility of the learned feature

representation and the patterns it captures are determined by the choice of the pretext
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task. Therefore, one can influence the robustness and generalizability of the learned

features by carefully designing the pseudo-task.

Self-supervised learning has become the goto practice in recent years for extracting

useful feature representation from a growing amount of available unlabeled data and

for training machine models that generalize to a large set of downstream tasks based

on different data modalities including, but not limited to: images, videos, natural

language, medical recordings, graphs, audio, etc.

In the following sections, we cover two main classes of tasks used in the self-

supervised learning literature. At a high level, both classes of methods can be sum-

marized using Equation (2.1)

Lssl(x) = d(t(x), y(x)) (2.1)

that defines the training loss for a sample x, where t, y and d are two transforma-

tions and a metric or loss function, respectively. In invariance-based methods, y and t

are independent while y(x) is determined by the choice of t for the equivariance-based

ones.

2.2.2 Learning to be invariant

The first class of self-supervised learning tasks is designed to encourage the obtained

feature representation to be invariant with respect to a known noise factor. One

of the most prominent paradigms that falls under this definition is self-supervised

contrastive learning. Contrastive learning methods aim to maximize the similarity

between pairs of positive samples, e.g. , different augmentations of the same image,

while minimizing the similarity between pairs of negative samples, e.g. , augmentations

of different images, with applications ranging from metric learning to self-supervised

training [77]. One of the most commonly used losses in this context is the Normalized

Temperature-scaled Cross Entropy Loss (NT-Xent) [21], also referred to as Informa-

tion Noise Contrastive Estimation loss (InfoNCE). [148] shows that this loss can be

split into two terms: an alignment term and a uniformity term. The former encourages

the alignment of positive pairs of samples, whereas the latter encourages the feature

representation to be uniformly distributed on the unit-sphere. The uniformity con-

straint stems from maximizing the entropy of the distribution of the features, which

is computed through kernel density estimation using the von Mises-Fisher kernel on

the unity sphere. This interpretation of the uniformity constraint is experimentally

validated by replacing the entropy term with other statistical divergences between the

features distribution and a uniform one [22].

Other works such as Caron et al. [20] and Oquab et al. [109] forgo the need for

negative samples relying solely on augmentation-based positive samples in what is

referred to as non-contrastive methods.
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Figure 2.4: Outline of DINO self-supervised training. Given two random aug-

mentations x1 and x2 of the same image x, the student network is tasked with matching

its output p1 given x1 to that of the teacher p2 obtained after a centering operation

given x2. The teacher model is defined as a exponential moving average of the student.

We illustrate this using DINO [20] as an example. The general outline of the

method is shown in Figure 2.4. It consists of two models, a student network and a

teacher network defined as the exponential moving average (EMA) of the student.

Two image augmentations x1 and x2 are generated from the same original image

x, the student network learns to match the prediction of the teacher network. For

DINO, the matching criterion is defined as the cross-entropy between the softmax

predictions of the student and teacher networks. The feature representation obtained

using DINO generalizes extremely well to computer vision tasks such as segmentation,

depth estimation, image classification, etc.

Other self-supervised methods define different criteria, such as the Euclidean dis-

tance or the InfoNCE[108] loss, where the model is trained in contrastive fashion,

i.e. to distinguish between augmentations of the same image (positive samples) and

augmentations of other images (negative samples). Contrastive methods include works

such as Chen et al. [21] and He et al. [47]. The main underlying hypothesis of such

methods is that random augmentations do not alter the unknown label. [126] argues

that a stronger assumption can be made where they postulate the existence of intra-

class connectivity, i.e. there exists a path consisting in a sequence of augmentations

that connect two samples from the same class.
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For temporal data such as time series or videos, one can use temporal jittering as

data augmentation. By learning to encode temporal neighbors using similar features,

the model is able to learn a state-like representation of the signal. Works such as Lorre

et al. [90] follow this approach.

2.2.3 Learning to solve pseudo-tasks

The second major class of self-supervised tasks consists of defining pseudo-tasks for

which labels can be generated automatically. The model learns the underlying con-

cepts present in the data by solving the pretext task, and thus the design of the

task should be carefully considered. Let us consider the example of RotNet [72].

Given an image x, t in Equation (3.2) is defined as a random rotation with an angle

θ ∈ {0◦, 90◦, 180◦, 240◦}. The network is trained to predict θ from t(x). For example,

if the image x is that of a dog, the model needs to learn what a dog is to determine

whether the image is upright or rotated. Another example of such methods is masked

auto-encoders (MAE) [48] where t randomly masks patches in x and the model is

training to inpaint the missing patches, cf. Figure 2.5. Due to the high masking ratio,

the model is forced to learn to extract the objects present in the image in order to

generate the missing patches.

Figure 2.5: Outline of a Masked Auto Encoder. The decoder network is tasked

with reconstructing the random masked patches in the input to the encoder.

2.2.4 Self-Supervised Learning as a Scalable learning paradigm

One of the main advantages of self-supervised learning is its scalability to larger unla-

beled datasets. Indeed, with the gradual shift towards larger and more diverse training
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sets such as ImageNet-21k [26] and towards larger models, self-supervised methods ex-

hibit a promising scaling trend. A recent example of this is apparent when comparing

DINO [20] to DINOv2 [109] where one of the main differences was the dataset scale

and quality that allowed DINOv2 to achieve impressive results in a wide range of

downstream tasks.

2.3 Meta-Learning

In this section, we will cover the concept of meta-learning. First, we formalize it as a

bilevel optimization procedure. We then introduce MAML [38], a pioneering work in

the field, as well as other meta-learning methods derived from it.

2.3.1 Problem Formulation

Meta-Learning is defined as learning to learn. For a parametric modelM(.,Θ), where

Θ represents its set of parameters, and a learning objective L, the meta-learning

problem can be formalized as a bilevel optimization

Θ∗ = argmin
Θ
L(Dval, Θ̂) (2.2)

s.t. Θ̂ = argmin
Θ′

L(Dtrain,Θ
′) (2.3)

and Θ = Θ̂.

Dtrain and Dval denote the meta-training and meta-validation sets respectively.

Note that the upper optimization is in Θ. In other words, the meta-learning objective

aims at finding the optimal set of parameters on the meta-training set while ensur-

ing that they generalize to the meta-validation set. Different meta-learning methods

have been proposed to solve Equation (2.2), each adopting a different link between the

outer optimization loop in Equation (2.2) and the inner optimization loop in Equa-

tion (2.3). Gradient-based methods such as MAML [38] rely on the alignment between

the gradients the two optimization problems while Prototypical Networks [132] and

memory-based models such as Neural Turing Machine [45] cast it as a metric learning

problem where the decision on the meta-validation set is based on the most similar

samples in the meta-training set, the set of prototypes and/or the memory bank. In

the context of this thesis, we focus on the literature on gradient-based meta-learning.

2.3.2 Gradient-based Meta-Learning

In gradient-based meta-learning, the generalization from meta-training to meta-validation

sets is characterized by the alignment between the gradients of Equation (2.2) and

Equation (2.3). In other words, the optimal meta-parameters are such that they
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can be quickly adapted to new task using a limited set of the new data. One promi-

nent gradient-based methods is Model Agnostic Meta-Learning (MAML) [38] in which

Equations (2.2) and (2.3) are rewritten as

Θ∗ = argmin
Θ
L(Dval, Θ̂) (2.4)

Θ̂ = GradientDescent(L,Dtrain,Θ, k, λ) (2.5)

where k and λ are the total number of gradient descent steps and the learning rate

respectively. When k = 1, Equation (2.5) is given by

Θ̂ = Θ− λ∇ΘL(Dtrain,Θ). (2.6)

In other words, a gradient step w.r.t. to the outer optimization problem requires

computing the gradient of the GradientDescent operation w.r.t. Θ, i.e. computing the

second-order derivatives of the model. To address the computational overhead asso-

ciated with higher-order derivative, different approximations such as FOMAML [38]

and REPTILE [104] have been proposed. FOMAML or First-Order MAML consists

in a first-order approximation of MAML where the second-order term is neglected,

while REPTILE defines the meta-gradient as the difference Θ̂ − Θ. Other works

such as COMLN [25] replace the iterative gradient descent in Equation (2.5) with a

continuous-time process that allows for a more exact formulation.

Most variants of MAML are based on the same underlying principle that consists

of re-weighting the contribution of each sample in the outer optimization level based

on the alignment of its gradient with the gradients of the inner optimization, i.e. for

x ∈ Dval its weight is a function of < ∇ΘL({x},Θ),∇ΘL(Dtrain,Θ) > where < ., . >

is the dot product [118].

2.3.3 Applications of Meta-Learning

The general purpose nature of meta-learning makes it applicable to a large range

of tasks. One such task is few-shot learning where the model is presented with a

limited set of examples, through the meta-training set, in order to solve a novel task,

represented by the meta-validation set. Meta-learning can also be used for Domain

Adaptation [116] and efficient Reinforcement Learning [51].

2.4 Semi-Supervised Learning

In this section, we provide an overview of the semi-supervised literature. This in-

cludes the general principle of propagating the label information using the learned

data structure as well as introducing the paradigm of self-learning.
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2.4.1 Problem Formulation

Given a labeled dataset D = {(xi, yi)}nl
i=1 and an unlabeled set U = {xj}nu

j=1, the goal

of semi-supervised learning is to learn a representation of p(x) using both D and U
that enables the propagation of the label information p(y|x) from D to U . In practice,

unlabeled data is significantly less costly to acquire and more readily available, re-

sulting in nl being significantly smaller than nu. This makes semi-supervised learning

a more cost-effective and scalable learning paradigm. Moreover, partial annotations

allow for greater flexibility. Let us consider the following scenario describing the scala-

bility of the annotation cost of an object detection dataset both in the supervised and

semi-supervised settings when samples from new classes are added. Given an image

dataset D1 of 1000 different objects/classes each annotated using a bounding box if

present in a given image and D2 a set of new samples pertaining to 100 new classes

not present in D1. We consider the annotation cost of combining D1 and D2 into a

superset D3 with 1100 classes. In the supervised setting, combining D1 and D2 would

require the reannotation of D1 and D2 completely. Indeed, given an image from D1,

its corresponding original annotation only takes into account the original 1000 classes

and contains no information on the presence or absence of any of the new 100 classes

from D2. Merging D1 and D2 without a reannotation effort will introduce many false

negatives to the data. On the other hand, creating D3 in the semi-supervised learning

setting is trivial, as both D1 and D2 can be considered as partially annotated datasets

w.r.t. to all 1,100 classes. Indeed, partial annotations offer more flexibility and can be

used to specify new tasks in a scalable fashion. In the rest of this section, we provide

an overview of graph-based semi-supervised learning in order to build an intuition of

the label propagation principle, then we introduce consistency-based semi-learning in

the context of the modern semi-learning literature.

2.4.2 Graph-based Semi-Superived Learning

Based on the key smoothness assumption that similar samples should have similar

labels, e.g. belong to the same class, graph-based semi-supervised methods aim to

learn a meaningful representation of the data distribution p(x) in the form of a graph

structure G = (N , E) where N and E are the set of nodes and edges, respectively, and

each node represents a data point. The goal is to take advantage of the geometric

structure of the graph in order to propagate the label information from the labeled

set D to the unlabeled set U .

Earlier works such as Belkin et al. [11] focused on regularizing the label propagation

process through a fixed graph structure, while more recent works such as Dornaika

et al. [30] jointly learn the graph structure and solve the semi-supervised learning

problem.
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2.4.3 Self-training

An orthogonal approach for semi-supervised learning to the one presented above is

self-learning, where a model is trained using the labeled set D and as it gets better,

a subset of its own predictions is used a pseudo-labels on the unlabeled set. The

key assumption is that a fraction of the model predictions on the unlabeled set U are

correct, so by deriving a reliable heuristic to identifying them, one expands the labeled

set and trains the model further.

Naturally, using the model predictions as pseudo-labels introduces confirmation

bias as an inherent risk of such training procedures. To mitigate this risk, various

methods have been proposed that introduce additional regularization, e.g. consis-

tency across augmentations, or refine the predicted pseudo-labels. Semi-supervised

learning methods such as FixMatch [133], ReMixMatch [14], SimMatch [167] and

FreeMatch [151] share the common design choice of enforcing the consistency of the

model predictions across augmentations of different strength levels on the unlabeled

samples. FixMatch [133] enforces this consistency as a cross-entropy loss applied us-

ing the one-hot encoding of the model predictions on weakly augmented unlabeled

samples as pseudo-labels for their strongly augmented counterpart. Weak augmen-

tations consist of random image flipping and translation while strong augmentation

combine AutoAugment [23] and Cutout [28]. The consistency loss is only applied

on high confidence predictions where the predicted probability value is higher than

a fixed threshold. ReMixMatch [14] instead opts for using temperature sharpened

model predictions as pseudo-labels for its consistency regularization in addition to a

rotation prediction regularization loss. FreeMatch [151] introduces a per-class confi-

dence threshold update rule based on model predictions combined with an entropy-

based diversity loss, making it more suitable for imbalanced settings. Methods such

as CoMatch [84] and SimMatch [167] choose to enforce consistency across additional

data representations. In particular, CoMatch [84] encourages consistency between

pseudo-labels and embeddings obtained using similarity graphs, while SimMatch [167]

encourages consistency between semantic-level and instance-level pseudo-labels. Both

methods choose to smooth the predicted pseudo-labels based on a similarity-based

aggregate of a memory buffer of samples in order to mitigate confirmation bias. How-

ever, these pseudo-label refinement strategies fail to eliminate data biases w.r.t. the

class balance.

2.5 Generative Adversarial Networks

Generative modeling refers to a family of machine learning methods in which the goal

is to learn to sample from the data distribution. Broadly speaking, given a data

distribution pD(x, y), where x is the random variable that represents each sample



38 Chapter 2

and y its corresponding label, generative modeling can be cast as learning the joint

distribution pD(x, y) while discriminative modeling aims at learning pD(y|x). In the

context of this thesis, we provide an overview of Generative Adversarial Networks as

our generative method of choice and briefly discuss their potential applications to the

incomplete data setting.

2.5.1 Overview

Generative Adversarial Networks (GANs) [44] are a prominent generative learning

method in which a generator network is used to map samples from a known dis-

tribution, typically a multivariate Gaussian, to samples from the data distribution.

Training is based on an adversarial min-max game, where a discriminator is trained

to distinguish real samples from fake ones while the generator is trained to fool the

discriminator. The link to the data distribution is implicitly defined through the sad-

dle points of the min-max optimization, where the loss of the generator corresponds

to a known statistical divergence, e.g. the Jensen-Shannon Divergence (JSD) [44].

2.5.2 Applications

GANs have been widely adopted across a wide range of fields. In addition to their

ability to generate high-quality samples [63], GANs can be especially useful in various

incomplete data settings. Generated samples can be used as data driven augmen-

tations [53], to upsample minority classes [125] or to generate paired samples across

modalities. e.g. Sim2Real [120], 2D to 3D [85]. Furthermore, discriminative losses

adopted by GANs can be used beyond generative modeling. For example, adversar-

ial domain adaptation methods [165] leverage adversarial losses to ensure invariance

across domains, resulting in more generalizable features.

2.5.3 Limitations

Despite their many advantages, GANs in general and adversarial losses in particular

can be challenging to train. Due to the two-player game, GAN training is often

unstable and sensitive w.r.t. to various training hyperparameters. Moreover, they

are susceptible to mode collapse where the model converges to a partial version of

the data distribution and is unable to cover all its modes. Lastly, the evaluation

of such models is still an ongoing research area. Different metrics such as FID [50]

for images or the BLUE Score [111] for natural language can only provide a partial

view of the performance of such generative models given that the underlying data

distribution is often restricted to a low-dimensional manifold embedded in a high-

dimensional space [115].
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Ever since their inception, GANs have gone through various iterations and improve-

ments. Works such as Arjovsky et al. [4] and Nowozin et al. [107] focus on training the

generator to minimize other statistical divergences that exhibit better properties com-

pared to the JSD in the original work. One complementary line of research explores

additional regularization terms such as using a gradient penalty for the discriminator

[96], consistency regularization [162], or differentiable augmentations [164] to various

degrees of success. A recent addition to this list are methods that capture more struc-

ture into the latent representation of the discriminator through the use of Contrastive

Learning [62, 60, 159]. One such example is ContraGAN [62], where the authors in-

troduce a new regularization term, called 2C loss, based on the NT-Xent loss [21] used

commonly in Contrastive Learning. The introduced loss term aims at capturing the

data-to-data and data-to-class relations in the dataset.

Instance Selection for GANs. Training GANs on large scale datasets remains a

challenging task. State-of-the-art models such as BigGAN [17] require a substantial

amount of compute resources and many of them require post hoc processing to reduce

spurious samples. [29] proposes to address both issues by filtering the dataset using

instance selection. They argue that the model’s capacity is wasted on low density

regions of the empirical distributions of the data. Their results show that instance

selection allows to train better GAN models using substantially fewer parameters and

training time.
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Springer, Cham. https://doi.org/10.1007/978-3-030-71278-5_6. ©2021

Springer Nature Switzerland AG.

Various hand-crafted feature representations of biosignals rely primarily on the

amplitude or power of the signal in specific frequency bands. The phase component

is often discarded, as it is more sample specific and thus more sensitive to noise than

the amplitude. However, in general, the phase component also carries information

relevant to the underlying biological processes. In this chapter we show the benefits

of learning the coupling of both phase and amplitude components of a biosignal. We

do so by introducing a novel self-supervised learning task, which we call Phase Swap,

that detects if biosignals have been obtained by merging the amplitude and phase from

different sources. In our evaluation, we show that neural networks trained on this task

generalize better across subjects and recording sessions than their fully supervised

counterparts.

Biosignals, such as electroencephalograms and electrocardiograms, are multivariate

time series generated by biological processes that can be used to assess seizures, sleep

disorders, head injuries, memory problems, heart diseases, just to name a few [102].
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Although clinicians can successfully learn to correctly interpret such biosignals, their

protocols cannot be directly converted into a set of algorithmic rules that yield com-

parable performance. Currently, the most effective way to transfer this expertise into

an automated system is to gather a large number of examples of biosignals with the

corresponding labels provided by a clinician and to use them to train a deep neu-

ral network. However, collecting such labeling is expensive and time consuming. In

contrast, biosignals without labeling are more readily available in large numbers.

Recently, self-supervised learning (SelfSL) techniques have been proposed to limit

the amount of required labeled data. These techniques define a so-called pretext task

that can be used to train a neural network in a supervised manner on data without

manual labeling. The pretext task is an artificial problem where a model is trained to

output the transformation that was applied to the data. For example, a model could

be trained to output the probability that a time series had been time-reversed [154].

This step is often called pre-training and it can be carried out on large datasets as

no manual labeling is required. The pre-trained neural network is then adapted with

a smaller learning rate on the small target dataset, where labels are available. This

second step is called fine-tuning, and it produces a substantial boost in performance

[105]. Thus, SelfSL can be used to automatically learn physiologically relevant features

from unlabeled biosignals and improve classification performance.

SelfSL is most effective if the pretext task focuses on features that are relevant to

the target downstream task. Typical features work with the amplitude or power of

biosignals, but, as shown in the literature, the phase carries information about the

underlining biological processes [18, 103, 89]. Thus, in this chapter, we propose a new

pretext task to learn the coupling between the amplitude and the phase of biosignals,

which we call Phase Swap (PS). The objective is to predict whether the phase of

the Fourier transform of a multivariate physiological time-series segment was swapped

with the phase of another segment.

We show that features learned through this task help classification tasks generalize

better, regardless of the neural network architecture.

Our contributions are summarized as follows

• With phase swap, we demonstrate experimentally the importance of incorporat-

ing the phase in biosignal classification;

• We show that the learned representation generalizes better than current state of

the art methods to new subjects and to new recording sessions;

• We evaluate the method on four different datasets and analyze the effect of

various hyper-parameters and of the amount of available labeled data on the

learned representations.
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Figure 3.1: Illustration of the phase-swap operator Φ. The operator takes two

signals as input and then combines the amplitude of the first signal with the phase of

the second signal in the output.

3.1 Related Work

We provide an overview of the relevant deep learning applications to PSG in gen-

eral and EEG recordings in particular, the signals they include, and the related self-

supervised literature in Sections 2.1, 2.1.4 and 2.2. Different prior works have analyzed

the phase component of biosignals. Busch et.al. [18] show a link between the phase of

the EEG oscillations, in the alpha (8-12Hz) and theta (4-8Hz) frequency bands, and

the subjects’ ability to perceive flashes of light. The phase of the EEG signal has also

been shown to be more discriminative for determining the firing patterns of neurons

in response to certain types of stimuli [103]. López et al. [89], highlights the potential

link between the phase of the different EEG frequency bands and cognition during

proactive control of task switching.

3.2 Learning to Detect the Phase-Amplitude Coupling

In this section, we define the Phase Swap operator and the corresponding SelfSL task,

and present the losses used for pre-training and fine-tuning.

Let DW
i,j = {(xi,j,k, yi,j,k)}Nk=1 be the set of samples associated with the i-th sub-

ject during the j-th recording session. Each sample xi,j,k ∈ RC×W is a multivariate

physiological time series window where C and W are the number of channels and the

window size, respectively. yi,j,k is the class of the k-th sample. Let F and F−1 be

the Discrete Fourier Transform operator and its inverse, respectively. These operators

will be applied to a given tensor x. In the case of multivariate signals, we apply these

operators channel-wise.

For the sake of clarity, we provide the definitions of the absolute value and the phase
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Figure 3.2: Visualization of a phase-swaped sample. Illustration of the PS

operator on a pair of 1.25 seconds segments taken from the Fpz-Cz channel in the SC

dataset [100]. The amplitude and phase information are taken from the signals and

x1 and x2, respectively.

element-wise operators. Let z ∈ C, where C denotes the set of complex numbers.

Then, the absolute value, or magnitude, of z is denoted |z| and the phase of z is

denoted ∡z. With such definitions, we have the trivial identity z = |z|∡z.

Given two samples xi,j,k, xi,j,k
′ ∈ DW

i,j , the Phase Swap (PS) operator Φ is

Φ
(
xi,j,k, xi,j,k

′
)

.
= F−1

[∣∣F (
xi,j,k

)∣∣⊙ ∡F
(
xi,j,k

′
)]

= xi,j,kswap, (3.1)

where ⊙ is the element-wise multiplication (see Figure 3.1). Note that the energy

per frequency is the same for both xi,kswap and xi,k and that only the phase, i.e. ,

the synchronization between the different frequencies changes. An example of phase

swapping is shown in Figure 3.2. Notice how the shapes of the oscillations change

drastically when the PS operator is applied, and no trivial shared patterns seem to

emerge.

The PS pretext task is defined as a binary classification problem. A sample belongs

to the positive class if it is transformed using the PS operator, otherwise it belongs

to the negative class. In all of our experiments, both inputs to the PS operator are

sampled from the same patient during the same recording session. Because the phase

is decoupled from the amplitude of white noise, our model has no incentive to detect

noise patterns. In contrast, it will be encouraged to focus on the structural patterns

in the signal in order to detect whether the phase and magnitude of the segment are

coupled or not.

We use the FCN architecture proposed by Wang et.al. [152] as our core neural

network model E : RC×W → RH×W/128. It consists of 3 convolutional blocks using a

Batch Normalization layer [55] and a ReLU activation followed by a pooling layer. The

output of E is then flattened and fed to two Softmax layers CSelf and CSup, which are

trained on the self-supervised task and the supervised task, respectively. Instead of a

global pooling layer, we used an average pooling layer with a stride of 128. This allows

us to keep the number of weights of the supervised network CSup ◦ E constant when
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Figure 3.3: Training Outline. The encoder network is first E is trained with CSelf

using the self-supervised loss. CSelf is then replaced with CSup for the supervised

training.

the self-supervised task is defined on a different window size. The overall framework is

illustrated in Figure 3.3. Note that the encoder network E is the same for both tasks.

The loss function for training on the SelfSL task is the cross-entropy

LSelf
(
ySelf , E, CSelf

)
= − 1

N

∑N
i=1

∑KSelf

k=1 ySelfi,k log (CSelf ◦ E(xi))k , (3.2)

where ySelfi,k and (CSelf ◦E(xi))k are the one-hot representations of the true SelfSL

pretext label and the predicted probability vector, respectively. We optimize Equa-

tion (3.2) with respect to the parameters of both E and CSelf . Similarly, we define

the loss function for the (supervised) fine-tuning as the cross-entropy

LSup
(
ySup, E, CSup

)
= − 1

N

∑N
i=1

∑KSup

k=1 ySupi,k log (CSup ◦ E(xi))k , (3.3)

where ySupi,k denotes the label for the target task. The vectors ySupi,k and ySelfi,k are in

RN×KSup and RN×KSelf , where N , KSup and KSelf are the number of samples and

classes, respectively. In fine tuning, E is initialized with the parameters obtained from

the optimization of Equation (3.2) and CSup with random weights, and then both

networks are updated to minimized Equation (3.3), but with a smaller learning rate.

3.3 Experiments

3.3.1 Data Sets

In our experiments, we use the expanded SleepEDF datasets [100, 64, 43], CHB-

MIT [127] and ISRUC-Sleep [66] datasets as they contain recordings from multiple

patients. This allows us to study the generalization capabilities of the learned feature

representation for new recording sessions and new patients. The Expanded SleepEDF

database contains two different sleep scoring datasets.

Sleep Cassette Study (SC) [100]. Collected between 1987 and 1991 to study

the effect of age on sleep. It includes 78 patients with two recording sessions each (3

recording sessions were lost due to hardware failure).
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Sleep Telemetry Study (ST) [64]. Collected in 1994 as part of a study of the

effect of Temazepam on sleep in 22 different patients with 2 recordings sessions each.

Both datasets define sleep scoring as a 5-way classification problem. The 5 classes

in question are the sleep stages: Wake, NREM 1, NREM 2, NREM 3/4, REM. NREM

3 and 4 are merged into one class due to their small number of samples (these two

classes are often combined in sleep studies).

The third dataset that we use in our experiments is the CHB-MIT dataset [127]

recorded at the Children’s Hospital Boston from pediatric patients with intractable

seizures. It includes multiples recording files for 22 different patients. We retain the

18 EEG channels that are common to all recording files. The sampling rate for all

channels is 256 Hz. The target task defined in this dataset is to predict whether a

given segment is a seizure event or not, i.e. , a binary classification problem.

The last dataset that we use is ISRUC-Sleep [66], for sleep scoring as a 4-way

classification problem. We use the 14 channels extracted in the Matlab version of the

dataset. This dataset consists of three subgroups: subgroups I and II contain, respec-

tively, recordings from 100 and 8 subjects with sleep disorders, whereas subgroup III

contains recordings from 10 healthy subjects. This allows us to test the generalization

from diagnosed subjects to healthy subjects.

For all datasets, the international 10-20 system [93] was adopted for the choice

of the position of the EEG electrodes. For the SC, ST, and ISRUC-sleep datasets

we resample the signals to 102.4Hz. This resampling allows us to simplify the neural

network architectures we use, because in this case most window sizes can be represented

by a power of 2, e.g. , a window of 2.5sec corresponds to 256 samples. We normalize

each channel per recording file in all datasets to have a zero mean and a standard

deviation of one.

3.3.2 Training Procedures and Models

In the supervised baseline (respectively, self-supervised pre-training), we train the

randomly initialized model CSup ◦ E (respectively, CSelf ◦ E) on the labeled dataset

for 10 (respectively, 5) epochs using the Adam optimizer [68] with a learning rate

of 10−3 and β = (0.9, 0.999). We balance the classes present in the dataset using

resampling (no need to balance classes in the self-supervised learning task). In fine-

tuning, we initialize E with the weights obtained from the SelfSL training and then

train CSup◦E on the labeled dataset for 10 epochs using Adam [68], but with a learning

rate of 10−4 and β = (0.9, 0.999). As in the fully supervised training, we also balance

the classes using resampling. In all training cases, we use a default batch size of 128.

We evaluate our self-supervised framework using the following models

• Phase Swap: The model is pre-trained on the self-supervised task and fine-tuned

on the labeled data;



Learning the Phase-Amplitude Coupling 47

• Supervised: The model is trained solely in a supervised fashion;

• Random: CSup is trained on top of a frozen randomly initialized E;

• PSFrozen: We train CSup on top of the frozen weights of the model E pre-

trained on the self-supervised task.

3.3.3 Evaluation Procedures

We evaluated our models using different train/validation/test splits in our experiments.

In total we use at most 4 sets, which we refer to as the training set, the Validation

Set, the Test set A and the test set B. The validation set, test set A, and training

set share the same patient identities, while B contains recordings from new subjects.

The validation set and test set A use distinct recording sessions. The validation set

and the training set share the same patient identities and recording sessions with a

75% (for the training set) and 25% (Validation Set) split. We use each test set for the

following purposes:

• Validation Set: this set serves as a validation set;

• Test set A: this set allows us to evaluate the generalization error on new record-

ing sessions for patients observed during training;

• Test set B: this set allows us to evaluate the generalization error on new record-

ing sessions for patients not observed during training.

We use the same set of recordings and patients for both self-supervised and super-

vised tasks training. For the ST, SC and ISRUC datasets we use class re-balancing only

during the supervised fine-tuning. However, for the CHB-MIT dataset, the class im-

balance is much more extreme: The dataset consists of less than 0.4% positive samples.

Because of that, we undersample the majority class both during the self-supervised

and supervised training. This prevents the self-supervised features from completely

ignoring the positive class. Unless specified otherwise, we use WSelf = 5sec and

WSup = 30sec for the ISRUC, ST and SC datasets, WSelf = 2sec and WSup = 10sec

for the CHB-MIT dataset, where WSelf and WSup are the window size for the self-

supervised and supervised training, respectively. For the ISRUC, ST and SC datasets,

the choice of WSup corresponds to the granularity of the provided labels. For the

CHB-MIT dataset, although the labels are provided at a rate of 1Hz, the literature in

neuroscience generally defines a minimal duration of around 10 seconds for an epileptic

event in humans [40], which motivates our choice of WSup = 10sec.
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Evaluation Metric. As an evaluation metric, we use the balanced accuracy

AccBalanced(y, ŷ) =
1

K

K∑
k=1

∑N
i=1 ŷi,kyi,k∑N
i=1 yi,k

, (3.4)

which is defined as the average of the recall values per class, where K, N , y and ŷ are

respectively the number of classes, the number of samples, the one-hot representation

of true labels and the predicted labels.

3.3.4 Generalization on the Sleep Cassette Data Set

We explore the generalization of the self-supervised trained model by varying the

number of different patients used in the training set for the SC dataset. rtrain is the

percentage of patient identities used for training, in the Validation Set and in the Test

Set A. In Table 3.1, we report the balanced accuracy on all test sets for various values

of rtrain. Self-supervised training was carried out using a window size of WSelf = 5sec.

We observe that the Phase Swap model performs the best for all values of rtrain. We

also observe that the performance gap between the Phase Swap and Supervised models

is narrower for larger values for rtrain. This is to be expected since including more

identities in the training set allows the Supervised model to generalize better. For

rtrain = 100%∗, we use all recording sessions across all identities for the training set

and in the Validation Set (since all identities and sessions are used, the test sets A

and B are empty). The results obtained for this setting show that there is still a slight

benefit with the Phase Swap pre-training even when labels are available for most of

the data.

3.3.5 Generalization on the ISRUC-Sleep Data Set

Using the ISRUC-Sleep dataset [66], we aim to evaluate the performance of the Phase

Swap model on healthy subjects when it was trained on subjects with sleep disor-

ders. For self-supervised training, we use WSelf = 5sec. The results are reported in

Table 3.2. Note that we combined the recordings of subgroup II and the ones not

used for the training from subgroup I into a single test set since they are both from

subjects with sleep disorders. We observe that for both experiments rtrain = 25% and

rtrain = 50%, the Phase Swap model outperforms the supervised baseline for both test

sets. In particular, the performance gap on subgroup III is greater than 10%. This can

be explained by the fact that sleep disorders can drastically change the sleep structure

of affected subjects, which in turn leads the supervised baseline to learn features that

are specific to the disorders/subjects present in the training set.
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Table 3.1: Comparison of the performance of the Phase Swap model on the

SC dataset. We evaluate both models for various values of rtrain. For rtrain = 100%∗

we use all available recordings for the training and the Validation sets. Results with

different rtrain are not comparable.

rtrain Experiment Validation Set Test set A Test set B

20% Phase Swap 84.3% 72.0% 69.6%

20% Supervised 79.4% 67.9% 66.0%

50% Phase Swap 84.9% 75.1% 73.3%

50% Supervised 81.9% 71.7% 69.4%

75% Phase Swap 84.9% 77.6% 76.1%

75% Supervised 81.6% 73.7% 72.8%

100%* Phase Swap 84.3% - -

100%* Supervised 83.5% - -

Table 3.2: Comparison of the performance of the Phase Swap model on the

ISRUC-Sleep dataset. We evaluate both models for various values of rtrain.

rtrain Model Validation set
Test set B

(subgroup I + II)

Test set B

(subgroup III)

25% Phase Swap 75.8% 67.3% 62.8%

25% Supervised 75.9% 63.1% 47.9%

50% Phase Swap 76.3% 68.2% 67.1%

50% Supervised 75.5% 68.3% 57.3%

3.3.6 Comparison to the Relative Positioning Task

The Relative Positioning (RP) task was introduced by Banville et.al. [9] as a self-

supervised learning method for EEG signals, which we briefly recall here. Given xt
and xt′ , two samples with a window size W and starting points t and t′, respectively,

the RP task defines its labels as

CSelf (|ht − ht′ |) = 1
(
|t− t′| ≤ τpos

)
− 1

(
|t− t′| > τneg

)
, (3.5)

where ht = E(xt), ht′ = E(xt′). (3.6)

1(·) is the indicator function and τpos and τneg are predefined quantities, while | · |
denotes the element-wise absolute value operator. Pairs with CSelf = 0 are discarded.

We compare our self-supervised task to the RP task [9]. For both settings, we use

WSelf = 5sec and rtrain = 20%. For the RP task, we choose τpos = τneg = 12×WSelf .

We report the balanced accuracy for all test sets on the SC dataset in Table 3.3. We
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observe that our self-supervised task outperforms the RP task. This means that the

features learned through the PS task allow the model to perform better on unseen

data.

Table 3.3: Comparison between the PS and RP pre-training on the SC

dataset. The SelfSL Acc is the accuracy of the self-supervised task computed on the

validation set.

Pre-training Validation Set Test set A Test set B SelfSL Acc

Supervised 79.4% 67.9% 66.0% -

PS 84.3% 72.0% 69.6% 86.9%

RP 80.3% 66.2% 65.4% 56.9%

3.3.7 Results on the Sleep Telemetry and CHB-MIT Data Sets

In this section, we evaluate our framework on the ST and CHB-MIT datasets. For the

ST dataset, we use WSelf = 1.25sec, WSup = 30sec, and rtrain = 50%. For the CHB-

MIT dataset, we use WSelf = 2sec, WSup = 10sec, rtrain = 25% and 30 epochs for

supervised fine-tuning / training. As shown in Table 3.4, we observe that for the ST

dataset, the features learned through the PS task produce a significant improvement,

especially on Test Sets A and B. For the CHB-MIT dataset, the PS does not provide

the performance gains observed for the previous two datasets. We believe that this is

due to the fact that the PS task is too easy on this particular dataset: Notice how the

validation accuracy is above 99%. With a trivial task, self-supervised pretraining fails

to learn any meaningful feature representations.

In order to make the task more challenging, we introduce a new variant, which

we call PS + Masking, where we randomly zero out all but six randomly selected

channels for each sample during the self-supervised pretraining. The model obtained

through this scheme performs best on sets A and B and is comparable to the Su-

pervised baseline on the validation set. As for the reason why the PS training was

trivial on this particular dataset, we hypothesize that this is due to the high spatial

correlation in the CHB-MIT dataset samples. This dataset contains a high number of

homogeneous channels (all of them are EEG channels), which in turn result in a high

spatial resolution of the brain activity. At such a spatial resolution, the oscillations

due to brain activity show a correlation in both space and time [57]. However, our PS

operator ignores the spatial aspect of the oscillations. When applied, it often corrupts

the spatial coherence of the signal, which is then easier to detect than the temporal

phase-amplitude incoherence. This hypothesis is supported by the fact that random
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Table 3.4: Evaluation of the Phase Swap model on the ST and CHB-MIT

datasets. The SelfSL Acc is the accuracy of the self-supervised task computed on the

validation set.

Dataset Experiment Val. Set Test set A Test set B SelfSL Acc

ST Supervised 69.2% 52.3% 46.7% -

ST Phase Swap 74.9% 60.4% 52.3% 71.3%

CHB-MIT Supervised 92.6% 89.5% 58.0% -

CHB-MIT Phase Swap 92.2% 86.8% 55.1% 99.8%

CHB-MIT PS+Masking 91.7% 90.6% 59.8% 88.1%

Table 3.5: Analysis of the effect of the window size WSelf . We compare the

performance of the Phase Swap model on the SC dataset for various values of the

window size WSelf .

WSelf Experiment Validation Set Test set A Test set B

1.25sec Phase Swap 84.3% 72.0% 69.6%

2.5sec Phase Swap 84.6% 71.9% 70.0%

5sec Phase Swap 83.4% 72.5% 70.9%

10sec Phase Swap 83.6% 71.6% 69.9%

30sec Phase Swap 83.9% 71.0% 69.2%

- Supervised 79.4% 68.1% 66.1%

channel masking, which in turn reduces the spatial resolution during self-supervised

training, yields a lower training accuracy i.e. , it is a nontrivial task.

3.3.8 Impact of the Window Size

In this section, we analyze the effect of the window size WSelf used for self-supervised

training on the final performance. We report the balanced accuracy on all our test

sets for the SC dataset in Table 3.5. For all these experiments, we used 20% of the

identities in the training set. The capacity of the Supervised model CSup ◦ E is

independent of WSelf (see Section 3.2), and so is its performance. We observe that

the best-performing models are the ones that use WSelf = 2.5sec for the Validation

Set and WSelf = 5sec for sets A and B. We argue that the features learned by the self-

supervised model are less specific for larger window sizes. The PS operator drastically

changes structured parts of the time series, but barely affects pure noise segments. As

discussed in Section 3.2, white noise is invariant with respect to the PS operator. With

smaller window sizes, most of the segments are either noise or structured patterns, but
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as the window size grows, its content becomes a combination of the two.

3.3.9 Frozen vs Fine-tuned Encoder

Table 3.6: Comparison of the four training variants. We report the balanced

accuracy on the SC dataset for the four training variants.

Experiment Validation Set Test set A Test set B

Supervised 79.4% 67.9% 66.0%

Phase Swap 84.3% 72.0% 69.6%

PSFrozen 75.2% 68.1% 67.1%

Random 70.1% 62.1% 63.9%

In Table 3.6, we analyze the effect of freezing the weights of E during supervised

fine-tuning. We compare the performance of the four variants described in Section 3.3.2

on the SC dataset. All variants use WSelf = 5sec, WSup = 30sec, and rtrain = 20%.

As expected, we observe that the Phase Swap variant is the best performing one since

it is less restricted in terms of training procedure than PSFrozen and Random.

Moreover, the PSFrozen outperforms the Random variant on all test sets and is on

par with the Supervised baseline on the Test set B. This confirms that the features

learned during pre-training are useful for downstream classification even when the

encoder model E is frozen during fine-tuning.

The last variant, Random, allows us to disentangle the contribution of the self-

supervised task from the prior imposed by the architecture choice for E. As we can

see in Table 3.6, the performance of the Phase Swap variant is significantly higher

than that of the former variant, confirming that the self-supervised task chosen here

is the main factor behind the performance gap.

3.3.10 Architecture

Most of the experiments in this chapter use the FCN architecture [152]. In this section,

we illustrate that the performance boost of the Phase Swap method does not depend

on the neural network architecture. To do so, we also analyze the performance of

a deeper architecture in the form of the Residual Network (ResNet) proposed by

Humayun et.al. [54]. We report in Table 3.7 the balanced accuracy computed using

the SC dataset for two choices of WSelf ∈ {2.5sec, 30sec} and two choices of rtrain ∈
{20%, 100%∗}. The table also contains the performance of the FCN model trained

using the PS task as a reference. We do not report the results for the RP experiment

using WSelf = 30sec as we did not manage to make the self-supervised pre-training
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Table 3.7: Evaluation of the Phase Swap model using the ResNet architec-

ture on the SC dataset. Values denoted with a * are averages across two runs.

rtrain WSelf Architecture Experiment Val. Set Test set A Test set B

20% 5sec FCN FCN + PS 84.3% 72.0% 69.6%

20% 5sec ResNet Phase Swap 82.1% 72.5% 69.6%

20% 5sec ResNet RP 72.3% 67.4% 65.9%

20% - ResNet supervised 79.1%* 70.0%* 66.5%*

20% 30sec ResNet Phase Swap 83.6% 70.7% 69.3%

100%* 5sec FCN FCN + PS 84.3% - -

100%* 5sec ResNet Phase Swap 81.2% - -

100%* 5sec ResNet RP 79.1% - -

100%* - ResNet supervised 84.2%* - -

100%* 30sec ResNet Phase Swap 84.2% - -

converge. All ResNet models were trained for 15 epochs for supervised fine-tuning.

For rtrain = 20%, we observe that pretraining ResNet on the PS task outperforms

both supervised and RP pretraining. We also observe that for this setting, the model

pre-trained with WSelf = 30sec performs better on both the validation set and test

set B compared to the one pre-trained using WSelf = 5sec. Nonetheless, the model

using the simpler architecture still performs the best on those sets and is comparable

to the best performing one on set A. We believe that the lower capacity of the FCN

architecture prevents the learning of feature representations that are too specific to

the pretext task compared to the ones learned with the more powerful ResNet. For

the setting rtrain = 100%∗, the supervised ResNet is on par with a model pre-trained

on the PS task with WSelf = 30sec. Recall that rtrain = 100%∗ refers to the setting

in which all recording sessions and patients are used for the training set. Based on

these results, we can conclude that there is a point of diminishing returns in terms

of available data beyond which the self-supervised pretraining might even deteriorate

the performance of the downstream classification tasks.

3.4 Discussions

We have introduced the Phase Swap pretext task, a novel self-supervised learning

approach suitable for biosignals. This task aims to detect when biosignals have mis-

matching phase and amplitude components. Since the phase and amplitude of white

noise are not correlated, the features learned with the Phase Swap task do not focus

on noise patterns. Moreover, these features exploit signal patterns present both in
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the amplitude and phase domains. We demonstrate the benefits of learning features

from the phase component of biosignals in several experiments and comparisons with

competing methods. Most importantly, we find that pretraining a neural network with

limited capacity on the Phase Swap task builds features with strong generalization ca-

pabilities between subjects and recording sessions. Indeed, by designing a pretext task

that actively encourages the features to be based on the structured part of the signal

and ignores the noise component that might lead to spurrious correlation, we obtain

a model that generalizes across subjects even in the low data regimes. One extension

of this work that we explore in the next chapter is to incorporate the generalizability

constraint explicitly into the training logic of our model.
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Towards Sleep Scoring

Generalization Through

Self-Supervised Meta-Learning

“In reference to IEEE copyrighted material which is used with permis-

sion in this thesis, the IEEE does not endorse any of the University of

Bern’s products or services. Internal or personal use of this material is

permitted. If interested in reprinting/republishing IEEE copyrighted ma-

terial for advertising or promotional purposes or for creating new collective

works for resale or redistribution, please go to http://www.ieee.org/

publications_standards/publications/rights/rights_link.html to

learn how to obtain a License from RightsLink. If applicable, University

Microfilms and/or ProQuest Library, or the Archives of Canada may sup-

ply single copies of the dissertation.” 1

In this chapter, we introduce a novel meta-learning method for sleep scoring based

on self-supervised learning. Our approach aims to build models for sleep scoring that

can generalize across different patients and recording facilities, but do not require a

further adaptation step to the target data. Towards this goal, we build our method

on top of the Model Agnostic Meta-Learning (MAML) framework by incorporating a

self-supervised learning (SelfSL) stage and call it S2MAML. We show that S2MAML

can significantly outperform MAML. The gain in performance comes from the SelfSL

stage, which we base on a general purpose pseudo-task that limits the overfitting to

1©2022 IEEE Reprinted, with permission, from A. Lemkhenter and P. Favaro, ”Towards Sleep

Scoring Generalization Through Self-Supervised Meta-Learning”, 2022 44th Annual International Con-

ference of the IEEE Engineering in Medicine & Biology Society (EMBC), Glasgow, Scotland, United

Kingdom, 2022, pp. 2961-2966.
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the subject-specific patterns present in the training dataset. We show that S2MAML

outperforms standard supervised learning and MAML on the SC, ST, ISRUC, UCD,

and CAP datasets.

Sleep is known to play an important role in the mental and physical health of an

individual [129] and therefore the development of tools to diagnose sleep quality and

common sleep pathologies is fundamental. Sleep is monitored by polysomnography

(PSG), i.e. , electrical biosignal analysis, such as electroencephalogram (EEG), elec-

tromyograph (EMG), electrooculograph (EOG), and electrocardiograph (ECG). The

recorded biosignals are split into 30-second intervals (epochs) and annotated by clin-

icians into several categories, such as wake (W), non-rapid eye movement (NREM:

N1, N2, and N3), and rapid eye movement (REM). This task is difficult and time-

consuming. Therefore, the ability to do so consistently and on a large scale through

automation has an important impact on medical research and clinical practice [156].

Toward this purpose, machine learning methods have been introduced as a way

to achieve automatic sleep scoring [39, 114, 65]. However, these methods are still not

widely adopted among sleep practitioners. One limitation is that current methods

for sleep stage classification typically experience a decrease in performance on data

obtained from new cohorts of patients. The main reason for this decay is the large

variability of biosignals between subjects and sessions. This variability stems from

experimental factors such as differences in the recording equipment and protocol (e.g.,

the number and placement of the electrodes) or physiological factors such as age, prog-

nosis, and medication. While this problem is commonly known among practitioners

through direct experience, we illustrate it quantitatively in detail in our experimental

analysis.

An approach to overcome this limitation is transfer learning, in which a classifica-

tion model is adapted to the target cohort through further training. This approach

also motivated the recent work MetaSleepLearner [8], which builds on meta-learning

in the case of few-shot adaptation. MetaSleepLearner requires only a small set of

annotations of the target dataset and a limited amount of training when new data

become available.

However, as we show in our experiments, the scheme used in MetaSleepLearner,

i.e. , MAML, still runs the risk of overfitting even if the adaptation is performed on a

large dataset. Moreover, we find the few-shot learning scenario, or more in general, the

transfer learning case, not practical because practitioners would need further training

and/or to provide annotation to adapt a classifier to new target data. Thus, in this

chapter, we propose to build a single sleep staging model and then use it “as is” on new

data. To avoid overfitting, we combine the Model Agnostic Meta-Learning (MAML)

framework with self-supervised learning (SelfSL) [80]. SelfSL has the advantage of not

requiring annotation and it can be designed to train models that overfit less to the
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training data. With a slight abuse of notation, we refer to the proposed setting as

zero-shot learning, to emphasize that no new training or annotation is needed with

new data. To the best of our knowledge, the zero-shot learning scenario has not been

explored so far in the literature for sleep scoring. We test our proposed method on

several datasets and find that the use of SelfSL with MAML yields state-of-the-art

performance in zero-shot learning.

4.1 Related Works

In Sections 2.2 and 2.3, we introduce useful concepts from the self-supervised learning

and meta-learning literature. Relevant to this work are the deep learning works for

sleep scoring covered in Section 2.1.4, and applications of MAML [38] to EEG clas-

sification tasks such as sleep scoring [8], brain-computer interface [83] and emotion

prediction [97].

Since the main focus of this work is to show the potential of combining the Phase

Swap introduced in Chapter 3 and meta-learning [38], we adopt an existing baseline,

DeepSleepNet-Lite [39], as our network architecture of choice, as it is efficient to train

and acheives competitive performance on the considered benchmark. Indeed, our

proposed S2MAML method is agnostic to the choice of the used architecture, so we

focus our experimental effort on showcasing its generalizability across datasets instead

of performing an exhaustive neural architecture search.

4.2 Methods

4.2.1 Datasets

In this work, we used five different sleep scoring datasets.

Sleep Cassette (SC). It is a subset of the Expanded Sleep-EDF Database [65] . It

contains PSG sleep recordings obtained between 1981 and 1991. It includes recordings

from 78 healthy subjects between the age of 25 and 101, with two recordings per person

for most of them.

Sleep Telemetry (ST). It is another subset of the Expanded Sleep-EDF Database

[65]. It was collected as part of a 1994 study on the effect of temazepam on sleep. It

contains PSG recordings from 22 subjects with one session per individual.

Old datasets like SC & ST allows us to investigate generalization from/to record-

ings with different signal quality.
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ISRUC. It is a publicly available sleep dataset [66]. It consists of PSG recordings

obtained at the Sleep Medicine Center of the Hospital of Coimbra University (CHUC)

between 2009 and 2013. This database has three different subsets:

• Subgroup-I contains one recording per subject for 100 individuals with sleep

disorders;

• Subgroup-II contains two recordings per subject for 8 individuals with sleep

disorders;

• Subgroup-III contains one recording per subject for 10 healthy individuals.

University College Dublin Sleep Apnea Database (UCD) It is a 2011 database

collected at St. Vincent’s University Hospital [49]. It contains one PSG recording per

subject for 25 individuals with suspected sleep disorder breathing.

Cyclic Alternating Pattern (CAP) Sleep Database It is a collection of one

recording per subject for 108 individuals with varying conditions. It contains 10

healthy subjects, 40 diagnosed with NFLE, 22 affected by RBD, 10 with PLM, 9

insomniac, 5 narcoleptic, 4 affected by SDB and 2 by bruxism [143]. It was published

in 2001.

4.2.2 Data Preprocessing

Out of all the signals available in each recording, we keep the EEG , EMG and EOG

channels. All signals are re-sampled at 102.4Hz. This allows us to represent a 30sec

epoch with 3072 time points, which is more compact and closer to the original sampling

frequency compared to the commonly adopted 128Hz. This is sufficient since most

spectral features classically used for sleep scoring are at lower frequency bands.

Since the convolutional architecture we adopted in our experiments requires a

constant number of channels as input, we fix that number to 9. If the recording

contains more than 9 channels, which is the case for ISRUC and CAP, we randomly

select a subset of them. Otherwise, if the recording does not have enough channels, we

add dummy ones that are all zeros. The channels are shuffled before being fed to the

model. We normalize each channel to have zero mean and unit standard deviation.

4.2.3 Data Split

To evaluate our models, we choose two different train/evaluation splits. We first split

each dataset by subjects, then we randomly split each recording into samples of 3×30

seconds. This allows us to have an evaluation set that contains subjects that were seen
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Table 4.1: Diagram illustrating our evaluation sets. In a setting with 4 subjects

and 4 samples per subject, we define 3 sets: Train, Eval. Seen and Eval.Unseen.

Sample 1 Sample 2 Sample 3 Sample 4

Subject 1 Train Eval. Seen Train Train

Subject 2 Train Train Train Eval. Seen

Subject 3 Train Train Train Eval. Seen

Subject 4 - - - Eval. Unseen

during training and another evaluation set containing unseen ones. Both splits follow

a 75%-25% ratio. An illustration of both splits is shown in Table 4.1 (©2022 IEEE).

4.2.4 Notation

We define the mapping E : x 7→ h as the encoding of the input signal x into a feature

vector h. The associated trainable parameters are denoted by ΘE . We denote the

mapping from the feature vector h to the predicted class label ŷ for the supervised and

self-supervised settings as CSL and CSelfSL, respectively. Their associated trainable

parameters are ΘC
SL and ΘC

SelfSL, respectively. The predicted labels of the model are

therefore

ŷSL/SelfSL = CSL/SelfSL(E(x)). (4.1)

In all experiments, models are trained by minimizing the average cross-entropy

loss given by

L(T,ΘE ,ΘC) =
1

|T |
∑
t∈T

1

|t|
∑

(x,y)∈t

−
Nc∑
c=1

yclog(ŷc), (4.2)

where y, ŷ, Nc and T are respectively the true labels, the model predictions, the

numbers of classes and a set of tasks t consisting of signal-label pairs. Note that we

represent the true labels as a one-hot encoding vector. vc refers to the c-th entry in

the vector v ∈ RNc . We frame the sleep scoring problem as a five-way classification

with the five classes being: Wake (W), N1, N2, N3, and REM.

4.2.5 Self-Supervised MAML (S2MAML)

Model Agnostic Meta-Learning (MAML) is a meta-learning algorithm, where a given

model is trained on a large variety of tasks with the goal of generalizing to novel tasks

through fast-adaptation, i.e. few-shot learning or with no adaptation, i.e. zero-shot

learning. In this work, we investigate the benefit of using meta-learning jointly with

self-supervised learning to improve generalization to unseen subjects and datasets.
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The problem that our proposed model solves can be described using the following

bilevel formulation

Θ∗E ,Θ∗C = argmin
ΘE ,ΘC

SL

L(TSL, Θ̂
E ,ΘC

SL) (4.3)

s.t. Θ̂E , Θ̂C
SelfSL = argmin

ΘE ,ΘC
SelfSL

L(TSelfSL,Θ
E ,ΘC

SelfSL),

where the model E is optimized to learn useful self-supervised representations of the

set of tasks TSelfSL. The bilevel optimization favors representations that generalize

well to the supervised outer problem on tasks TSL.

Algorithm 1 outlines our adaptation of MAML, which we call S2MAML. Given

K datasets {Dk}Kk=1, we randomly sample ntasks tasks from each one. Each task

t = {(xj , yj)}Ns
j=1 is defined as a set of signal and label pairs belonging to the same

subject in a given dataset. The total set of tasks T is then split into a meta-training

set T tr and a meta-validation set T val. Each MAML iteration consists of an inner

and an outer optimization problem. In the inner problem, ΘE
in is initialized with the

values of ΘE . Both ΘE
in and ΘC

SelfSL are optimized for nin iterations with respect to

the self-supervised loss Lin computed on the meta-training set. To do this, we need to

generate a set of self-supervised tasks TSelfSL based on T tr. The details of this step

are described in Section 4.2.6.

The weights ΘE are then updated in the outer problem by minimizing the super-

vised loss Lout (see Algorithm 1) computed on the meta-validation set. The gradient

for the ΘE update is calculated at ΘE
in, and not at ΘE , because we use the first-order

approximation version of MAML [38].

The goal of this design is to encourage the model to learn self-supervised general

purpose features in the inner problem that would generalize well to the outer supervised

problem computed on novel tasks, i.e. unseen subjects.

4.2.6 PhaseSwap

For our self-supervised training, we choose Phase Swap (PS) introduced in Chapter 3.

Our choice is motivated by two reasons. First, PS has been shown to improve gener-

alization to unseen subjects, making it a strong candidate for our approach. Second,

PS can be defined on the same time scale as the supervised task. In fact, other self-

supervised methods, such as relative positioning (RP) or contrast positional coding

(CPC) [10], require a longer temporal context, which would complicate the training

loop. Since the main focus of this work is to highlight the potential of using self-

supervised learning in a meta-learning setting, we opted for the simplest self-supervised

loss.
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Algorithm 1 S2MAML (©2022 IEEE)

Require: {Dk}Kk=1,Θ
E ,ΘC

SelfSL,Θ
C
Sup, λin, λout

while not converged do

T ← {}
for k in 1..K do

for i in 1..ntasks do

t ← sample task(Dk)

T ← T ∪ {t}
end for

end for

T tr, T val ← split(T )

ΘE
in ← ΘE

for i in 1..nin do

T tr
SelfSL ← generate ssl task(T tr)

Lin ← L(T tr
SelfSL,Θ

E
in,Θ

C
SelfSL)

ΘE
in ← ΘE

in − λin∇ΘE
in
Lin

ΘC
SelfSL← ΘC

SelfSL − λin∇ΘC
SelfSL

Lin

end for

Lout ← L(T val,ΘE
in,Θ

C
Sup)

ΘE ← ΘE − λout∇ΘE
in
Lout

ΘC
Sup ← ΘC

Sup − λout∇ΘC
Sup
Lout

end while

More specifically, PS is defined as a binary classification problem, where a model

is trained to distinguish between samples x and xPS defined as

xPS = F−1
[
|F (x)| ⊙ ∡F

(
x′
)]

, (4.4)

where x and x′ are two different samples. For a complex scalar z ∈ C∗, the absolute

value |.| and angle ∡ operators are defined such that z = |z|ei∡z.

In Algorithm 1, T tr = {ti}K×ntasks/2
i=1 is a set of supervised tasks. For each task

t ∈ T tr, the function generate ssl task generates a new task tSelfSL to be included

in T tr
SelfSL. For each signal-label pair (x, y) ∈ t, tSelfSL includes (x, ySelfSL = 0) and

its phase-swapped counterpart (xPS , ySelfSL = 1).

4.2.7 Architecture Choice

For our experiment, we use DeepSleepNet-Lite [39] as our architecture of choice. It

consists of two parallel convolutional neural networks using sets of small and large

filters for the first layer, respectively. The output of the two networks is concatenated
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into a single vector h and fed into a softmax layer that maps it to the predicted class.

The input x of the network is a segment of 90 seconds, i.e. three consecutive epochs

of 30 seconds each. We chose this architecture for its simplicity, its shorter temporal

context, and the fact that it does not require the power spectrum as input.

4.2.8 Baselines and Training Hyper-parameters

In all experiments, we compare the performance of our S2MAML model to two other

baselines: A supervised classification model without meta-learning and a MAML based

training similar to ours, but where we replace the self-supervised problem in the inner

loop with a supervised one. We refer to these models as SL and MAML respectively.

Unless stated otherwise, each task t contains 8 samples from the same subjects.

ntasks, nin, λout and λin are set to 32, 1, 10−4 and 5 · 10−5 respectively and each

model is trained for 20 full iterations in all databases considered. We use Adam

[69] as our optimizer with its default hyperparameters. Our models are implemented

using Pytorch2 and run on a single NVIDIA 1080Ti GPU. We observe no significant

differences between the computation times of all models both in inference and in

training.

We adopt the same label smoothing regularization as used by [39] with their sug-

gested tuning.

4.2.9 Evaluation Metrics

We use macro F1 (MF1) as an evaluation metric for our experiments. Macro F1 is

defined as

MF1 =
1

Nc

Nc∑
c=1

F1c =
1

Nc

Nc∑
c=1

2Pc × Rc

Pc + Rc
(4.5)

where Nc, Pc and Rc are, respectively, the number of classes, the precision and

recall for the class c. It is the average F1 score per class, where the F1 score is defined

as the harmonic mean of precision and recall. We choose MF1, instead of the classic

F1 score, as it is a better metric when the dataset has a significant class imbalance,

as is the case for sleep scoring. All reported MF1 scores are averaged across a 4-way

cross-validation split.
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Table 4.2: Cross-validation MF1 Scores for the 3 vs 5 setting on seen sub-

jects. Avg(S) refers to the average MF1 across all seen evaluation sets (©2022 IEEE).

Run CAP ST ISRUC Avg(S)

S2MAML 68.8 74.8 74.7 72.8

MAML 66.4 71.3 73.3 70.3

SL 55.0 75.5 66.7 65.7

Table 4.3: Cross-validation MF1 Scores for the 3 vs 5 setting on unseen

subjects. Avg(U1) and Avg(U2) refer to the averages MF1s for unseen subjects

across seen (CAP, ISRUC, ST) and unseen (UCD, SC) datasets respectively. Avg(U)

is the average MF1 across all unseen sets (©2022 IEEE).

Run CAP ST ISRUC Avg(U1) SC UCD Avg(U2) Avg

S2MAML 56.5 65.2 70.3 64.0 41.1 43.7 42.4 55.4

MAML 55.0 65.3 68.9 63.1 34.4 42.1 38.2 53.1

SL 46.4 63.2 63.0 57.5 30.3 37.9 34.1 48.1

4.3 Results

4.3.1 Generalization to Novel Databases: 3 vs 5

In this set of experiments, we compare the performance of S2MAML to the two base-

lines when training on 3 of 5 of the considered databases. This allows us to evaluate

the performance of our model on completely unseen cohorts of subjects belonging to

different databases (see Section 4.2.3). More specifically, we train using ST, CAP, and

ISRUC and evaluate on all five datasets. We report the performance of all models on

both evaluation sets with seen and unseen subjects in Tables 4.2 and 4.3.

For seen subjects, we observe that our model outperforms the two baselines (su-

pervised and MAML training) on average, as well as on CAP and ISRUC. On average

the performance gap is 2.5% compared to MAML and 7.1% compared to supervised

training. This shows that meta-learning-based methods are generally better suited

for overcoming intra-subject variability, and that self-supervision is a powerful tool to

further reduce that performance gap.

For unseen subjects, we observe that our model outperforms both baselines on most

datasets and on average. We also find that the meta-learning-based models outperform

the supervised baseline, similar to the results on seen subjects. More importantly, the

performance gap between our S2MAML and MAML is wider on held-out datasets.

Although MAML generalizes better to unseen subjects from the databases used for

2https://pytorch.org/

https://pytorch.org/
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training compared to the supervised baseline, it generalizes less to held out databases

compared to our model. In other words, our S2MAML is not only better suited to deal

with variability between subjects, but it is also better suited to deal with variability

between cohorts. We discuss the low performance on ST in Section 4.3.3.

4.3.2 Generalization in a Data Abundant Setting: All vs All

In this set of experiments, we compare the performance of S2MAML to our two base-

lines when trained on all databases jointly. This allows us to highlight the benefit

of our algorithm in a setting where a large quantity of labeled recordings are avail-

able. The MF1 scores of all models on both seen and unseen subjects are reported in

Table 4.4.

Table 4.4: Cross-validation MF1 Scores for the All vs All setting. We also

report the average MF1 across all databases (©2022 IEEE).

Run Subjects CAP ST ISRUC SC UCD Avg

S2MAML Seen 82.1 85.0 88.8 86.3 90.4 86.5

MAML Seen 80.2 81.5 86.1 84.1 89.4 84.3

SL Seen 59.3 83.2 71.2 82.1 68.6 72.9

S2MAML Unseen 67.9 73.7 82.7 83.8 70.7 75.8

MAML Unseen 65.7 69.2 80.8 80.8 69.8 73.3

SL Unseen 50.8 70.0 67.2 79.5 55.0 64.5

We observe that our model outperforms both baselines on all datasets as well as

on average for both evaluation settings. This shows that the generalization advantage

of our model does not disappear when scaling up the amount of available data. In

the deep learning literature, scaling up the amount of training data is a common

practice used to improve the generalization of artificial neural networks. This relies

on the implicit assumption that with enough data, one is able to obtain a training

set that is similar in distribution to the evaluation set and contains most sources of

variability that can be encountered. However, in the case of physiological signals, this

assumption may not hold as well. A new individual will always have subject-specific

sleep patterns, and the inter-dataset variability will always remain a challenge as long

as hardware/software recording pipelines keep evolving.

In the previous section, we have split the data by subjects, which is not a common

practice. We did so to illustrate a more extreme setting for generalization. In this

section, we also obtain performance on seen subjects, as done in the literature, so that

it is easier to compare it with prior work. Although the main focus of our work is to

reduce the generalization gap between subjects and datasets, the MF1s reported on

seen subjects are comparable or better than state-of-the-art methods in the literature.
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Our model achieves an MF1 score of 86.3% and 85.0% compared to 79% and 76%

for U-Sleep [113] in SC and ST, respectively. However, the numbers are not directly

comparable due to the difference in the randomness of the splits. For this reason, and

in order to keep our results focused on the generalization problem, we chose to omit

the numbers reported by other prior works from our tables.

4.3.3 Disparity Between Datasets: One vs All

In this set of experiments, we compare the performance of the different models on

unseen databases when trained only on a single one. This represents a worst-case

scenario, where one has access to a very limited number of subjects, and therefore

learning to generalize becomes much more challenging. Since the different databases

considered in this study have different sizes, we choose to equalize experiments by

training for a fixed number of gradient updates 5000, instead of looping through the

training set 20 times. The goal of these experiments is to gauge how similar or dissim-

ilar the databases considered in this work are. In other words, our goal is to confirm

that generalizing from one set to the others is indeed a challenging task and that each

database has its particularities.

We report the MF1 scores obtained in Table 4.5. For all datasets and the three

models considered, we observe that the performance drops significantly on unseen

datasets. One additional noteworthy observation is that out of all combinations, mod-

els trained on SC/ST and tested on others and vice versa seem to generalize the least.

On the other hand, generalizing between ST and SC seems more feasible. This may be

due to the fact that ST/SC were collected a few decades ago or to the fact that they

include EEG electrodes that are not common in the other three databases. We believe

that this observation may explain why both meta-learning models struggle compared

to the SL baseline on ST as reported in Tables 4.2 and 4.3.

Overall in this setting, the performance across different methods does not indicate

a clear winner. Given the restricted number of subjects per dataset, all methods

struggle to learn features that generalize well to new cohorts. However, on average

across all possible combinations, S2MAML and MAML are slightly above with 29.8%

and 29.9%, respectively, compared to 29.4% for the SL baseline.

4.3.4 Effect of λin

In this section, we study the effect of λin on our model and the MAML baseline.

We train both our model and the MAML baseline in the 3 vs 5 setting described in

Section 4.3.1 for λin ∈ {10−3, 5 · 10−5}. Tables 4.6 and 4.7 report the obtained MF1

scores for seen and unseen subjects, respectively. We observe that while the value

of λin has little effect on the performance of our model, setting it at 10−3 greatly
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Table 4.5: Cross-validation MF1 Scores for models trained on one dataset.

Each row block corresponds to models trained on a single dataset and evaluated on

unseen subjects from the same or other datasets (©2022 IEEE).

Train

Test
Model ISRUC SC ST CAP UCD

S2MAML 76.0 27.4 9.7 25.8 12.2

MAML 74.7 24.5 10.3 23.3 15.0ISRUC

SL 71.7 17.7 10.3 21.6 16.1

S2MAML 7.2 74.1 41.5 6.3 7.4

MAML 8.1 75.2 44.3 19.4 7.5SC

SL 10.1 75.5 43.7 6.6 8.2

S2MAML 14.9 28.7 67.7 17.2 20.2

MAML 19.3 28.9 68.2 18.4 19.2ST

SL 21.7 28.3 68.3 18.2 19.6

S2MAML 28.8 27.4 13.9 58.1 48.5

MAML 28.5 24.6 13.2 54.3 46.4CAP

SL 29.8 25.4 14.4 49.0 41.7

S2MAML 23.2 18.6 4.5 24.2 62.2

MAML 20.0 18.5 4.9 20.9 59.4UCD

SL 29.9 18.5 6.1 25.7 57.7

reduces the performance of the MAML baseline. By setting λin to a higher value,

we put more emphasis on the convergence in the meta-train set, i.e. , in the inner

loop. This confirms that using Phase Swap as a self-supervised task in the inner loop,

i.e. , in the meta-train set, is less prone to learning subject-specific features and thus

generalizes better compared to its supervised counterpart. Additionally, this shows

that our method is more robust to the choice of the hyper-parameter λin.

4.4 Discussions

With the increasing popularity of deep learning methods, more and more artificial

neural network architectures have been proposed for automatic sleep scoring. Reliable

automatic sleep scoring models have the potential to speed up sleep research and make

it more accessible by reducing the cost of manual annotations and enabling a more

advanced closed-loop system. However, one important requirement for such mod-

els is that they should maintain their level of performance across sessions, subjects,

and hardware/software recording settings. Our work positions itself as a step for-

ward toward achieving this goal. By leveraging both meta-learning and self-supervised
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Table 4.6: Analysis of the effect of λin for unseen subjects. We report the cross-

validation MF1 Scores on unseen subjects for models trained in the 3 vs 5 setting for

different values of λin (©2022 IEEE).

Run λin CAP ST ISRUC Avg SC UCD Avg

S2MAML 10−3 60.0 70.2 67.4 65.9 34.3 49.0 41.7

S2MAML 5 · 10−5 61.9 70.1 68.4 66.8 32.6 46.9 39.8

MAML 10−3 23.1 25.4 33.1 27.2 15.9 10.4 13.2

MAML 5 · 10−5 59.2 67.9 65.4 64.2 25.9 49.4 37.7

Table 4.7: Analysis of the effect of λin for seen subjects. We report the cross-

validation MF1 Scores on seen subjects for models trained in the 3 vs 5 setting for

different values of λin (©2022 IEEE).

Run λin CAP ST ISRUC Avg

S2MAML 10−3 68.3 70.8 73.4 71.0

S2MAML 5 · 10−5 68.8 74.8 74.7 72.8

MAML 10−3 16.6 24.5 20.5 20.5

MAML 5 · 10−5 66.4 71.3 73.2 70.8

learning, our S2MAML is able to reduce the performance drop associated with both

intrasubject variability, i.e. unseen subjects from seen datasets, and intra-database

variability, i.e. on unseen datasets. Addressing the generalizability of such models is

an important milestone towards the wider adoption of such models, especially in a

medical context. Training data will always lag behind that of collected patient data

in both scale and diversity. Therefore, it is of the utmost importance to ensure the

robustness and generalizability of such models across settings.
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Chapter 5

Distribution-Aware Label

Refinement for Imbalanced

Semi-Supervised Learning

Copyrights of this work remain the property of AWS and reprinted under

the license of the conference where this preprint will appear.

In this chapter, we introduce SemiGPC, a distribution-aware label refinement strat-

egy based on Gaussian Processes where the predictions of the model are derived from

the labels posterior distribution. Unlike other buffer-based semi-supervised meth-

ods such as CoMatch [84] and SimMatch [167], our SemiGPC includes a normal-

ization term that addresses imbalances in the global data distribution while main-

taining local sensitivity. This explicit control allows SemiGPC to be more robust

w.r.t. confirmation bias, especially under class imbalance. We show that SemiGPC

improves performance when paired with different Semi-Supervised methods such as

FixMatch [133], ReMixMatch [14], SimMatch [167] and FreeMatch [151] and different

pre-training strategies including MSN [6] and Dino [20]. We also show that SemiGPC

achieves state-of-the-art results under different degrees of class imbalance on standard

CIFAR10-LT/CIFAR100-LT especially in the low data regime. Using SemiGPC also

results in an increase in the average accuracy of approximately 2% compared to a

new competitive baseline on the more challenging benchmarks SemiAves, SemiCUB,

SemiFungi [140] and Semi-iNat [139].

Semi-Supervised Learning offers a more cost effective alternative to fully super-

vised learning when scaling up the data collection process. Current state the of the

art semi-supervised methods rely on self-learning by generating pseudo-labels for the

unlabeled samples. However, pseudo-labels can also hurt the final performance when

they introduce persistent incorrect predictions, a problem known as confirmation bias.

69
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(a) Initial labels (b) Similarity-based predic-

tions

(c) SemiGPC predictions

Figure 5.1: SemiGPC pseudo-labeling with class imbalance. (a) Four-class

dataset containing unlabeled (gray) and labeled samples (in color). (b) and (c) show

the labels propagated according to the similarity-based aggregate [84] and SemiGPC

methods. (c) In A, the initial labels are mixed, so SemiGPC is more conservative there

(many samples are not pseudo-labeled at the current threshold level). In B, SemiGPC

is able to propagate the labels of the minority green class despite being surrounded by

the majority blue class. In C, SemiGPC assigns low confidence to the set of outliers

(labels are not propagated). On the contrary, the similarity-based approach expands

the majority classes at the expense of the minority classes, cf. B and C.

In particular, self-learning can bias the label distribution if the data is imbalanced.

To address this, recent works such as CoMatch [84] and SimMatch [167] rely on a

buffer of samples to refine the predicted pseudo-labels. However, no countermeasure

is adopted to globally balance the data in the memory bank. As such, the resulting re-

fined pseudo-labels are plagued by the class imbalances present in the unlabeled data.

To overcome these limitations, we introduce SemiGPC, a novel semi-supervised learn-

ing method that generates pseudo-labels using a distribution-aware label-refinement

strategy. This distribution awareness stems from the use of Gaussian Processes, which

account for local data concentration disparities and counteracts them. This results

in more robust pseudo-labels especially for minority classes and outliers as shown in

Figure 5.1. In particular, SemiGPC correctly assigns nearby points to the minority

classes despite the larger count of the majority class at a bigger scale, i.e. it has a bet-

ter local sensitivity, while remaining faithful to the global data distribution. SemiGPC

is flexible and can be used on top of previous label-refinement schemes on other semi-

supervised methods. Furthermore, we show that the similarity-based pseudo-labels

heuristics used in SimMatch and CoMatch can be cast as a special case of SemiGPC.

To improve the computational efficiency of our method and allow for fast batched up-

dates essential for Semi-Supervised learning methods, we pair SemiGPC with a batched

online update rule that significantly reduces its forward pass cost (×7.5 speed-up). We

show the benefit of using SemiGPC on top of semi-supervised algorithms such as Fix-
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Match [133], ReMixMatch [14], SimMatch [167] and FreeMatch [151] (∼ 0.8% average

improvement) and different self-supervised pre-training strategies such as MSN [6] and

Dino [20] resulting in a ∼ 1.3% average improvement. This highlights the general pur-

pose nature of SemiGPC as a relevant extension for semi-supervised methods based

on label refinement strategies. We experimentally show that SemiGPC is capable of

achieving state of the art results on CIFAR10-LT (≥ + 7.65%) and CIFAR100LT

(≥ + 1.84%) as well as the more challenging semi-supervised benchmarks SemiAves,

SemiCUB, SemiFungi, and Semi-iNat (∼ +1.92% compared to our baseline and ∼
+20.52% compared to the numbers reported in the literature [139, 140]). We also

show that SemiGPC is able to narrow the gap between the high and low data regimes

with 10/100x fewer labeled samples as we report a 45% and 32% relative improvement

over the baseline across regimes for CIFAR10-LT and CIFAR100-LT, respectively.

5.1 Related Works

We provide an overview of the relevant semi-supervised literature in Section 2.4. Gaus-

sian Processes (GPs) are a class of non-parametric function approximation methods

fully characterized by their mean and kernel functions. Given a set of observations

and their corresponding measurements, GPs define a posterior distribution over the

measurements for new observations. Their ability to explicitly model uncertainty

makes them a natural fit for Semi-supervised learning. Early works such as Lawrence

and Jordan [75] introduce GPs in the context of semi-supervised learning by assum-

ing that the data density in regions between the class-conditional densities should be

low while [130] leverages GPs to model the relationship between labeled and unla-

beled samples by incorporating the geometry of the latter in the construction of the

global kernel function. However, such early works are limited to toy datasets due

to the computational cost of GPs. The more recent UaGGP work [88] proposed to

address uncertainty caused by erroneous neighborhood relationships in the context

of graph-based semi-supervised learning by leveraging the ability of GPs to generalize

well from few samples. NP-Match [146] proposed Neural Processes instead of GPs as a

probabilistic model for uncertainty estimation which, in turn, allows for better compu-

tational efficiency compared to MCDropout [41]. Beyond Semi-Supervised Learning,

Gaussian Processes have been used alongside neural networks in multiple other fields.

DGPNet [61] relies on GPs in the context of dense few-shot segmentation to capture

complex appearance distributions while [79] leverages GPs for fast and accurate un-

certainty estimates in robotics systems. Furthermore, different works draw parallels

between Gaussian Processes and Neural Networks by interpreting the activation func-

tions of the latter as interdomain inducing features [35] or by proving a correspondence

between the two classes of models [157].
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5.2 SemiGPC

Figure 5.2: SemiGPC Outline. x, us, uw, h and y are the labeled, strongly/weakly

augmented unlabeled samples, their feature vector and the ground truth labels respec-

tively. The SemiGPC buffer is used to derive the model predictions ŷ.

In this section, we present the basic framework of consistency-based semi-supervised

learning, how it can be extended with a memory buffer, and analyze where confirma-

tion bias comes into play. We then introduce our Gaussian Process-based classifier,

SemiGPC, and highlight its advantages over other classifiers using a toy example. The

general outline of SemiGPC is shown in Figure 5.2. In the following, we denote the

labeled dataset with Dl = {(xi, yi)}nl
i=1 and the unlabeled one with Du = {(xi)}nu

i=1

where x ∈ X are RGB images and y ∈ RC are labels belonging to a fixed set of

concepts C. We indicate a feature extractor with h : X → Z where Z = Rd and d is

the dimension of the feature space, and call the classification head g : Z → RC . The

model predictions are defined as

ŷ(x) = g ◦ h(x). (5.1)

5.2.1 Consistency-based Semi-Supervised Learning

Given labeled and unlabeled datasets Dl and Du, consistency-based semi-supervised

methods [133, 84, 14, 167, 151] rely on the labeled set and high-confidence pseudo-

labels computed on the unlabeled set. Model predictions are computed for strongly
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augs(x) and weakly augw(x) augmented views of a given image x, as follows:

ŷs(x) = ŷ(augs(x)), ŷw(x) = ŷ(augw(x)). (5.2)

We refer to [133, 84, 167] for typical strong and weak data augmentations. In this work,

we adopt those used in FixMatch [133]. More precisely, the labeled and unlabeled losses

are defined as

Ll = H(ŷw(x), y); (x, y) ∈ Dl (5.3)

Lu = 1[conf(x) > τ ]H(ŷs(x), f(ŷw(x))); x ∈ Du (5.4)

with conf(x) = max[softmax(ŷw(x))], (5.5)

where H is the cross-entropy loss, τ is the confidence threshold specifying which un-

labeled samples to use and f : RC → RC is a label refinement function (e.g. see [14]).

Model confidence is defined as the maximum of the softmax vector. Different choices of

f include the identity function (no refinement), onehot encoding (hard pseudo-labels

used in FixMatch [133]), temperature sharpening [14], etc. For a linear classification

head, such pseudo-labels are sensitive to outliers in the sense that a new unlabeled

sample located far from the labeled data can have high confidence, cf. Figure 5.3a.

To overcome such limitation, works such as SimMatch [167] and CoMatch [84] pro-

pose to ground their pseudo-labels using a memory buffer during training. The buffer,

(hQ, yQ), is a set of NQ feature vectors of weakly augmented labeled samples using

augw, i.e.

hQ := {h(augw(xl));xl simDl} ∈ Rn×d}, (5.6)

and their associated labels. Then, the smoothed pseudo-label (output of f) for any

given input x is defined as

f(ŷ(x)) = (1− α)ŷ(x) + αŷsim (5.7)

with ŷsim = k(h(x), hQ)yQ (5.8)

where α, k and h(x) are a smoothing factor, a kernel similarity function and the feature

representation of the input x. The pseudo-labels ŷsim introduced in Equation (5.8)

closely reflect the data distribution. However, biases present in the data, if not ad-

dressed, could be amplified due to the unweighted kernel average (e.g. by favoring the

majority classes cf. Figure 5.3b over the minority classes). In this work, we address the

short-comings of previous approaches by introducing a normalization term, computed

leveraging Gaussian Processes, that automatically counteracts class imbalances in the

data.
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5.2.2 Gaussian Processes-based Label Refinement

We introduce SemiGPC, our label refinement strategy based on Gaussian Processes

(GPs). Our key motivation is that the normalized kernel similarity used in the GP

posterior mean helps address the class imbalance by equalizing the local contribu-

tion of each sample in the buffer for each class population. Similarly to previous

methods [133, 84, 167], SemiGPC aggregates global information for the refinement of

the input location of each pseudo-label. However, SemiGPC retains local sensitivity

by favoring minority classes when appropriate, despite the global aggregate favoring

majority classes, as shown in Figure 5.1.

Given a memory buffer containing features and labels (hQ, yQ), we define SemiGPC

refined pseudo-labels as

ŷGP = λµGP (h(x)) = λk(h(x), hQ)K−1yQ (5.9)

with K = k(hQ, hQ) + σ2I (5.10)

where µGP is the posterior mean of the GP, λ is the logit scaling factor, σ a regulariza-

tion parameter of the GP which represents how much we trust labels in the memory

bank and k is the GP kernel function (e.g. the RBF kernel). By comparing Eqs. (5.8)

and (5.9) we see that the GP approach aggregates all labels in the memory bank and

reweighs them according to the inverse covariance matrix K−1. Such a normalization

is particularly useful to counteract class imbalance, as we show in Figure 5.3. In the

following, we use the RBF kernel defined as

k(x, y) = η exp(−∥x− y∥2

2l2
) (5.11)

where η and l are the kernel scale factor and length scale respectively. Note that

Equation (5.9) characterizes the posterior mean of a GP whose likelihood function is

Gaussian. Other non-Gaussian options are available and are typically applied to build

GP based classifiers [121]. However, when non-Gaussian likelihoods are used, there is

no closed-form solution and approximation schemes that entail higher computational

costs are required [121]. Thus, we choose to refine pseudo-labels by directly regress-

ing the logits ŷ using a Gaussian likelihood. Connection with other label-refinement

methods. Equation (5.9) can also be rewritten as

µGP (h(x)) = k(h(x), hQ)yK , (5.12)

a similarity-based aggregation of yK , the propagated version of yQ through the graph

defined by K. When η/σ2 → 0,K → σ2I. In this setting, Equation (5.9) becomes

equivalent to Equation (5.8). Thus, we obtain the similarity-based aggregation strat-

egy of works such as SimMatch [167] and CoMatch [84]. Furthermore, clipping the

kernel below a given threshold results in a matrix K equivalent to an epsilon graph.
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(a) Linear classifier confi-

dence

(b) Similarity-based classi-

fier confidence

(c) Gaussian Processes-

based classifier confidence

Figure 5.3: Comparison of confidence maps: (a) a linear model, (b) a similarity-

based classifier [84] and (c) a GP classifier are represented using the contour lines.

The number of samples per class grows clockwise by a factor of 2 starting from the

top right cluster. We gray out regions that are below 80% confidence. The outlier at

(-3,3) is indicated with an ×. (c) Only the GP classifier can define confidence levels

that are not biased toward the majority classes and ignore the outlier.

SemiGPC robustness to class imbalance. We illustrate with a toy example how

SemiGPC is more robust to class imbalance than previous methods. In particular, we

compare SemiGPC with a linear classifier and the similarity-based classifier used in

CoMatch [84] in Figure 5.3. We build a dataset with four normally distributed classes

centered at (1, 1), (1,−1), (−1,−1), and (−1, 1), respectively, and plot the model

confidence as defined in Equation (5.5). To simulate class imbalance, the number of

samples per class grows by a factor of 2 starting from the top right cluster and going

clockwise. First, note how samples far from the data distribution, e.g. (−3, 3), are

assigned very high confidence by the linear model, although such points are isolated

from the others and therefore should not be considered well supported by evidence.

Second, note that the minority class (in blue) is a low-confidence region for both the

linear and similarity-based classifiers, despite locally containing many samples sup-

porting that class. On the other hand, the GP-based classifier defines an appropriate

high-confidence region for each supported class, and its sensitivity to the confidence

threshold is much smaller than the similarity-based classifier used in CoMatch [84] as

highlighted by the contour plots. In summary, thanks to the use of a GP-based label

refinement strategy, SemiGPC is confident if: (1) the considered sample is close to a

subset of hQ regardless of whether it belongs to the majority or minority classes, since

K−1 reweighs the kernel similarity to counteract disparities in class populations while

all samples far from the data are considered outliers, and (2) the sample is located

in a high purity region w.r.t. yQ since the averaged conflicting result in a low model

confidence that is spread between classes.
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5.2.3 Efficient GP update

As we mentioned in Section 5.2.2, applying GPs in a classification setting requires

approximation schemes that are, in general, computationally expensive. To reduce

the forward time of SemiGPC we choose to model the refined pseudo-labels using

a Gaussian likelihood. In this way, computing the posterior mean for each input

image only requires solving a quadratic optimization problem available in closed form.

However, computing µGP is still computationally expensive, since we need to update

the set hQ after each update of the model and invert the covariance matrix K that

scales with the cube of the memory bank size (NQ) at each mini-batch forward pass. To

speed up computations, we start from the key observation that at each optimization

iteration, most of the samples in the queue do not change. Therefore, at the t-th

iteration after observing the new batch of data of size B, we update the previously

computed covariance at step t− 1 with an incremental update rule. In the following,

we implement SemiGPC using the well-known matrix inversion lemma [12] (Woodbury

identity), which provides a simple batched iterative rank-B correction to the inverse

of a given invertible matrix.

In particular, for each labeled training mini-batch of size B, we replace the B oldest

samples in the buffer with the features computed using the current mini-batch. Let

Kt−1 and Kt be the covariance matrices in iterations t−1 and t, respectively. We now

show how to compute Kt by updating Kt−1 after having updated the memory bank

with the new samples from the current mini-batch. We write

Kt =

[
k(ho, ho) k(ho, hn)

k(hn, ho) k(hn, hn)

]
=

[
A B

B⊤ C

]
(5.13)

where ho and hn denote the old samples that were kept in the buffer and the new

samples added to the buffer. is the identity matrix. The inverse of Kt is given by

K−1
t =

[
K11 K12

K⊤
12 K22

]
(5.14)

with K22 = (D−1C⊤A−1C)−1 (5.15)

K11 = A−1 + A−1CK22C
⊤A−1 (5.16)

K12 = −A−1CK22. (5.17)

Note that computing K−1
t only requires inverting the two matrices (D−1C⊤A−1C)

and A. The former is of size B×B, while the latter is still a relatively large matrix of

size (NQ−B)× (NQ−B). However, A does not depend on the newly added samples,

and its inverse A−1 can be computed efficiently only by requiring the inverse of a B×B
matrix as follows:
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A−1 = M11 −M12M
−1
22 M21 (5.18)

where K−1
t−1 =

[
M11 M12

M21 M22

]
(5.19)

Proof. In the previous time step t− 1, the kernel matrix is given by

Kt−1 = k([ho, hd], [ho, hd]) + σ2I

=

[
A Cd

CT
d Dd

]
(5.20)

where hd represents the samples that were deleted when hn was added to the buffer.

The inverse of the kernel matrix can be expressed as

K−1
t−1 =

[
M11 M12

MT
12 M22

]
(5.21)

The inverse of matrix A can be derived as follows:

I = Kt−1K
−1
t−1 (5.22)

⇒ AM11 + CdM12 = I (5.23)

and AM21 + CdM22 = 0 (5.24)

⇒ Cd = −AM21M
−1
22 (5.25)

⇒ A(M11 −M21M
−1
22 M12) = I (5.26)

⇒ A−1 = M11 −M21M
−1
22 M12 (5.27)

For simplicity, we assume that the new samples are located at the end of the

buffer; however, the derivation remains true for an arbitrarily ordered buffer up to a

permutation matrix.

Table 5.1: Complexity Comparison of GP updates. We observe a ×7.5 speedup

in practice.

Classic GP update Efficient GP update

O(N3Q + BN2Q) O(B3 + BN2Q + B2NQ)

In summary, using block matrix linear algebra, the cost of inverting Kt can be

reduced to computing the inverse of a couple of B×B matrices, which is in turn much

more efficient when B << NQ as is the case in our setting. For example, for a buffer

size NQ ∼ 16k and a batch size B = 8, using our efficient update rule results in ×7.5

speedup. The exact comparison of complexity is provided in Table 5.1.



78 Chapter 5

Class-balanced SemiGPC. SemiGPC has the additional benefit of allowing us to

explicitly address class imbalance without altering the training scheme. We split hQ
into C class buffers and insert the new samples based on their labels, thus ensuring

a balanced hQ. We compare this approach to the classic class rebalancing in the

supplementary material.

5.3 Experimental Settings

5.3.1 Implementation details

We use the semi-supervised training recipe of USB [150]1. It uses an ImageNet [26]

pre-trained ViT to initialize the student model. This training scheme allows for faster

training time and better overall performance. We use a ViT Small/Tiny with a patch

size of 2 and a resolution of 32 for CIFAR100/10, respectively. For our other ex-

periments, we use a ViT Small with a patch size of 16 and a resolution of 224. All

our experiments can be run on a single V100 GPU. All our models are trained using

AdamW [91] for 200 epochs using a batch size of 8. The detailed set of hyperparam-

eters is provided in Table 5.2. For most of our experiments, we use SimMatch as our

baseline. We include a comparison of SemiGPC across different algorithms in Sec-

tion 5.5.1. For all SemiGPC experiments, we use a buffer size NQ=16300. Following

most works in the literature, we adopt the Top 1 Accuracy as our main evaluation

metric and report the mean and standard deviation across 3 random seeds.

5.3.2 Datasets

CIFAR10-LT, CIFAR100-LT. We evaluate SemiGPC on imbalanced versions of

CIFAR10 and CIFAR100. The class distribution of these datasets can be fully de-

scribed using the imbalance ratio γ and the number of samples in the majority class

N1 . For each class 1 < i ≤ K its number of samples Ni is defined as

Ni = N1γ
i−1
K−1 , γ =

N1

NK
(5.28)

where γ, NK , and K are the imbalance ratio, the cardinality of the minority class and

the number of classes respectively.

FGVC Benchmarks. We also evaluate SemiGPC on the fine-grained semi-supervised

benchmarks introduced in [139, 140]. These challenging benchmarks contain naturally

long-tailed distributions with highly similar class pair. Note that both works [139, 140]

argue that semi-supervised methods struggle on such benchmarks. These datasets in-

clude a labeled set Lin and two unlabeled Uin and Uout with seen and unseen classes.

1https://github.com/microsoft/Semi-supervised-learning

https://github.com/microsoft/Semi-supervised-learning
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Table 5.2: SemiGPC training hyper-parameters. SemiFGVC refers to the Semi-

Aves, SemiCUB, SemiFungi and Semi-iNat benchmarks.

CIFAR SemiFGVC

Backbone (ViT) Small (C100) / Tiny (C10) Small

Patch Size 2 16

Resolution 32 224

NQ 16300 16300

length scale l 10 20

noise variance σ 10 1

scale factor η 1 1

labeled batch size 8 8

unlabeled batch size 8 8

learning rate 5e− 4 1e− 3

layer decay 0.5 0.65

epochs 200 200

steps per epoch 1024 1024

warmup epochs 5 5

temperature T 0.1 0.2

logits scale λ 15 15

confidence threshold τ 0.95 0.95

SemiAves. This dataset [137] is built using the Aves kingdom in iNaturalist 2018

dataset [2]. Lin, Uin and Uout include 200/200/800 species and 5959/26640/122208

images, respectively. The test set is balanced and contains 40 samples per class. Its

reported imbalance ratio is γ = 7.9.

SemiFungi. This dataset is based on the CVPR 2018 FGVCx Fungi challenge

dataset [1]. Lin, Uin and Uout include 200/200/1194 species and 4141/13166/64871

images, respectively. The test set is balanced and contains 20 samples per class. Its

reported imbalance ratio is γ = 10.1.

Semi-iNat. This dataset was introduced at the CVPR 2021 FGVC8 workshop [138].

Lin, Uin and Uout include 810/810/1629 species and 13771/91336/221912 images, re-

spectively. The test set is balanced and contains 100 samples per seen class. Its

imbalance ratio is γ = 8.5.

SemiCUB. This dataset is based on the Caltech-UCSD Birds-200-2011 (CUB) dataset [145].

Lin, Uin and Uout include 100/100/100 species and 1000/3853/5903 images, respec-
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tively. Unlike the other three, only the unlabeled sets are imbalanced with γ ∼ 2 for

Uin. The test set is balanced and contains 1000 samples. We use U = Uin as our

unlabeled dataset.

5.4 Experimental Results

In this section, we present the robustness of SemiGPC under various degrees of class

imbalance in different data regimes on CIFAR10-LT and CIFAR100-LT. We then re-

port the performance on the more challenging long-tailed semi-supervised benchmarks

SemiAves, SemiCUB, SemiFungi, and Semi-iNat. Lastly, we benchmark SemiGPC on

the classic balanced semi-supervised splits of CIFAR10 and CIFAR100. For all our im-

balanced experiments, we forgo using techniques such as CReST [153], as they do not

necessarily improve performance when combined with the USB [150] training recipe.

These results can be found in the in Section 5.5.3.

5.4.1 Imbalanced Semi-Supervised Learning

In this section, we evaluate the robustness of SemiGPC under different degrees of

class imbalance on CIFAR10-LT and CIFAR100-LT. More specifically, we explore two

imbalanced settings based on whether one has access to a balanced labeled dataset or

not:

Setting A γl = γu > 1 Both the labeled and unlabeled sets are imbalanced using the

same factor. Following prior works, we use (N l
1, N

u
1 ) = (150, 500) for the imbalanced

version CIFAR100, i.e. CIFAR100-LT. N l
1 and Nu

1 are the number of samples for the

majority class in the labeled and unlabeled datasets, respectively.

Setting B γl = 1; γu > 1 Only the unlabeled set is imbalanced. For the labeled

setting, we use 4 samples per class resulting in ×100/ × 10 fewer labeled samples

compared to A for CIFAR10-LT and CIFAR100-LT respectively. We argue that this

setting is more challenging and better represents real-world scenarios. Indeed, realis-

tically, a small set of balanced labeled samples can be curated, but one cannot make

any assumptions on the distribution of the unlabeled dataset based on its labeled

counterpart.

CIFAR100-LT (Table 5.3). For setting A, we use the class-balanced version of

SemiGPC. We also include the numbers reported by [36] for CoSSL+ReMixMatch as

a reference since they represent the current state of the art. For setting A, we ob-

serve that SemiGPC outperforms the baseline for all values of γu. This highlights the
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Table 5.3: Top1 Accuracy obtained on CIFAR100-LT. We compared models for

different values of γl and γu. †: A class balanced buffer is used for SemiGPC. *: as

reported by [36]. The difference to the baseline is highlighted in green/red.

Model γl γu nlb Top1 Acc

CoSSL [36]* 20 20 4741 55.80±0.62

SimMatch 20 20 4741 83.38±0.48

w/ SemiGPC † 20 20 4741 83.76±0.26(+0.37)

CoSSL [36]* 50 50 3751 48.90±0.61

SimMatch 50 50 3751 78.82±0.60

w/ SemiGPC † 50 50 3751 79.79±0.08(+0.97)

CoSSL [36]* 100 100 3218 44.10±0.59

SimMatch 100 100 3218 73.90±0.75

w/ SemiGPC † 100 100 3218 74.48±0.98(+0.58)

SimMatch 1 20 400 76.28

w/ SemiGPC 1 20 400 77.799±0.51(+1.53)

SimMatch 1 50 400 72.78±0.29

w/ SemiGPC 1 50 400 75.21±0.53(+2.43)

SimMatch 1 100 400 70.19±0.43

w/ SemiGPC 1 100 400 73.47±0.63(+3.28)

robustness of SemiGPC w.r.t. class imbalance and its inherent ability to address it ex-

plicitly using a balanced buffer. The results obtained for setting B further support the

robustness of SemiGPC w.r.t. class imbalance. Indeed, when provided with balanced

samples that are 10× fewer than setting A, SemiGPC is able to outperform our base-

line for all values of γu by a margin greater than +1.5%. Additionally, for each model

and value γu we measure the gap δ(γu) = Acc(A) − Acc(B) between the accuracies

Acc(A) and Acc(B) in settings A and B, respectively. When comparing ∆ averaged

over all γu values, we observe a gap of 5.62% and 3.85% for SimMatch and SemiGPC,

respectively. In addition to improving performance across both settings, SemiGPC is

better at bridging the gap between the two data regimes by approximately 32%.

CIFAR10-LT (Table 5.4). For setting A, we observe that SemiGPC outperforms

the baseline for different values of γu especially for the more challenging setting γu =

150 where we observe a gap of +1.34%. This highlights the robustness of SemiGPC

w.r.t. class imbalance. SemiGPC also largely outperforms our baseline in the setting

B. We observe an accuracy increase of at least 7.63% across all values of γu with the

gap growing bigger for higher values of γu up to +10.17%. Additionally, we report

an average gap across settings of 17.39% and 9.54% for SimMatch and SemiGPC
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Table 5.4: Top1 Accuracy obtained on CIFAR10-LT. We compared models for

different values of γl and γu. †: A class balanced buffer is used for SemiGPC. *: as

reported by [36]. The difference to the baseline is highlighted in green.

Model γl γu nlb Top1 Acc

CoSSL [36]* 50 50 4196 87.70±0.21

SimMatch 50 50 4196 96.48±0.26

w/ SemiGPC † 50 50 4196 96.80±0.12(+0.32)

CoSSL [36]* 100 100 3720 84.10±0.56

SimMatch 100 100 3720 9±.50.59

w/ SemiGPC † 100 100 3720 95.74±0.37(+1.15)

CoSSL [36]* 150 150 3496 81.30±0.83

SimMatch 150 150 3496 94.07±1.46

w/ SemiGPC † 150 150 3496 95.41±0.56(+1.34)

SimMatch 1 50 40 80.59±2.24

w/ SemiGPC 1 50 40 88.22±2.38(+7.63)

SimMatch 1 100 40 76.69±2.13

w/ SemiGPC 1 100 40 86.86±4.48(+10.17)

SimMatch 1 150 40 75.68±4.31

w/ SemiGPC 1 150 40 84.25±8.92(+8.57)

respectively, i.e. a relative improvement of 45%. Thanks to its normalization scheme,

SemiGPC reduces the risk of confirmation bias which is more prominent when the

labeled data is scarce.

5.4.2 Semi-Supervised FGVC Benchmarks

In the section, we evaluate the performance of SemiGPC on the naturally long-tailed

semi-supervised benchmarks such as SemiAves, SemiFungi, and SemiCUB and for

SemiiNat. In addition to class imbalance, these datasets include highly similar classes.

Seen Classes. We report the results obtained for the seen classes i.e. U = Uin in

Table 5.5. For reference, we report the numbers obtained by [140] for SemiAves, Semi-

Fungi, and SemiCUB and by [139] for Semi-iNat. We show that using the USB [150]

training recipe produces a strong semi-supervised baseline compared to the numbers

reported by [139, 140]. Furthermore, SemiGPC outperforms the baseline on all fine-

grained benchmarks. This is especially true for the SemiFungi dataset with the highest

imbalance (γ = 10.1) where SemiGPC improves upon the baseline accuracy by +3.49%.
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Table 5.5: Top1 Accuracy obtained on the SemiFGVC benchmarks. We report

the results on the considered fine-grained semi-supervised benchmarks when training

with or without unseen classes in the unsupervised set. *: as reported by [139, 140].

The difference to the baseline is highlighted in green.

Dataset Model U Top1 Acc

SemiCUB

FixMatch [140]* Uin 53.20

SimMatch Uin 84.53± 0.45

w/ SemiGPC Uin 85.43± 0.67(+0.90)

SemiAves

FixMatch [140]* Uin 57.40± 0.80

SimMatch Uin 68.47± 0.43

w/ SemiGPC Uin 69.59± 0.09(+1.12)

SemiFungi

FixMatch [140]* Uin 56.30± 0.50

SimMatch Uin 68.01± 0.19

w/ SemiGPC Uin 71.50± 0.49(+3.49)

Semi-iNat

FixMatch [139]* Uin 44.10

SimMatch Uin 64.95± 0.11

w/ SemiGPC Uin 66.54± 0.85(+1.59)

SemiCUB

FixMatch [140]* Uin ∪ Uout 52.8

SimMatch Uin ∪ Uout 82.60

w/ SemiGPC Uin ∪ Uout 84.20(+1.60)

SemiAves

FixMatch [140]* Uin ∪ Uout 49.7

SimMatch Uin ∪ Uout 63.32

w/ SemiGPC Uin ∪ Uout 65.03(+1.71)

SemiFungi

FixMatch [140]* Uin ∪ Uout 51.20

SimMatch Uin ∪ Uout 62.98

w/ SemiGPC Uin ∪ Uout 65.57(+2.59)

Semi-iNat

FixMatch [139]* Uin ∪ Uout 38.5

SimMatch Uin ∪ Uout 60.90

w/ SemiGPC Uin ∪ Uout 61.28(+0.38)

Unseen Classes. The considered fine-grained semi-supervised benchmarks contain

two separate unlabeled sets Uin and Uout with seen and unseen classes respectively.

We reported the semi-supervised performance of models training using U = Uout ∪Uin
as the unlabeled set in Table 5.5. Note that the risk of confirmation bias is higher in

this setting compared to the setting where U = Uin. In particular, a model can learn

to assign confident predictions to unlabeled samples from unseen classes, since the

labeled set does not contain any samples to disprove such predictions. This effect is

reflected by the lower accuracy values for all models. However, SemiGPC consistently
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outperforms both the baseline and the numbers reported in the literature [139, 140].

Indeed, since the buffer used in SemiGPC only contains samples from the seen classes,

SemiGPC limits the impact of the wrong predictions for the unseen classes on the rest

of the training.

These results show that SemiGPC is not only more robust w.r.t. class imbalance

on artificially skewed benchmarks such as CIFAR10/100-LT but is also better suited

for naturally imbalanced datasets containing fine-grained classes where it establishes

a new state of the art.

5.4.3 Standard CIFAR10/CIFAR100

Table 5.6: Top1 Accuracy obtained on CIFAR10 and CIFAR100. We evaluate

the semi-supervised performance for different numbers of labeled samples. ∗ : reported

by [150, 151].

Dataset Model nlb Top1 Acc

CIFAR100 USB [150]* 200 79.15

CIFAR100 SimMatch 200 79.18

CIFAR100 w/ SemiGPC 200 80.01(+0.83)

CIFAR100 USB [150]* 400 83.20

CIFAR100 SimMatch 400 83.25

CIFAR100 w/ SemiGPC 400 83.87(+0.62)

CIFAR10 FreeMatch [151]* 40 95.10

CIFAR10 SimMatch 40 97.32

CIFAR10 w/ SemiGPC 40 97.14(−0.18)

CIFAR10 FreeMatch [151]* 250 95.12

CIFAR10 SimMatch 250 97.21

CIFAR10 w/ SemiGPC 250 97.39(−0.18)

Lastly, we evaluate our SemiGPC method on different splits of CIFAR100 and

CIFAR10. We report the performance obtained in Table 5.6 when using 200/400 and

40/250 labeled samples for CIFAR100 and CIFAR10, respectively. For reference, we

include the numbers reported by USB [150] and FreeMatch [151] as the current state

of the art. We observe that SemiGPC improves performance for different amounts of

available labeled samples on CIFAR100, with the biggest improvement +0.83% in the

low data regime. However, SemiGPC is simply on par with the baseline on CIFAR10.

We argue that the semi-supervised performance is already saturated on this benchmark

when using the USB training recipe.
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Table 5.7: Impact the chosen semi-supervised method. We compare the Top1

Accuracy on SemiAves when using different Semi-supervised algorithms.

Model Dataset Top1 Acc

FreeMatch SemiAves 66.97

w/ SemiGPC SemiAves 67.93(+0.96)

FixMatch SemiAves 67.36

w/ SemiGPC SemiAves 68.31(+0.95)

ReMixMatch SemiAves 67.9

w/ SemiGPC SemiAves 68.31(+0.41)

SimMatch SemiAves 68.45

w/ SemiGPC SemiAves 69.30(+0.85)

5.5 Ablations

In order to establish the general purpose nature of SemiGPC, throughout this section,

we highlight the impact of SemiGPC on top of different underlying algorithms and/or

pre-training strategies. We also provide empirical results regarding the importance of

class rebalancing and why we forgo the use of CReST in our main experiments.

5.5.1 Semi-Supervised Learning Algorithms

The design of SemiGPC is agnostic to the underlying choice of the semi-supervised

algorithms. We evaluate the impact of our proposed GP-based classifier on different

Semi-Supervised methods including FixMatch [133], ReMixMatch [14], SimMatch [167]

and FreeMatch [151] on the SemiAves benchmark. The obtained results are reported

in Table 5.7. Despite FreeMatch [151] being designed to better deal with class im-

balance, we observe that SimMatch [167] outperforms it when using the USB [150]

training recipe. This justifies why we use SimMatch as our baseline throughout this

work. SemiGPC not only improves performance across all considered methods, but its

performance also improves monotonically with respect to the performance of the base

method. This allows SemiGPC to remain relevant w.r.t. future better semi-supervised

algorithms.

5.5.2 Pre-training Strategy

As stated in Section 5.3.1, we used a pre-trained ViT [32] to initialize our semi-

supervised models. We evaluate the impact of SemiGPC across different pre-training

strategies by training SimMatch on the SemiAves benchmark using supervised pre-

training, Dino [20] and MSN [6] pre-training on ImageNet [26]. Both Dino [20] and
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Table 5.8: Pretraining strategy. Comparison of the Top1 Accuracy on SemiAves

when using different pre-training strategies.

Model Pretraining Top1 Acc

SimMatch DINO 64

w/ SemiGPC DINO 65.32(+1.32)

SimMatch MSN 64.7

w/ SemiGPC MSN 67.73(+3.03)

SimMatch Supervised 68.45

w/ SemiGPC Supervised 69.30(+0.85)

MSN [6] are self-supervised methods that produce competitive performance on Ima-

geNet, with MSN being the top performer out of the two. We report the obtained

results in Table 5.8. Not only does the SemiGPC performance scale based on the

performance of the pre-training methods, it also improves performance across all con-

sidered pre-training strategies.

5.5.3 CReST experiments

Table 5.9: Top1 Accuracy when using CReST [153]. We report the performance

of SimMatch and SemiGPC after the second phase of the CReST training.

Dataset γ nlb SimMatch SemiGPC

CIFAR10 50 4196 96.77 96.96

CIFAR10 100 3720 95.27 96.23

CIFAR10 150 3496 94.82 96.05

CIFAR100 20 4741 83.61 83.63

CIFAR100 50 3751 77.25 78.54

CIFAR100 100 3218 72.22 73.64

SemiCUB ∼ 2 1000 83.4 85.7

SemiFungi 10.1 4141 68.02 70.75

Semi-iNat 8.5 13771 66.53 68.77

We explore the effect of combining SemiGPC with CReST [153], a semi-supervised

technique designed for imbalanced classification. In CReST, the semi-supervised train-

ing consists of two phases. In the first phase, the model is trained normally, e.g. using

SimMatch. Then, the labeled set is updated to include pseudo-labeled unlabeled sam-

ples such that each class 1 ≤ i ≤ C is sampled at a rate of

βi =
(N(C + 1− i)

N1

)α
(5.29)
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where α, N1 and Nj are the tuning scaler and the number of labeled samples for the

majority and j-th classes respectively. The model is then re-trained during the second

phase using the updated labeled set, which is designed to be more balanced. We did

not observe any improvement when using CReST with the USB [150] training scheme

for almost all settings. In Table 5.9, we observe that SemiGPC+CReST consistently

outperforms SimMatch+CReST. We argue that SemiGPC is better at handling the la-

bel noise introduced in the second phase of the training thanks to its normalized buffer

aggregation. Indeed, noisy labels can only contribute to the SemiGPC predictions if

they are corroborated by the other samples in the buffer.

5.5.4 Class Imbalance

We compare our SemiGPC using a class-balanced memory buffer to the SimMatch

baseline trained using a class-balanced labeled set obtained by weighted re-sampling

on CIFAR100-LT with γl = γu = 100. We report the obtained results in Table 5.10.

Table 5.10: Comparison of class balancing strategies. We compare different

balancing strategies on CIFAR100-LT with γl = γu = 100. † : using a balanced

memory buffer.

Labeled Set Top1 Acc

SimMatch imbalanced 74.00

SimMatch balanced using resampling 74.51

w/ SemiGPC † imbalanced 75.36

The model using SemiGPC performs best. When using weight resampling, some

majority class samples are randomly discarded in favor of over-sampled minority class

samples, which in turn affects the training dynamics. Instead, balancing the memory

buffer used by SemiGPC can be done independently of the sampler used during train-

ing. Furthermore, the noise term +σ2I in Equation (5.9) allows SemiGPC to handle

the presence of near duplicates in the memory buffer, which are otherwise a source of

potential overfitting.

5.6 Discussions

Our method SemiGPC is able to achieve state-of-the-art results across different bench-

marks and settings thanks to its ability to counteract imbalances in the data distribu-

tion. However, SemiGPC still has a few limitations. We observe in Tables 3 and 5 that

SemiGPC shows mixed results when used on top of an already strong baseline (¿ 94%

accuracy) such as on CIFAR10. Also, although our update rule greatly speeds up the

matrix inversion, it does not fully eliminate the additional computational overhead.
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Furthermore, the quadratic scaling of the memory cost of this matrix limits the max-

imum buffer size in SemiGPC to around NQ = 16K. However, this limitation can be

addressed using an ensemble of GPs, each using a separate buffer. This would allow

us to scale SemiGPC to NQ ∼ 80K. Furthermore, our update rule is not compatible

with using trainable kernel hyperparameters since it relies on reusing previous values of

the kernel matrix. Leveraging matrix-vector-matrix solvers [147] fixes both these lim-

itations. Indeed, by enabling efficient GP inference with trainable hyperparameters,

SemiGPC would forgo sharing the kernel hyperparameters across classes and adapt

the geometry induced by the kernel function on a per-class basis. We leave deriving

an online update rule using matrix-vector-matrix solvers for future work. Lastly, com-

bining SemiGPC with alternative definitions of confidence to Equation (5.5) by either

using the sample-wise posterior covariance provided by GP or by leveraging recent

advances in efficient Neural Tangent Kernel (NTK) computation [106, 168] remains

an open area of research.



Chapter 6

Generative Adversarial Learning

via Kernel Density

Discrimination

This chapter is under a perpetual, non-exclusive license to distribute granted

to arxiv.org https://arxiv.org/licenses/nonexclusive-distrib/1.0/

license.html.

We introduce Kernel Density Discrimination GAN (KDD GAN), a novel method

for generative adversarial learning. KDD GAN formulates the training as a likeli-

hood ratio optimization problem where the data distributions are written explicitly

via (local) Kernel Density Estimates (KDE). This is inspired by recent progress in

contrastive learning and its relation to KDE. In our approach, features are no longer

optimized for linear separability, as in the original GAN formulation, but for the more

general discrimination of distributions in the feature space. Moreover, we formally

prove that KDD GAN is guaranteed to converge to the real data distribution. We also

analyze the gradient of our loss with respect to the feature representation and show

that it is better behaved than that of the original hinge loss. We perform experiments

with the proposed KDE-based loss, used either as a training loss or as a regularization

term, on both CIFAR10 and scaled versions of ImageNet. We use BigGAN/SA-GAN

as a backbone and baseline, since our focus is not to design the architecture of the

networks. We show a boost in the quality of the generated samples with respect to

FID from 10% to 40% compared to the baseline.

Generative learning finds applications in many computer vision applications such

as image translation [56, 169, 34, 112], image processing [78, 74], image restoration

[144, 110, 163], text-to-image mapping [122, 160, 81, 119] and, more generally, defining

image priors in image-based optimization problems [144, 95]. Generative models based

89
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real
fake

(a) Initial state

real
fake

(b) Hinge loss

real
fake

(c) KDD loss

Figure 6.1: Illustration of the difference between the hinge loss and KDD

loss during the generator update. The blue and orange point clouds represent the

discriminator features of the real and fake samples. The initial positions of the samples

are shown in Fig. 6.1a. The green line in all three sub-figures represents the decision

boundary associated with the optimal linear classifier separating the two distributions

at the initial state. Fig. 6.1b and Fig. 6.1c show the updated positions of the fake

samples using the Hinge loss and KDD loss respectively. The generator update via

the KDD loss leads to a more detailed overlap.

on adversarial learning have been widely successful thanks to several breakthroughs

in the design of the generator and discriminator architectures [17, 161, 63], of the

loss functions [4, 62, 159] and regularization methods [94, 99, 162, 62]. However, the

training of generative models is not straightforward and can still be prone to mode

collapse [134, 158, 87] or the inability to capture long-range statistics in the data,

leading to visible artifacts [161, 86].

One key assumption in the basic formulation of adversarial learning of [44] is that

the generator network should compete with an optimal discriminator, that is, a classi-

fier that can separate real from generated data if any of their statistics does not match.

Thus, the general wisdom is that the more powerful the discriminator is, the better

the generator trains. Given that training models with contrastive losses yields better

performance than training with cross-entropy losses [67], and that contrastive learning

can be seen as introducing Kernel Density Estimate (KDE) approximations of the

data distribution [148], we propose to train the discriminator and generator models

through a KDE approximation of the likelihood ratio loss. Moreover, this approach

ensures that the loss defines a valid statistical divergence between the real and gener-

ated data distributions at all times. In contrast, the loss used to train state-of-the-art

generative adversarial networks corresponds to a known statistical divergence between

distributions of real and fake data only when at the saddle point of the Min-Max game.
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Our analysis shows that the gradients of the proposed loss are better behaved than

those of the hinge loss (defined, for example, by [98]). We propose a KDE defined

directly in feature space, so that non-invertible features are allowed. Our method in-

cludes a much broader set of discriminator solutions than in the binary classification

task of the original GAN formulation. In fact, in the KDE approach, the features are

no longer optimized for linear separability, but for the more general discrimination of

distributions in the feature space. This can be seen clearly in Fig. 6.1 for 2D point

clouds. We call our method Kernel Density Discrimination GAN (KDD GAN).

Contributions :

• A theoretical proof that KDD GAN converges to the unique equilibrium point,

where the distribution of generated samples matches that of real data;

• KDD GAN outperforms BigGAN [17] (which we use as a backbone) on CIFAR10

[73] and Tiny ImageNet [76] by more than 10% in the FID and IS metrics;

• The proposed KDD loss is flexible and when combined with other methods as

a regularizer improves the training in terms of FID and IS on CIFAR10, Tiny

ImageNet, and ImageNet 64 × 64, which has images scaled to 64 × 64 pixels

(derived from [26]);

• The implementation of KDD GAN is on par with conventional hinge loss training

[98] in terms of the computational load and the memory footprint.

6.1 Related works

In Section 2.5 we introduce Generative Adversarial Networks as well as other relevant

works in generative modeling literature. Of particular interest for our work is Instance

Selection [29] that allows us to train GANs more efficiently.

Similar to our KDD GAN, other kernel-based GANs have been previously pro-

posed. [131] explore the idea of using a nonparametric estimate of the Jensen-Shanon

Divergence and use KDEs for the purpose of training GANs. This idea is very similar

to the one explored in this work. The main differences are that Kernel GAN [131]

computes its KDEs in the image space and for a simpler selection of datasets; it also

requires an additional autoencoding constraint and computing the KDEs in the fea-

ture space for more complex datasets. Alternatively, MMD-GAN [82] and its variants

such as Wang et al. [149] explore the idea of matching the two distributions at hand by

optimizing the Maximum Mean Discrepancy defined by the chosen kernel. Although

the improved MMD introduced in [149] bares a few similarities to our work in terms of

having both attractive and repulsive loss terms, the two frameworks are fundamentally
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different. Our KDD-GAN aims at matching the two distributions in the feature space

defined by the discriminator, while MMD-GAN and its variants aim at minimizing the

maximum mean discrepancy in the RKHS defined by the kernel choice.

6.2 Kernel Density Discrimination

Let Sr = {x(1)r , . . . , x
(m)
r } be a dataset of m image samples x

(i)
r ∈ Rd, which we call

real data. They are the instances of a probability density function (pdf) pr, which

we call the real data pdf. We aim to build a generative model that maps zero-mean

Gaussian samples to images and such that they also follow the real data distribution.

To distinguish real from generated samples, we denote the dataset of generated data

by Sg, a generated image sample by xg, and the generated data pdf by pg.

We build our generative model through adversarial learning as in the pioneering

work of [44], and thus work with a discriminator network D and a generator net-

work G. Then, generative adversarial learning can be cast as the following bilevel

optimization problem

min
G
LG(D∗, G) (6.1)

s.t. D∗ = arg min
D
LD(D,G), (6.2)

where the optimization in G and D is implemented as the optimization with respect

to the parameters of the neural networks implementing them. In the case of hinge loss

optimization (see e.g. , [98]), the losses in Equation (6.1) are defined as

LHinge
D (D,G) =

1

|Sg|
∑

xg∈Sg

max {0, 1 + D(xg)}

+
1

|Sr|
∑

xr∈Sr

max {0, 1−D(xr)} (6.3)

LHinge
G (D∗, G) =

1

|Sg|
∑

xg∈Sg

−D∗(xg), (6.4)

which rely on the assumption that the discriminator takes the form of

D∗(x) = log pr(x)− log pg(x). (6.5)

In our approach, we would rather explicitly approximate the form log pr(x)
pg(x)

. The

main advantage of having this form is that it is a well-defined divergence between

distributions. Thus, it defines a valid gradient for the generator at all times, up to the

errors resulting from the chosen approximation.

We propose approximating pr(x) and pg(x) in the definition of D∗(x) with Kernel

Density Estimates (KDE). The kernels are defined in feature space, and the feature
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mappings are estimated during training. A simple way to ensure that at the conver-

gence of the bi-level optimization (i.e. , when the minima have been reached) the real

and fake pdfs match, is to require the invertibility of the feature mappings. Invertibil-

ity is the same requirement of Normalizing Flows (e.g. [71]) and thus one would have

to follow similar restrictions in the neural architectures used to compute the features.

However, training invertible neural networks is not easy and, as we argue here below,

also not necessary. To simplify the training of the generative model, we instead pro-

pose to use KDEs in the feature space ϕ : Rd → RK defined by the last layer of the

discriminator , and to allow the feature mapping to be non-invertible. Thus, we aim

to match the push-forward measures ϕ∗pr and ϕ∗pg, which we denote by p̂ϕr and p̂ϕg ,

respectively.

We write the losses for KDD GAN explicitly as

LKDD
D (ϕ,G) =

1

|Sg|
∑

xg∈Sg

max

{
0, 1 + log

p̂ϕr (xg)

p̂ϕg (xg)

}

+
1

|Sr|
∑

xr∈Sr

max

{
0, 1− log

p̂ϕr (xr)

p̂ϕg (xr)

}
(6.6)

LKDD
G (ϕ∗, G) =

1

|Sg|
∑

xg∈Sg

− log
p̂ϕ

∗
r (xg)

p̂ϕ
∗

g (xg)
, (6.7)

by approximating the push-forward measures of the pdfs pr and pg via the following

KDEs in feature space

p̂ϕr (ξ) =
1

|Sr|
∑

xr∈Sr

Kτ (ϕ(xr), ξ), (6.8)

p̂ϕg (ξ) =
1

|Sg|
∑

xg∈Sg

Kτ (ϕ(xg), ξ) (6.9)

where

Kτ (ϕ(x), ξ) =
1

Z
e

⟨ϕ(x),ξ⟩
τ (6.10)

is a positive kernel that integrates to 1 in ξ, τ > 0 is a temperature parameter that

relates to the spread of each kernel, |S| is the cardinality of S, and Z is the normaliza-

tion constant (this becomes irrelevant as it cancels out in the ratios in LD(ϕ,G) and

LG(ϕ∗, G)). The features ϕ(x) are L2-normalized through the projection on the unit

hypersphere, i.e. |ϕ(x)|2 = 1. Essentially, we assume that the features are samples of a

mixture of von Mises-Fisher (vMF) distributions, where all concentration parameters

are equal to 1/τ .

As mentioned above, the convergence of KDD GAN does not need the invertibility

of the feature mapping ϕ. We show this result formally in Theorem 1 and address the

invertibility in Lemma 1.
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Lemma 1. Let pr and pg be two distributions over Rd. Given a positive integer K,

we have pr = pg ⇔ ∀ ϕ : Rd → RK , p̂ϕr = p̂ϕg .

Proof of Lemma 1. pr = pg ⇒ ∀ϕ : Rd → RK , p̂ϕr = p̂ϕg is trivial since {ϕ(x), x ∼ pr}
and {ϕ(x), x ∼ pg} are the same set when pr = pg.

Assume pr ̸= pg. Then, there exists an optimal binary classifier c, whose accuracy is

above chance level, i.e. , P ({c(x) = 1, x ∼ pr}) > 1
2 . We can define a mapping ϕ(x) :=

c(x)1K where 1K is the vector of ones in RK . In this case, we obtain Ex∼pr [ϕ(x)T1K ] =

Ex∼pr [c(x)]K > K
2 and Ex∼pg [ϕ(x)T1K ] = Ex∼pg [c(x)]K < K

2 . This implies that the

first moments of p̂ϕr and p̂ϕg are different, thus p̂ϕr ̸= p̂ϕg . Therefore, by contradiction,

∀ ϕ : Rd → RK , p̂ϕr = p̂ϕg ⇒ pr = pg .

Theorem 1. pg = pr is the unique equilibrium point for KDD GAN.

Proof of Theorem 1. Let us assume that there exists an equilibrium point (ϕ,G) such

that pr ̸= pg. Then we have two cases: p̂ϕr = p̂ϕg or p̂ϕr ̸= p̂ϕg . Assume p̂ϕr = p̂ϕg . Then,

according to Lemma 1, there exists a φ such that p̂φr ̸= p̂φg ; i.e. , ϕ is not an equilibrium

point of LKDD
D . Now, let us instead assume that p̂ϕr ̸= p̂ϕg , then G is not an equilibrium

point of LKDD
G .

6.2.1 Improving KDE through Data Augmentation

The KDEs in Equation (6.9) are mixtures of von Mises-Fisher distributions centered

around a set of anchor points. In the KDE approximation, we cannot use the entire

dataset Sr as anchor points, because it would be too computationally demanding.

Instead, at each iteration of the training procedure, we sample a subset (a minibatch)

and use this as anchor points. A fundamental requirement of the KDE approximation

is that these sets should be representative of the true distributions pr or pg. However,

KDE approximations are in general very poor with high-dimensional data, as they

require a very large number of anchor points. This is because only the kernels that

correspond to anchor points that are “similar” to the input sample dominate in the

KDE. However, the likelihood of finding these anchor points through uniform sampling

becomes extremely small as we grow in the dimensionality of the data.

One way around this problem is to enrich the set of anchors using data augmenta-

tions. Provided that the chosen data augmentation does not produce samples outside

the manifold of natural images, this allows us to obtain anchor points that are close

enough to give a meaningful KDE.

For similar reasons, we use a leave one out KDE, where we remove the anchor point

from the set Sr or Sg on which the KDE is evaluated. This avoids a bias towards the

unlikely case where we sample exactly a point in the anchor point set. We experi-

mentally show that these KDE implementation details are indeed quite important in

boosting the effectiveness of the proposed approach.
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6.2.2 Loss Analysis

We analyze the impact of the proposed loss on the generator training and compare

it to the case of the standard hinge loss discriminator of [98]. For simplicity, let us

consider a discriminator for the standard loss that can be written as the inner product

DSTN(x) = ϕ(x)⊤θ, for some θ vector (this is updated only when we optimize with

respect to the discriminator). In the case of our KDD loss we instead use simply

DKDE(x) = ϕ(x). Suppose that the discriminator is now given and we minimize the

loss LG with respect to the generator G. In the case of a first-order optimization

method, we obtain the updates for the generator parameters through the gradients of

LG,

∂LG
∂G

=
∂LG
∂ϕ

∂ϕ

∂G
. (6.11)

Since in both the standard hinge loss and our loss the term ∂ϕ
∂G is the same, we can

reduce the analysis to the study of ∂LG
∂ϕ . We obtain:

∂LSTN
G

∂ϕ
= θ (6.12)

and
∂LKDD

G

∂ϕ
=

1

|Sg|
∑

xg∈Sg

∂ log p̂ϕg (xg)

∂ϕ
− log p̂ϕr (xg)

∂ϕ
. (6.13)

The formulas above show that in the case of the hinge loss the gradient update results

in a constant shift, i.e. an identical shift for all samples, whereas our KDD loss increases

(resp. decreases) the likelihood of xg under p̂ϕg (resp. p̂ϕr ). An illustration of this effect

in 2D is shown in Fig. 6.1.

We also compare our KDD loss to the MMD loss proposed by [149]. Without loss

of generality, for a given sample x ∼ p1 we compare each term Ey∼p2 [k(x, y)] in their

work with its counterpart in ours log(Ey∼p2 [k(x, y)]), where p1, p2 ∈ {pr, pg} and k is

a kernel function. For the vMF kernel, we obtain

KDD:
∑
y

k(x, y)∑
v k(x, v)

ϕ(y), (6.14)

MMD:
∑
y

k(x, y)ϕ(y). (6.15)

In both cases, the gradient is a weighted average of the samples ϕ(y). The key

difference is that the Improved MMD loss has a local weighting, i.e. it only depends

on the current y, and the KDD loss has a global weighting.
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Empirical Analysis of the KDD Loss In Figure 6.1, we illustrate the difference

between the Hinge and KDD losses already described in Section 3. We consider two

point clouds in 2D representing the real and fake push-forward distributions. In this

example, the real point cloud is designed to have two Gaussian modes, while the fake

one starts off with one uniformly sampled square mode. We first find the optimal

linear classifier that separates the two point clouds through gradient descent. The

corresponding decision boundary is represented by the green line in Figure 6.1. We

then optimize the features of the fake samples with respect to the Hinge loss and the

KDD loss. In this example, we forgo feature normalization as its main purpose is to

prevent the Discriminator from converging to degenerate solutions where the space

collapses. Thus, for visualization purposes, we work with 2D features. In the setting,

the vMF kernel is equivalent to a Gaussian kernel with σ = 1 for the KDE, i.e. ,

K(ϕ, ξ) ∝ exp− |ϕ−ξ|2
2 .

The minimization of the Hinge loss simply results in translating the fake point

cloud without changing its internal structure as shown in Figure 6.1b. In contrast, the

KDD loss encourages the fake samples to head towards the closest real mode as shown

in Figure 6.1c. For both losses, the optimization was performed using SGD [16] for 200

iterations with a learning rate of 10. 1000 samples were used for both real and fake

point clouds. Note that for a frozen Discriminator, updating the Generator using the

Hinge loss can result in overshooting the real point cloud, since the translation vector

is constant for all subsequent Generator updates. In fact, the optimum is to translate

the fake point cloud to infinity. This makes the Generator update with respect to

the Hinge loss less well behaved than its KDD counterpart since the latter does not

introduce such instability.

6.2.3 Class-Conditioning Extension

We also consider training generative models subject to class conditioning. Let us

denote by y(i) the label corresponding to the real image x
(i)
r . Now, we are interested

in the approximation of the quantity log pr(x,y)
pg(x,y)

, which we can rewrite as

log
pr(y|x)pr(x)

pg(y|x)pg(x)
= log

pr(y|x)

pg(y|x)
+ log

pr(x)

pg(x)
. (6.16)

The second term is exactly what we used in LD(ϕ,G) and LG(ϕ∗, G). Thus, we can

focus on the conditional term log pr(y|x)
pg(y|x) . By following [98], we assume the linear form

log
pr(y|x)

pg(y|x)
= y⊤V D(x), (6.17)

where V is a (learned) matrix that defines the embedding for the label y.
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6.2.4 Regularization of the Feature Mapping

If ϕ maps many samples to the same feature, the discrimination task would become

less effective. To avoid this scenario, we encourage φ, the feature mapping before the

normalization layer, to be as “responsive” as possible to variations around samples of

pr and pg by introducing the following additional Jacobian regularization term

LJac =
1

|Sr|
∑

x∈Sr
⋃

Sg

∆x∼U(Sd−1)

∣∣∣∣ |φ(x + δ∆x)− φ(x)|2
δ

− 1

∣∣∣∣
1

(6.18)

where δ > 0 is a small scalar and ∆x is a random unitary direction in image space.

φ is defined so that ϕ = φ/|φ|2. This regularization term computes a finite-difference

approximation of the gradient of φ with respect to its input and projects it along

the random direction ∆x. It preserves as much as possible the volume in the feature

space, but only for the data in the image distribution. In addition, this regularization

term prevents the magnification of the output gradient, which is typically associated

with high confidence, and would make the discriminator more susceptible to adversarial

inputs. This is a stronger constraint compared to the classic gradient penalty [46], since

we implicitly require orthonormality for all rows of the Jacobian, i.e. , ∇φ(x)∇φ(x)⊤ =

Id.

6.2.5 KDD GAN Formulation

Finally, we can put all the terms together and define the generator and discriminator

losses via

LG/D = γLKDD
G/D + αLHinge

G/D + λ∇LJac, (6.19)

where γ, α and λ∇ live in R+×{0, 1}× {0, 1e-5}, and where KDD and Hinge refer to

our KDD loss and the classic hinge loss used in BigGAN for both the generator and

discriminator. Training with the lone hinge loss uses α = 1, γ = 0; the training with

the lone KDD loss uses α = 0, γ = 1; the setting where α = 1, γ > 0 is called Joint

training.

6.3 Implementation

Training Details. We evaluate our models on three different datasets: CIFAR10

[73], Tiny ImageNet and ImageNet 64 × 64. The Tiny ImageNet [76] dataset is a

subset of the ILSVRC-2012 ImageNet classification dataset [26] consisting of 200 object

classes and 500 training images, 50 validation images and 50 test images per class.

Unless otherwise specified, we use τ = 1, δ = 1e-3, and λ∇ = 1e-5. Experiments

using data augmentations and the Jacobian regularization are denoted with +DA
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and +JacD respectively. All training was run on at most two 2080Ti or one 3090Ti

GPUs. Using KDD-GAN results in around 10% longer training times.

Architectures. The architecture used for our CIFAR10 experiments is the same1

used in the original BigGAN work by [17]. For both Tiny ImageNet and ImageNet

64 × 64, we use the modified SA-GAN [161] architecture adopted by [29] 2. We do

not use instance selection on CIFAR10 and Tiny ImageNet, as we noticed it hurts

performance on smaller datasets. For Instance Selection on ImageNet 64×64, we use a

retention ratio of 50%. We choose to train BigGAN/SA-GAN rather than StyleGAN2-

ADA for their simpler training scheme and their lesser reliance on regularization terms

and implementation tricks. This allows us to isolate the contribution of our KDD loss

without requiring a hyperparameter search for the rest of the moving pieces of the

training.

Evaluation Metrics. Throughout this paper, we evaluate our generative mod-

els using Fréchet Inception Distance (FID) [50], Inception Score (IS) [124], Density

and Coverage [101]. These metrics are computed using the original tensorflow imple-

mentation. As in [29], the real moments used for the FID are computed using the

entire dataset and not the filtered one. For FID and IS we use 50k generated samples,

for Density and Coverage, we use 10k samples for both distributions and 5 nearest

neighbors. Unless specified otherwise, the reported numbers are calculated after 100

k iterations for both CIFAR10 and Tiny ImageNet and after 500k iterations for Im-

ageNet 64 × 64. The batch size used is 64 for Tiny ImageNet and CIFAR10 and 128

for ImageNet 64 × 64. The FID moments are computed on the training set for all

datasets. We report the performance of the best model obtained during training.

Differentiable Augmentations. We use differentiable random brightness, satu-

ration, contrast, translation, and cut-out data augmentations proposed by [164]. For

all our experiments, the loss is computed only on the nonaugmented images. The aug-

mented samples are only used for the Kernel Density Estimation. This is an important

distinction from the work by [164].

6.4 Experiments

In this section, we show the quantitative results obtained in CIFAR10, Tiny ImageNet,

and ImageNet 64×64. The best and second best values per metric are highlighted and

1https://github.com/ajbrock/BigGAN-PyTorch/
2https://github.com/uoguelph-mlrg/instance_selection_for_gans/

https://github.com/ajbrock/BigGAN-PyTorch/
https://github.com/uoguelph-mlrg/instance_selection_for_gans/
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Figure 6.2: Sample images generated using KDD GAN on ImageNet 64× 64.

These sample images were generated using the Joint†model trained on ImageNet 64×
64.

underlined, respectively. Generated samples from one of our best models are shown in

Figure 6.2. Further qualitative results can be found in the Supplementary Material.

6.4.1 Ablation Results

In Table 6.1, we perform various ablations by training BigGAN [17] on CIFAR10 for

200k iterations each. The three main loss functions used are: the hinge loss [98], the

KDD loss, and the joint loss. We study the effects of the parameters associated with

the new losses. The first set of experiments studies the effect of the temperature τ

used in the KDD loss. We observe that both high and low values of τ are problematic.

When comparing τ = 0.05 to τ = 5.00, we observe a trade-off between Image Fidelity

(FID) and Diversity (IS). The value of τ determines the level of blurriness of the KDE.

Additionally, we explore the effect of the Jacobian regularization. We use a coefficient

of λ∇ = 1e-5. Our KDD GAN using τ = 1 with and without Jacobian regularization

outperforms its BigGAN counterpart in both FID and IS. The performance gap is

bigger when adding Jacobian regularization.

The second set of experiments examines the effect of γ during the joint training. We

observe that all joint models improve on the baseline in terms of IS. This improvement

correlates positively with γ, except for γ = 10 where the IS stagnates. The best joint

model (γ = 1) also outperforms the baseline in terms of FID. This highlights the benefit

of using the KDD loss as a regularization term. Lastly, we train our models without

the class projection head proposed by [98] and/or without a conditional input for the

generator. All models obtained with γ > 0 in the third block in Table 6.1 outperform

the BigGAN baseline in the unconditional setting. This proves that training is not

driven solely by the class projection term in the conditional setting. The difference

in performance between unconditional KDD model and one that only is missing the

projection head can be attributed to the slightly higher number of parameters that
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Table 6.1: KDD GAN Ablations on CIFAR10. Comparison of the various Big-

GANs trained on CIFAR10 for different values of τ and γ. UnCond refers to the

unconditional setting, while NoProj refers to removing the class-projection loss term

in ProjGAN [98].

Experiments τ γ FID ↓ IS ↑ D ↑ C ↑
Hinge - - 8.751 8.835 0.966 0.851

KDD 0.05 - 8.753 9.233 0.876 0.832

KDD 1.00 - 8.422 9.155 0.868 0.849

KDD 5.00 - 8.604 8.852 0.970 0.862

KDD + JacD 1.00 - 7.237 9.029 0.932 0.867

Joint 1.00 0.1 9.144 8.767 0.969 0.857

Joint 1.00 0.5 8.795 8.920 0.922 0.855

Joint 1.00 1.0 7.932 9.046 0.968 0.868

Joint 1.00 10.0 8.352 9.102 0.930 0.857

KDD + NoProj 0.05 - 13.668 8.274 0.722 0.711

Hinge (Uncond) - - 17.782 8.120 0.692 0.686

KDD (Uncond) 0.05 - 15.828 8.326 0.620 0.650

Joint (Uncond) 0.05 1.0 14.394 8.532 0.662 0.712

the latter has since it is still using the class label as input to the generator.

We additionally examine the impact of the kernel choice and the dimension of the

features on the KDD-GAN. The results are shown in Table 6.2. We compare the vMF

kernel, which is equivalent to the RBF kernel due to the normalization used, with the

IQ kernel [149]. We observe a similar performance level in CIFAR-10 for both kernel

choices. Regarding K, we compare our default setting on CIFAR-10 (K = 128) to

K = 64 and K = 256. Although increasing K slightly improves the IS, the best model

overall remains the default one. We can conclude from both experiments that our

KDD loss is not too sensitive to the choice of the kernel and dimension of the features

Table 6.2: KDD GAN kernel and dimensionality choice. We evaluate the impact

of Kernel Choice and Feature Dimension on KDD GAN

Kernel Feature Dimension FID IS

vMF K = 128 8.384 8.887

IQ K = 128 8.375 8.901

vMF K = 64 8.842 8.885

vMF K = 128 8.375 8.901

vMF K = 256 9.050 9.058
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Table 6.3: Experimental results on CIFAR10. The values shown below are ob-

tained after 100k iterations. We show the benefit of adding various augmentation

factors for the KDD setting. We also explore the effect of the Jacobian regularization.
⋆ are numbers reported by [62].

Experiments FID ↓ IS ↑ D ↑ C ↑
ContraGAN⋆ 8.065 9.729 - -

ContraGAN + DiffAug⋆ 7.193 9.996 - -

BigGAN + DiffAug⋆ 7.157 9.775 - -

BigGAN + CR⋆ 7.178 10.380 - -

Hinge loss 8.859 8.814 0.917 0.841

KDD 8.375 8.901 0.875 0.845

KDD + DA 7.089 9.250 0.893 0.860

KDD + DA ×3 6.063 9.280 0.951 0.892

KDD + DA ×7 5.713 9.389 0.968 0.899

KDD + JacD 7.944 8.959 0.895 0.847

KDD + JacD + DA×7 6.713 9.333 0.9000 0.875

as opposed to reported observations for models such as MMD-GAN [131].

6.4.2 Generative Learning on CIFAR10

In Table 6.3, we compare the performance of different variations of our KDD GAN

with a BigGAN baseline and the numbers reported by [62] for a selection of their

best models. The KDD GAN outperforms the BigGAN baseline for IS and FID. Also,

it drastically improves its FID when using augmentations as described in Sec. 6.2.1.

Augmentation × N means that an additional N × batchsize augmented images are

used for the KDE anchor points. We observe that on CIFAR10, the number of aug-

mentations is positively correlated with a significant improvement of the FID. In the

case of the Jacobian regularization, the results are mixed. It seems to improve the per-

formance of the KDD model, but it also negatively impacts performance when used in

combination with data augmentation. The Jacobian regularization may be too strict

a requirement, as the dimension K of the gradient of ϕ is smaller than the dimension

d of the images, and perhaps a more flexible loss term could work better.

6.4.3 Generative Learning on ImageNet

Tiny ImageNet. Table 6.4 shows the performance of our models on Tiny Ima-

geNet compared to the SA-GAN baseline and the best models reported by [62]. The

KDD GAN outperforms the baseline for all settings. On the one hand, similarly to CI-
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Table 6.4: Experimental results on Tiny ImageNet. We compare the baseline to

both the KDD and joint trainings. We also explore the effect of adding the Jacobian

regularization on D and show the effect of using more augmentations for the density

estimation. ⋆ are numbers reported by [62].

Experiments γ FID ↓ IS ↑ D ↑ C ↑
ContraGAN⋆ - 27.027 13.494 - -

+ DiffAugment⋆ - 15.755 17.303 - -

Hinge loss - 29.525 11.048 0.520 0.516

KDD - 24.022 13.204 0.658 0.613

KDD+DA - 20.204 14.100 0.673 0.663

KDD+DA ×3 - 18.261 14.943 0.716 0.683

KDD+JacD - 25.504 13.215 0.597 0.595

KDD+JacD+DA - 20.717 13.787 0.630 0.645

Joint 1 25.709 13.124 0.595 0.582

Joint+DA 1 22.854 13.421 0.591 0.613

Joint+JacD 1 26.369 13.169 0.582 0.582

Joint+JacD+DA 1 21.512 13.728 0.639 0.627

Joint 0.5 24.341 13.337 0.626 0.614

Joint+DA 0.5 23.357 12.918 0.619 0.621

Joint+JacD 0.5 23.854 13.251 0.651 0.617

Joint+JacD+DA 0.5 23.928 13.059 0.575 0.594

FAR10, using additional augmented images for the KDE results in a significant boost

in performance. Indeed the KDD GAN with DA ×3 outperforms ContraGAN in terms

of FID and IS. On the other hand, the additional Jacobian regularization is not helpful.

The only exception being the joint training (γ = 0.5) without data augmentation and

the joint training with γ = 1 and data augmentation where Jacobian regularization

introduces a slight performance boost. Note that the ContraGAN+Diff.Aug. numbers

reported by [62] were obtained using twice as many iterations as the rest of the models

(ContraGAN and our experiments), putting it at an advantage.

ImageNet 64× 64. Table 6.5 shows our experimental results on ImageNet 64×64.

We compare our models to the SA-GAN baseline and the numbers reported by [29] and

[166]. For all our trained models, we use Instance Selection [29] with a retention ratio

of 50%. We observe that the baseline outperforms our KDD GAN even with additional

augmentations and regularization. It is also worth noting that, in this setting, although

a small amount of data augmentation seems to help, adding more is not necessarily

beneficial. The high level of diversity in ImageNet both in terms of the number of
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Table 6.5: Experimental results on ImageNet 64 × 64. We explore the use of

augmentation, Jacobian regularization and Joint training. † refers to a setting where

the feature ϕ(xr) were computed using the weights from the previous discriminator

update step. ⋆ are numbers reported by [29].

Experiments γ FID ↓ IS ↑ D ↑ C ↑
SA-GAN+IS@50%⋆ - 9.63 31.04 1.07 0.88

FQ-BigGAN⋆ - 9.67 25.96 - -

Hinge loss - 10.452 32.869 1.034 0.877

KDD - 12.570 31.404 0.953 0.850

KDD+DA - 12.367 31.069 0.954 0.861

KDD+DA ×3 - 14.680 27.949 0.928 0.810

KDD+JacD - 12.651 31.188 0.938 0.850

KDD+JacD+DA - 79.790 10.603 0.376 0.139

Joint 1 11.387 32.471 0.991 0.872

Joint+DA 1 10.385 33.753 1.048 0.880

Joint+JacD 1 10.320 34.296 1.010 0.868

Joint+JacD+DA 1 9.702 34.619 1.062 0.892

Joint 0.5 10.544 33.447 1.017 0.879

Joint † 0.5 9.450 35.648 1.070 0.897

Joint+DA 0.5 10.111 33.494 1.048 0.891

Joint+JacD 0.5 10.242 35.120 1.072 0.891

Joint+JacD+DA 0.5 10.010 34.074 1.053 0.889

classes and samples might limit the effectiveness of our density estimation given the

relatively small batch size used. However, all joint training models outperform the

hinge-based models in terms of IS and most outperform our SA-GAN baseline in

terms of FID. Interestingly, the best model is the Joint† model where p̂r is estimated

using features computed during the last discriminator step. This suggests that using

a memory bank for the features might be a promising extension of this work.

6.5 Examples of Generated Images

We show non-cherry picked images generated by our Hinge loss baseline and our best

model per dataset in Figures 6.3 to 6.9. The truncation trick was not used [17]. In

all figures, each row represents a different class starting with the first class in the top

row down to the last class in the bottom row.
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(a) Hinge loss (b) KDD + Aug ×7

Figure 6.3: Qualitative results on CIFAR10. Samples generated using the Hinge

loss model and the KDD + Aug ×7 model trained on CIFAR10 (one class per row).

6.6 Limitations and Future Work

One of the main challenges in the use of KDD GAN is to ensure that the anchor points

for the KDE are representative of the evaluation points. In our experiments between

Tiny ImageNet and ImageNet 64×64, we observe that the performance of KDD GAN

is sensitive to the size of the set anchor points, the number of augmentations, and

the complexity of the dataset seems to also play a role. Also, with large datasets,

the impact of samples at the tails of the distribution on the KDE approximation is

unclear. In general, it might be necessary to design better sampling strategies for the

anchor points used for the KDE estimation: Some options are to use a memory bank

or to sample using k-NN. Another direction to evaluate is the role of class projection

in the training. We chose to separate the category aspect from the unlabeled problem

not only because it would make KDD GAN suitable for unsupervised learning, but

also because it would not require large minibatches since the current KDE completely

ignores the class labels. It would be interesting to evaluate the performance in the case

where the loss with class labels is entirely based on KDE. Finally, as mentioned in the

introduction, KDD GAN can be combined with other techniques and regularization

methods that are known to improve the performance of the GAN training, such as

Consistency Regularization of [162] and Differentiable Augmentation of [164]. We

leave these investigations to future work.
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Figure 6.4: Qualitative results on Tiny ImageNet for classes 181-200 using

the Hinge loss. Samples generated using the Hinge loss model trained on Tiny

ImageNet for classes 181-200 (one class per row).
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Figure 6.5: Qualitative results on Tiny ImageNet using the KDD loss. Sam-

ples generated using the KDD+Aug×3 model trained on Tiny ImageNet for the classes

181-200 (one class per row).
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Figure 6.6: Qualitative results on ImageNet64 × 64 using the Hinge loss.

Samples generated using Hinge loss model trained on ImageNet 64× 64 for the classes

141-160 (one class per row).
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Figure 6.7: Qualitative results on ImageNet64 × 64 using the Hinge loss.

Samples generated using Hinge loss model trained on ImageNet 64× 64 for the classes

501-520 (one class per row).
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Figure 6.8: Qualitative results on ImageNet64× 64 using the KDD loss. Sam-

ples generated using Joint† model trained on ImageNet 64× 64 for the classes 141-160

(one class per row).
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Figure 6.9: Qualitative results on ImageNet64× 64 using the KDD loss. Sam-

ples generated using Joint† model trained on ImageNet 64× 64 for the classes 501-520

(one class per row).
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Conclusions

This thesis studies the problem of building more robust and generalizable machine

learning in multiple settings. In Chapter 3, we introduce Phase Swap, a biologically

inspired self-supervised learning task for physiological time series. By training the

model to detect correspondence between the phase and amplitude information of a

given signal, we obtain features that learn to focus on the structured parts of the

signal and ignore the noisier ones. Such features are shown to generalize better to

new subjects across different medical time-series classification tasks even when only a

limited number of training subjects is available. In Chapter 4, we combine the Phase

Swap features and meta-learning into a training algorithm S2MAML that explicitly

emphasizes generalization. On top of generalizing better to new subjects, S2MAML

is able to significantly outperform the standard meta-learning baseline in terms of

zero-shot generalization to completely new datasets with electrodes and demographic

properties different from those used for training. We also introduce SemiGPC in

Chapter 5, a semi-supervised label refinement method tailored for imbalanced image

classification. By leveraging a more efficient Gaussian Processes inference logic, we

build a classifier head whose confidence maps are locally sensitive to minority class

samples while preserving the global data distribution structure. This significantly

increases the semi-supervised performance of the considered models across a broad

range of challenging imbalanced semi-supervised benchmarks. Lastly, in Chapter 6,

we define a novel GAN loss based on kernel density discrimination (KDD GAN) as a

statistical divergence between the kernel density estimates of the real and fake data

distribution in the feature space of the discriminator. Unlike standard GAN losses

whose statistical divergence interpretation depends on the optimality of the discrim-

inator, our KDD loss is valid for any discriminator. This results in better training

gradients that encourage the generator to seek missing distribution modes.

As shown throughout this thesis, model robustness can take different meaning,

ranging from overcoming the risk of capturing spurious correlations in noisy setting

111
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by learning to identify general purpose patterns that are useful for both unseen subjects

and cohorts, handling class imbalances and other forms of data biases when training

with limited annotations, to addressing mode collapse in generative training. The gen-

eralization and robustness problem is not an artifact of low-data regimes and persists

as the amount of available data scales up. Indeed, collecting more data is rarely a

bias-free process and often introduces more distribution shifts and imbalances while

increasing the complexity of the learning problem. Therefore, as highlighted in this

thesis, tackling the generalization problem requires a careful design of the adopted

training schemes and models. Beyond the content of this thesis, we identify in the

following some extensions and future works based on our contributions.

Extending Phase Swap to spatial-temporal case. On top the temporal aspect

that motivated the design of our Phase Swap task, the brain activity is also known to

exhibit a strong spatial component, where different regions of the brain communicate

using different waves and global patterns. One could extend the Phase Swap task to

this setting by adopting a spatiotemporal Fourrier transform. The features obtained

would be able to capture both local and global brain activity patterns.

Multi-task meta-learning. In Chapter 4, S2MAML is only trained on the sleep

scoring task. However, the design of the various meta-learning mini-batches is com-

pletely modular and could allow for mixing different EEG-based tasks. This way, one

could boost the performance on tasks with more limited data, such as seizure detec-

tion, thanks to the potential feature cross-over from other tasks with more abundant

data, such as sleep scoring.

Incorporating the GP uncertainty estimate into the semi-supervised train-

ing. In addition to the mean function that we used to derive our SemiGPC method,

Gaussian Processes also provide a covariance estimate to quantify their uncertainty.

Provided we can preventing trivial solutions such as variance shrinkage, semi-supervised

training could benefit from a more principled uncertainty/confidence estimate.

Sliced and Mixture of Experts versions of KDD GAN. In Chapter 6, our

KDD loss defines a statistical divergence in feature space. Unlike the input space, the

choice of the feature space is not unique. Indeed, there exist as many feature spaces as

possible discriminator parameter configurations. Therefore, an analog version of our

KDD loss could be designed to the sliced Wasserstein distance [27] where the feature

space is randomly selected per minibatch or adopt a mixture of experts (MoE) [7]

approach with multiple feature spaces.
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