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"You have to solve a problem, right? If you have to become a mathematician 

or an engineer to solve the problem, so what? The last thing the piece of paper 

that is a Ph.D. should tell you is what field you're in; it should tell you only 

that you can learn. You have to pull up your sleeves and do something real."  

 

-Enrico Clementi, IBM Research, 1985
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General Abstract 
The drug-like chemical space is estimated to be 1060 molecules, and the largest generated database 

(GDB) obtained by the Reymond group is 165 billion molecules with up to 17 heavy atoms. 

Furthermore, deep learning techniques to explore regions of chemical space are becoming more 

popular. However, the key to realizing the generated structures experimentally lies in chemical 

synthesis. The application of which was previously limited to manual planning or slow computer 

assisted synthesis planning (CASP) models. Despite the 60-year history of CASP few synthesis 

planning tools have been open-sourced to the community. In this thesis I co-led the development 

of and investigated one of the only fully open-source synthesis planning tools called 

AiZynthFinder, trained on both public and proprietary datasets consisting of up to 17.5 million 

reactions. This enables synthesis guided exploration of the chemical space in a high throughput 

manner, to bridge the gap between compound generation and experimental realisation. 

I firstly investigate both public and proprietary reaction data, and their influence on route finding 

capability. Furthermore, I develop metrics for assessment of retrosynthetic prediction, single-step 

retrosynthesis models, and automated template extraction workflows. This is supplemented by a 

comparison of the underlying datasets and their corresponding models. 

Given the prevalence of ring systems in the GDB and wider medicinal chemistry domain, I 

developed ‘Ring Breaker’ - a data-driven approach to enable the prediction of ring-forming 

reactions. I demonstrate its utility on frequently found and unprecedented ring systems, in 

agreement with literature syntheses. Additionally, I highlight its potential for incorporation into 

CASP tools, and outline methodological improvements that result in the improvement of route-

finding capability. 

To tackle the challenge of model throughput, I report a machine learning (ML) based classifier 

called the retrosynthetic accessibility score (RAscore), to assess the likelihood of finding a 

synthetic route using AiZynthFinder. The RAscore computes at least 4,500 times faster than 

AiZynthFinder. Thus, opens the possibility of pre-screening millions of virtual molecules from 

enumerated databases or generative models for synthesis informed compound prioritization. 

Finally, I combine chemical library visualization with synthetic route prediction to facilitate 

experimental engagement with synthetic chemists. I enable the navigation of chemical property 

space by using interactive visualization to deliver associated synthetic data as endpoints. This aids 

in the prioritization of compounds. The ability to view synthetic route information alongside 

structural descriptors facilitates a feedback mechanism for the improvement of CASP tools and 

enables rapid hypothesis testing. I demonstrate the workflow as applied to the GDB databases to 

augment compound prioritization and synthetic route design. 
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1 Thesis Outline 
 

1.1 Thesis Outline and Contributions 

This thesis is focused on developing artificial intelligence (AI) driven computer aided synthesis 

planning (CASP) tools, to facilitate experimental realisation of theoretical molecules obtained 

from computational methods or otherwise. The following outline describes the contributions I have 

made to the field towards solving the overarching problem.  

- Chapter 2 introduces the concepts of AI in chemistry and CASP. This is followed by a brief 

history of CASP from manual heuristics-based approaches, to the current machine learning 

based developments that have shaped the field. I then discuss chemical data representations 

of relevance to the thesis and introduce the concept of chemical space. 

- Chapter 3: Datasets and their influence on the development of computer assisted 

synthesis planning tools in the pharmaceutical domain, is the first description of the 

development of the AiZynthFinder CASP tool which I co-led the development of. To this 

end, the underlying reaction data is first examined, and methods established for data pre-

processing workflows as applied to reaction datasets. Improvements to existing template 

extraction algorithms are outlined, and new metrics have been developed for their 

assessment. An analysis of the largest compiled reaction dataset is conducted, and new 

metrics developed for assessing single- and multi- step retrosynthetic models. The neural 

network-based models are combined with Monte-Carlo tree search to assess the influence 

of training data for each step in the workflow. Overall, this has resulted in one of the first 

open-source retrosynthetic planning tools and can be used to predict synthetic routes to any 

compound of interest.  

- Chapter 4: “Ring Breaker”: Neural Network Driven Synthesis Prediction of the Ring 

System Chemical Space, tackles the issue of predicting the formation of ring systems. 

These currently pose a bottleneck for CASP approaches. The development of domain 

specific models to target chemical motifs, and a switch to multi-label approaches for 

retrosynthetic prediction is outlined as applied to ring systems. This improvement allows 

for faster model training and improved scalability. Strategies to improve multi-step 

retrosynthetic prediction are demonstrated, and the model has been deployed for interactive 

use. 

- Chapter 5: Retrosynthetic accessibility score (RAscore) – rapid machine learned 

synthesizability classification from AI driven retrosynthetic planning, confronts the 

issue of the scalability of the prediction of full retrosynthetic pathways. The computation 

of retrosynthetic pathways can be rate limiting owing to the computational expense that is 

incurred. This is not always required, as in the case of screening large datasets of molecules. 

Thus, this chapter describes a proxy model, framing the estimation of synthetic 
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accessibility as a binary classification task. To this end an automatic machine learning 

framework is introduced enabling more efficient model building. Where existing synthetic 

accessibility scores fail to separate compounds that are predicted as synthesisable by 

CASP, this chapter outlines the assessment of several machine learning classifiers using a 

metric called average linkage. The established score computes at least 4,500 times faster 

than full retrosynthetic prediction, enabling the screening of large virtual libraries. 

- Chapter 6: Linking Navigation of Chemical Libraries to Synthetic Route Prediction 

using Browser Based Visualisation Tools, aims to provide one tool for synthetic chemists 

combining compound data, visualisation, and synthetic route predictions to aid in the 

prioritisation of molecules. A molecule cannot be thought of on its own with disregard for 

its properties, or its synthesis. However, at present different tools are used to provide 

insight into a given molecule to aid decision making. This complicates matters by enforcing 

a high barrier of entry for the required information. This chapter establishes methods for 

consolidating molecular descriptors with synthetic route information in an interactive 

visualisation. I demonstrate use cases for the prioritisation of molecules as applied to GDB 

subsets. Additionally, I show how such tools can be used to test hypothesis relating to 

CASP tools to identify current bottlenecks and obtain feedback from chemists.  

- Chapter 7:Conclusion and Outlook, concludes the thesis by summarising the 

contributions made, and outlines challenges and opportunities that remain in the field. 
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2 Introduction 
Herein, I introduce a range of topics that are of relevance to the chapters contained within this 

thesis. I start by introducing the topic of artificial intelligence in chemistry, and the factors that are 

important to its integration within the chemical community. This is followed by an introduction to 

representations of chemical data that are used throughout the subsequent chapters. Having covered 

some of the common data representations used, I go onto introduce chemical datasets, starting with 

an introduction to chemical space. While chemical space refers to individual molecular entities, 

these must be first be synthesized. In this thesis I investigate a computational approach to the 

synthesis of chemical compounds, thus I introduce chemical reaction data as a separate topic. I 

provide a brief history of reaction data as well as outlining the available datasets and limitations 

with each, which we discuss in more detail in chapter 3. With an understanding of the role of 

artificial intelligence in chemistry, how data is represented, and molecular and reaction data, I 

introduce the topic of computer aided synthesis planning, the subject of the chapters in this thesis. 

I introduce the history of synthesis planning technologies and how they have developed to the 

present day and highlight the introduction of deep learning to the field. Finally, I bring the chapter 

together by illustrating an overview of how computer aided synthesis planning systems are built 

to enable the reader to understand the context of each of the subsequent developments. 
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2.1 Artificial Intelligence in Chemistry 

Parts of this section have been reproduced from the following article with permission from the 

Royal Society of Chemistry. 

A. Thakkar, S. Johansson, K. Jorner, D. Buttar, J.-L. Reymond, O. Engkvist, 

Artificial intelligence and automation in computer aided synthesis planning. 

React. Chem. Eng. 2021, 6, 27–51. DOI: 10.1039/D0RE00340A 

The use of artificial intelligence (AI) and automation to augment drug discovery and development 

has been the subject of several reviews in recent years and promises to accelerate both discovery 

and development in an effort to deliver medicines to patients faster.1–3 The subject has once again 

gained popularity, with key drivers being the accessibility of improved methods, increased 

computational power, and larger datasets. Artificially intelligent systems have the potential to 

transform chemistry by conducting or assisting with tasks previously reserved for humans. In the 

brief history of the field, the definitions of what is deemed an ‘intelligent’ system have continued 

to change as technologies are outdated and new ones take their place.4–6 What once constituted 

artificial intelligence and automation no longer rouses interest among the chemical community as 

they have become routine tasks. For example, consider the collection of NMR spectra – a chemist 

is now able to submit samples for NMR analysis and await the result, with the machine carrying 

out automated sampling, recording of the spectra, and subsequent processing of the raw free 

induction decay data. This has recently been extended to the assignment of NMR spectra.7 As can 

be seen, these technologies have now become deeply embedded into chemical workflows and 

augment the ability of the chemists using them, allowing them to focus their time on analysis and 

the design of future experiments. Computer aided synthesis planning (CASP), the topic of this 

thesis, has not yet reached the stage where it is an integral part of a chemist's workflow, but there 

has been much discussion about how best to integrate it, at which stage, what to expect, and what 

it will deliver.1 This ongoing debate signifies the beginning of a period of development by which 

members of several distinct research communities, ranging from biology, chemistry, mathematics, 

physics, robotics, and computer science must come together to build ‘intelligent’ and automated 

solutions that work for the chemist. 

Over the last 60 years, artificial intelligence has been used as a tool to find solutions to a plethora 

of chemical problems, from de novo design of compounds,8 and the reactions required to make 

them,9 to bioactivity prediction,10 and safety assessment.11 However, despite attempts to create 

platforms for CASP, none have experienced widespread adoption, with the exception of chemical 

search engines such as Reaxys and SciFinder. There are of course reasons other than their potential 

limitations and performance that contributed to lack of adoption during the early years, for instance 

the accessibility of computers, the internet, and barriers to entry in the form of steep learning 

curves. However, in the last few years, the tools have become more accessible, which in the context 

https://doi.org/10.1039/D0RE00340A
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of the time taken for development of the underlying mathematical frameworks, is a relatively short 

period of time. Furthermore, there is a behavioral element that has limited adoption which is well-

summarized by the late Carl Djerassi:12 

“Symbolic manipulations by computers are in principle important in two areas 

of chemistry – synthesis and structure elucidation. It is the former where the 

use of computers has not been widely accepted because of the fear that 

thinking man will simply be reduced to an appendage to a machine. The 

synthetic chemist wishes to be both architect and building contractor – the 

former function being the intellectually and aesthetically more pleasing one – 

and it is precisely this architectural role that the computer is perceived 

partially to usurp”. 

These behavioral aspects toward adoption have been discussed by Griffen et al. and provide a view 

of the problems the community and companies face, and have faced regarding the adoption of 

computational tools.13 At present, however, AI and automation cannot carry out the actions or 

higher-level reasoning required to run discovery and development cycles autonomously. Whilst 

technical improvements have been made toward this end, the behavioral aspect should not be 

overlooked. 

As such, I believe that – in their current and future state – the algorithms presented henceforth, 

should be viewed as augmenting the ability of a human chemist to arrive at the desired solution. 

Thereby, they will act as tools to inspire and inform the decision maker rather than to replace or 

fully automate the design, make, analyze, and test (DMTA) cycle. In this regard the goal for the 

computational tools outlined herein is to improve the productivity of chemists, especially with 

regards to well-established practices, thus allowing more time to focus on novel or more difficult 

chemistries. 

Whilst fully automated chemistry is one goal towards which AI and automation is being developed, 

this should be with the end goal of facilitating the work of a wet-lab chemist, rather than with the 

aim of replacing lab-based chemists. I emphasize that synthetic chemistry is not necessarily the 

bottle neck in drug discovery and is only one contributing factor in the process. Bender has 

discussed this in more detail with a view on efficacy and safety in drug development,14 and there 

are several ongoing works in the clinical phase to improve the whole process.15,16 Nevertheless, to 

facilitate development in any of the highlighted areas, an interdisciplinary approach bringing 

together experts from different fields is required. In addition, emphasis should be placed on ease 

of use and accessibility of the tools that are developed. Successful approaches may be 

characterized as those with a shallow learning curve for the experimentalist, a rich data source for 

the theoretician or data scientist, and tight-knit integration throughout the community from 

discovery to development. The approach should also be scalable, adaptable, reliable, and most 

importantly, meet the needs of the end user. 
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2.2 Chemical Data Representation and Formats 

Parts of this section have been adapted from the following article where appropriate based on the 

contributed material. 

L. David, A. Thakkar, R. Mercado, O. Engkvist, Molecular representations in 

AI-driven drug discovery: a review and practical guide. J. Cheminform. 2020, 

12, 56. DOI: 10.1186/s13321-020-00460-5 

A reaction is often represented graphically with the reactants written to the left of a reaction 

arrow, and a set of resulting products written to the right of the arrow. The conditions under which 

the transformation occurs are written above or below the arrow, including information such as 

reagents, catalysts, solvents, temperature, and so forth. The graphical illustrations of reaction 

schemes often found in publications are, however, not easily machine-readable. Therefore, there 

exist a series of reaction data exchange formats that enable reactions to be represented in a 

machine-readable format. There is no inherent requirement for one format or another, as this is 

dependent on the application, toolkit, or software package used. Commonly used formats include 

the RXN and RD files, as well as several XML based file formats.17,18 

2.2.1.1 SMILES, SMARTS, Reaction SMILES and SMIRKS 

The Simplified Molecular Input Line Entry System, more commonly referred to as SMILES was 

developed by Weininger et al. in 1988 to represent molecular structures.19 Since its inception it 

has grown to become one of the most widely used linear notations, and has been incorporated into 

several commonly used cheminformatics toolkits. SMILES are a non-unique and unambiguous 

representation obtained by traversing the molecular graph in the direction of node ordering. In the 

case of RDKit the graph traversal algorithm used is depth-first search,20 thus depending on the 

toolkit used, the graph traversal algorithm and node ordering may differ, therefore leading to 

several representations for the same molecule. In an effort to create a unique representation, 

different canonicalization methods have been proposed, however they may not be identical across 

toolkits.21–23 A further modification to the specification of SMILES, so called isomeric SMILES 

was later introduced enabling the encoding of configurations around double bonds (Z or E isomers) 

using the '\' and '/' symbols, and configuration around tetrahedral centers through the use of the '@' 

and '@@' symbols. However, the specification of organometallic compounds and ionic salts often 

used in the reagents of reactions are often poorly supported as the parent species cannot be easily 

identified. To overcome this issue ChemAxon Extended SMILES (CXSMILES) were proposed 

that store special features, one of which is fragment grouping enabling grouping of ions and salts 

to their parent species.24 

The SMILES format used for describing molecules has been extended to so-called Reaction 

SMILES by Daylight Chemical Information Systems.25 Each molecule in the reactants, agents, 
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and products is represented by a SMILES string, and disconnected structures are separated by a 

period ('.'); this includes the individual molecules, ions and ligands, which are listed in an arbitrary 

manner. Reactants, agents, and products are separated by either the ‘>’ or ‘≫’ symbol (the latter 

used when agents are not given). Atom-mappings (i.e. mappings of atoms in the reactants to their 

equivalent atoms in the products) can be stored in Reaction SMILES as a non-negative integer 

following the character ‘:’ within an atom expression. Atom mappings do not apply to agents. 

Furthermore, the storage of additional textual information such as the reaction center (i.e. the atom 

and bonds that change during a transformation) or reaction conditions is not supported. 

Nonetheless, formats such as the RXN and RD file formats, especially the latter, can store this 

additional metadata, as can other file formats or databases. 

The SMILES Arbitrary Target Specification (SMARTS) is an extension of SMILES enabling 

substructure searching and specification.26 In addition to the SMILES specification which encodes 

the underlying molecular graph, the symbols available in SMARTS allow the encoding of patterns, 

thus a more general specification of the molecular graph. In analogy to computer science the 

SMARTS pattern can be likened to a regular expression and allows some of the same operations. 

These operations include the specification of logical operators such as "OR", "AND" and "NOT", 

as well as wild cards. In contrast to SMILES, SMARTS additionally enable generalization of bond 

types as well as isotopes. These additional features enable specification of detailed atom 

environments within a molecule, thus enable substructure search in databases. While it is true that 

all SMILES can be valid SMARTS, as SMARTS inherit language features from SMILES, the 

reverse does not hold true. 

SMIRKS belong to the same family as SMILES and SMARTS. Where SMARTS describe 

molecular patterns or substructures generically, SMIRKS patterns can be used to define generic 

reaction transformations. They can be used to describe the reaction center, to enumerate virtual 

libraries, and to form the knowledge base for reaction and retrosynthetic prediction systems. If one 

considers that a reaction is a set of atoms and bonds that change during a reaction and the reactant 

or substrate upon which that change occurs, then SMIRKS must encode the same set of atoms and 

bonds that change during the reaction, and the site at which that change occurs in the substrate as 

specified by a SMARTS pattern. The SMARTS pattern is used to specify both the site at which 

the atom and bond changes occur, and to capture any indirect effects that may influence the 

reaction. The atomic expressions must be defined such that (a) for any part of a molecule that is to 

be considered in a generic transformation for which the bonding does not change, SMARTS are 

to be used, and (b) in cases where bonds change, SMILES are to be used. In this sense, SMIRKS 

is a hybrid approach between SMILES and SMARTS. There are some rules that must be followed 

to ensure that SMIRKS patterns can be applied. The two sides of the transformation, the reactant(s) 

and product(s), must contain the same number of mapped atoms, and they must correspond on 

either side of the reaction. Additionally, any explicit hydrogens must appear explicitly on either 

side of the reaction and have corresponding atom mapping numbers. SMIRKS are converted into 
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a reaction graph for their subsequent use. The reaction SMILES and corresponding SMIRKS are 

shown in Figure 1. 

 

Figure 1: A selection of representations for a simple esterification reaction. The atom mapped reaction is shown in the top left as 

a structural diagram. The atom maps are consistent between reactant and product as shown. The atom maps in the SMIRKS do not 

correspond to the atom maps in the full reaction. Rather, they are used to keep track of the atoms within the SMIRKS. The condensed 

reaction graph and corresponding signature was generated using CGRtools.27 

2.2.1.2 InChI, InChIKey, and RInChI 

InChI were introduced in 2006 by NIST, and are composed of multiple layers.28 The layers encode 

different parts of the molecular graph, for instance the main layer encodes the chemical formula, 

atom connections, and hydrogen atoms and their corresponding connections. Charge, 

stereochemistry, and isotopic information are also encoded in a series of sublayers. In contrast to 

SMILES all InChI are a unique representation, and can be hashed to form the InChIKey, although 

hash collisions may occur when more than one InChI produces the same hash.29 

An extension of the InChI, RInChI,30,31 was developed between 2008 and 2018 and introduced a 

unique, order invariant identifier for reactions. It was developed in response to the growing size of 

reaction data to aid reproducibility, to consider more information than just the participating 

molecules, and to provide enough information such that practically identical reactions would be 

represented the same way. RInChI grammar, however, is relatively more complicated than that of 

Reaction SMILES. 

RInChIs use InChIs to describe each molecule. Where InChIs cannot be generated for a molecule, 

the RInChI tracks the number of “structureless” entities that are present in each of the reactants, 

agents, and products. In addition to specifying each molecule and reaction role, the RInChI must 
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include information about equilibrium, unbalanced, or multi-step reactions. The RInChI employs 

a layering system, whereby each layer can describe a different aspect of the chemical reaction. 

Solvents and catalysts may be accounted for in a similar manner as in Reaction SMILES; however, 

RInChIs additionally allow for the direction of the reaction to be described. This is particularly 

useful, as different labs may conduct the same reaction under slightly different conditions, 

potentially reaching different conclusions about the direction of the reaction. The RInChI 

generated in this case would be the same, except for the direction flag. This aids in the 

identification of reactions that are in practical terms identical. 

A proposed further extension to RInChI, ProcAuxInfo, enables the storage of metadata relating to 

yields, temperature, concentration, and other reaction conditions.32 RInChI offers an alternative to 

Reaction SMILES that enables the identification of duplicate reactions, as the order in which 

molecules are listed in Reaction SMILES is arbitrary. Hashing the RInChI to yield the RInChI key 

provides a powerful tool for efficiently indexing and searching reaction data.30,32 However, there 

is no SMARTS or SMIRKS equivalent for RInChI, limiting its use in substructure searching and 

in encoding generic chemical transformations. The RInChI and corresponding keys are shown in 

Figure 1. 

2.2.1.3 Condensed graph of reaction (CGR) 

Varnek and co-workers have developed the CGR approach,33 whereby molecular structures are 

encoded in a matrix containing the occurrence of fragments of a given type. The CGR is a 

superposition of the reactant and product molecules, and additionally defines what atoms and 

bonds have changed as well as their properties. This builds on the description of organic reactions 

using imaginary transition states as described by Fujita.34 In analogy to SMIRKS, the CGR can be 

used to describe a reaction transformation. An example CGR is shown in Figure 1. 

With the renewed interest in chemical reactions within cheminformatics in recent years, Varnek 

and co-workers have developed an open source toolkit enabling the wider use of CGR.27 

2.2.1.4 Extended Connectivity Fingerprints (ECFP) 

While there are a multitude of fingerprinting methods available, they broadly fall into four distinct 

categories: circular (also known as radial), atom-pair, descriptor/property based, and more recently 

learned fingerprints from deep neural networks. In this thesis the ECFP variant is frequently used, 

so will be covered briefly. Fingerprints are a numerical representation of a molecule and take the 

form of an n-dimensional vector. The calculation of the vector is dependent on the type of 

fingerprint used, and in the case of the ECFP variant is computed by the Morgan algorithm.23,35  

The ECFP is computed by iterating around the atoms in the molecule as defined by the Morgan 

algorithm. At each atom the environment within a predefined radius is considered, commonly a 

radius of two or three is used. A tuple of the resulting substructure is extracted considering the 

element, number of heavy atom neighbors, number of hydrogens, charge, isotope, whether the 

atom is in a ring, and a variety of other chemical features. The resulting circular substructures are 
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then hashed and converted into an integer value which acts as an identifier. The identifiers define 

the ECFP and can be used in two different ways. First an ECFP can be considered as an ordered 

list of hash keys or identifiers, where each identifier corresponds to a substructure, or circular 

environment as computed by the Morgan algorithm, where the list is sorted in ascending order. 

The identifiers constitute a virtual bit string, where each bit corresponds to the presence or absence 

of the substructure in a molecule. Instead of encoding the presence or absence of the substructure, 

one may also consider the frequency by which the substructure occurs, known as the frequency 

counted ECFP (EFCF). The second way of computing the ECFP is by converting the virtual bit 

string into a fixed length vector in a process known as "folding", commonly to 1024 bits. This 

simplifies subsequent computations and is easier to store on disk owing to its lower memory 

requirements, however the "folding" operation can induce bit collisions as two or more circular 

environments may be represented by the same bit. Therefore, information regarding the topology 

of the molecule may be lost in the process.35 

2.3 Chemical Space 

The chemical space is a mathematical construct in cheminformatics which refers to the property 

space spanned by all possible chemical compounds. The compounds are defined by the number, 

type, topological connectivity, and spatial orientation of the constituent atoms. By one estimate 

the "drug-like" chemical space obeying Lipinksi's rule-of-five for oral bioactivity is 1060 

molecules.36,37 However, with the introduction of new modalities outside the Lipinksi domain, 

such as oligonucleotides, hybrids, molecular conjugates, as well as new use of small molecules for 

instance proteolysis targeting chimeras (PROTACS), the "drug-like" chemical space is likely 

underestimated.38 A recent study has found that of the 94 million entries in the PubChem database, 

7 million break at least one of four Lipinski constraints for oral bioavailability.39 Whilst the beyond 

Lipinski space is one interest of the Reymond group, of relevance to this thesis is the "chemical 

space project", which asks the question: how many molecules are possible in total? 

To answer the question, the group has focused on the enumeration of all possible molecules up to 

a given size, made up of the elements C, N, O, S, and the halogens. The molecules are enumerated 

starting from mathematical graphs produced by the GENG program.40 Graphs suited towards 

building saturated hydrocarbons were selected accounting for ring strain and topology. 

Unsaturations were then introduced following rules for valency, aromaticity, and ring strain. The 

resulting skeletal structures where then modified by replacement of N, O, S and the halogens for 

C atoms in the structures, taking into account functional group stability. This enumeration process 

has resulted in the databases GDB11,41,42 GDB13,43 and the largest generated database to date has 

been GDB17, consisting of 166.4 billion molecules up to 17 heavy atoms (Table 1).44,45 The 

realisation of GDB20 is currently underway.  
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Table 1: Outlines of some of the available databases to demonstrate the relative size of the GDB databases in comparison to 

databases of known compounds and the virtual or enumerated space obtained by other means. It can be seen from the table that 

the largest database GDB17 is at least 8 times the size of the Enamine REAL space considered to be synthetically achievable, and 

even greater than the known space as shown by Reaxys, CAS, and PubChem. For a more extensive list readers are referred to a 

list by Coley et. Al.46  

Database Size Description 

GDB-1141,42 26 M Enumerated drug-like organic molecules up to 11 heavy atoms 

(C, N, O, F) 

GDB-1343 970 M Enumerated drug-like organic molecules up to 11 heavy atoms 

(C, N, O, F) 

GDB-1744,45 165 B Enumerated drug-like organic molecules up to 11 heavy atoms 

(C, N, O, F) 

FDB-1747 10 M Uniformly sampled selection of GDB-17 containing fragment-

like molecules. 

GDBChEMBL48 10 M Uniformly sampled selection of GDB-17 containing ChEMBL-

like molecules as computed by the ChEMBL likeness score. 

GDBMedChem49 10 M Uniformly sampled selection of GDB-17 filtering for medicinal 

chemistry like compounds. 

   

PubChem50  111 M Known compounds and experimental properties with bioassays 

ChEMBL51  2.1 M Known compounds and measured bioactivity  

CAS52  188 M Compounds registered with the chemical abstracts service, and 

measured bioactivity  

Reaxys53  148 M Compounds obtained from literature and bioactivity data 

    

Enamine REAL54  20 B Enumerated synthetically accessible structures from known 

building blocks 

SAVI55  1.5 B Enumerated synthetically accessible structures from known 

building blocks 

 

Other approaches for the enumeration of chemical space have also been examined. Genetic 

algorithms such as SPROUT were previously investigated,56 and have once again gained traction 

as deep learning based methods have started to arise.57 Following the combinatorial chemistry era, 

several approaches emerged assembling molecules from a set of known building blocks using 

coupling reactions.58,59 This led to the advent of large virtual collections such as the Pfizer Global 

Virtual Library,60 Enamine REAL,54 and SAVI.55  

More recently, deep learning approaches using techniques derived from natural language 

processing (NLP) have been able to generate compound libraries.8,61,62 In one approach the 68.9 

% of the GDB13 database was able to be reproduced by training on 1 million structures 

corresponding to 0.1 % of the database.63 In this sense, the model can be viewed as a compression 

of the virtually accessible space negating the need to store on disk. Furthermore, techniques such 

as particle swarm optimization have been employed to traverse the latent space (mathematical 

representation learned by the model) to generate only molecules with the desired properties.64,65 
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Other types of models combining generation and synthetic accessibility have also been 

investigated, similarly to the combinatorial approaches that were previously used. However instead 

of coupling the fragments together by known rules, deep learning approaches estimate the 

probability that a synthetic step will work, or generate a set of reactants on the fly to build up the 

target molecule.66,67  

Given that the size of the chemical space is so large, one needs to ask the question as to how to 

filter the space and understand its contents. To this end several techniques have been developed 

that are categorically known as "virtual screening" (VS).68–73 In addition to VS, visualization 

techniques, primarily using dimensionality reduction have been employed as a means of 

exploratory data analysis.74–80 These include techniques such as the widely used principal 

component analysis (PCA),81,82 t-distributed stochastic neighbor embedding (t-SNE),83 uniform 

manifold approximation and projection (UMAP),84 self-organising maps (SOM),85 generative 

topographic maps (GTM),86 and more recently developed in our group the tree map (TMAP).87 I 

use the TMAP in chapter 6 as an interface to link chemical library visualization to synthesis 

prediction. 

 

2.4 Chemical Reaction Data 

Parts of this section have been reproduced from the following article according to the rights and 

permissions outlined by Elsevier. 

S. Johansson, A. Thakkar, T. Kogej, E. Bjerrum, S. Genheden, T. Bastys, C. 

Kannas, A. Schliep, H. Chen, O. Engkvist, AI-assisted synthesis prediction. 

Drug Discov. Today Technol. 2019, 32–33, 65–72. DOI: 

10.1016/j.ddtec.2020.06.002 

Whether through physics based or statistical modelling, a dataset is required that can be parsed by 

a computer. To this end, journals and publishing houses have made their datasets available under 

licensing agreements in computer readable format, by means of text mining and manual data entry. 

These include texts such as ‘Beilstein’s Handbook of Organic Chemistry’ later known as the 

Beilstein database,88 and now distributed by Elsevier under the name of Reaxys which contains 

over 57 million reactions as of 2021.53 The size of Reaxys is continuously growing, and as of 2019, 

Elsevier and the University of Melbourne, Australia initiated a project called ChEMU to develop 

natural language processing-based (NLP) models in order to text mine patent literature.89 The 

Chemical Abstracts Service (CAS), on the other hand, cover approximately 140 million reactions 

from 1840 to the present day, and thus is the largest provider of reaction data.52 Smaller datasets 

include SPRESI by InfoChem containing 4.6 million reactions between 1974–2014,90 and 

Pistachio by NextMove Software containing patent data up to the present day with 9.2 million 
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reactions and growing.91 A smaller subset of the patent data containing 3.3 million reactions 

between 1976–2016 extracted by Lowe, is the only publicly available dataset of reactions in 

current use.92,93 The Lowe patent dataset is most commonly known as USPTO, from which various 

subsets have been created for training and benchmarking predictive models, such as the USPTO 

50K. 

Whilst the above datasets contain reactant/product structures, reaction conditions 

(solvent/catalyst/reagent) and yield information, the data is not always consistent and does not 

contain negative data. The often lack of annotation, both in public and commercial datasets, is a 

hinderance to the wider applicability of synthetic planning algorithms and their generalizability. 

This is compounded by the prevalence of bias towards specific reaction types, and literature 

reporting of only positive data.94,95 The lack of negative examples is arguably more important in 

forward synthetic planning tasks, especially concerning regio- and chemo-selectivity. To 

overcome these inconsistencies, there has been a drive towards the formation of an open access 

reaction database, bringing together stakeholders from industry and academia to support efforts 

related to synthesis prediction and experimental design.96 Both Merck and Pfizer have already 

published HTE data to be included, and efforts to generate more consistent data are underway in 

the wider community.97,97,98 Cronin and co-workers have published the chemical descriptive 

language (XDL), which sets out experimental procedures for use on robotic systems.99 Similarly, 

IBM published a method using NLP to extract experimental procedures from patents and the 

scientific literature to create a structured automation friendly format.100 These schemas are hoped 

to aid reproducibility, and in the acquisition of more consistent data for use subsequent modelling 

tasks. Additionally, the Pistoia Alliance has partnered with Elsevier in order to define a unified 

data model (UDM) for the exchange of reaction information.101 

 

2.5 Chemical Synthesis and Computer Aided Synthesis Planning 

Parts of this section have been reproduced from the following article with permission from the 

Royal Society of Chemistry. 

A. Thakkar, S. Johansson, K. Jorner, D. Buttar, J.-L. Reymond, O. Engkvist, 

Artificial intelligence and automation in computer aided synthesis planning. 

React. Chem. Eng. 2021, 6, 27–51. DOI: 10.1039/D0RE00340A 

To begin our foray into CASP I first define it as encompassing, but not limited to: (1) retrosynthetic 

analysis, the task of breaking a given compound down into simpler precursors; (2) reaction 

prediction, the task of predicting the product of a reaction given a set of precursors; (3) reaction 

condition prediction, the task of predicting a set of conditions (e.g. catalyst, temperature, solvent) 

under which a given reaction takes place; (4) reaction optimization, improving a pre-defined 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/regioselectivity
https://doi.org/10.1039/D0RE00340A
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objective such as yield or purge of impurities by adjusting the conditions under which the reaction 

is carried out (Figure 2). I do not refer to reaction discovery as being part of CASP, as the definition 

of a new reaction is not well defined. For instance, a novel reaction could be thought of as a new 

set of conditions for a known transformation, consider coupling reactions for example, for which 

there are a plethora of catalysts demanding specific substrate choices or reactions which are 

mechanistically different. Another crucial aspect of chemical synthesis is the role artificial 

intelligence can play in optimizing isolation and purification techniques; this has also been omitted 

in the following discussions. All the highlighted tasks come together to form a system capable of 

predicting and optimizing synthetic pathways to target molecules. As such, CASP tools have many 

possible areas of application within drug discovery and development, as well as in parallel 

functions in the agrochemicals and specialty chemicals industries. 

 

Figure 2: An efficient synthesis to tecovirimat annotated to exemplify potential application of CASP tools. There are several 

questions that CASP may be able to help answer using a mixture of statistical and physics-based modelling from available datasets 

and from first principles. Models built with the aim of answering the questions outline in the figure, have the potential to augment 

the ability of the bench chemist. 

 

2.5.1 A Brief History of Computer Aided Synthesis Planning 
Synthesis planning is the task of how to make molecules. When planning the synthesis of a 

molecule, we know the structure, and given this we want to know the steps required to obtain the 

structure through experiment. Whilst the molecule is made up of atoms, in the vast majority of 

cases the final molecule is pieced together from constituent smaller molecules. The problem then 

becomes which of the smaller molecules does one choose, and how should they be chosen? 
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Robert Robinson was one of the first to think about the subject, as shown in the synthesis of 

tropinone in 1917, where the concept of an "imaginary hydrolysis" was proposed.102 Decades later 

E. J. Corey picked up on the idea, in one of the first attempts at digitising organic chemistry and 

CASP in an approach known as Logic and Heuristics Applied to Synthetic Analysis (LHASA).103–

106 While LHASA no longer survives it built the foundation for future attempts at codifying organic 

synthesis, and formed the framework for thinking about planning organic synthesis known as 

retrosynthesis or the disconnection approach as used today.107 The steps outlined in LHASA and 

the disconnection approaches can be summarised as: 1) Recognition of functional groups in the 

target molecule, 2) Identification of known reactions acting on the functional groups as 

disconnection sites, 3) Repeating the process on the constituents as necessary to find available 

starting materials, 4) Determination of reagents and conditions to realise each disconnection, and 

5) Realise the plan in the laboratory and modify according to experimental results. 

In the 1960s Corey and co-workers attempted to codify and organize the rules of organic 

chemistry via a language called PATRAN (PAttern TRANslator), and while the language did not 

extend beyond LHASA, it inspired the codification that is still in use today.103,104,106 The language 

was used in the original LHASA approach to planning synthetic routes which proposed that the 

codified rules could be used as a chemical knowledge base encoding the disconnection and 

possible functional group incompatibilities. Building on the initial LHASA approach in 1973, 

Wipke determined that a topological description of molecular structure was not sufficient for a 

complete representation of chemistry; rather he proposed that one should take into account the 

spatial arrangement of atoms, thus stereochemistry. The proposal was incorporated into a program 

called Simulation and Evaluation of Chemical Synthesis (SECS), and used a connection-table 

based language called ALCHEM to encode stereochemical requirements and selection rules of 

reactions.108 During the same period, SYNCHEM was being investigated by Gelernter and co-

workers.109 SYNCHEM was later abandoned in favor of SYNCHEM2 owing to stereochemistry 

considerations in line with the SECS approach. The program used Wiswesser line notation (WLN) 

to represent molecules,110 although matrix like representations were also accepted. A heuristics 

driven search for multi-step synthetic routes was then conducted by identifying functional groups 

in the molecule, applying heuristics categorised based on their applicability to the functional group, 

and repetition of the procedure for each precursor molecule generated until a set of pre-defined 

building blocks was reached. 109 Variations of this procedure are the foundations of synthetic route 

planning tools today, and follow the steps highlighted by the disconnection approach mentioned 

earlier. 

EROS was another such example of a pioneering synthesis planning system by the Gasteiger 

group. Reactions were encoded to represent electron shifts, in likeness to the curly arrows drawn 

by chemists to represent reaction mechanisms.111–113 The mechanistic view of reactions lent itself 

well to reaction prediction and was later complemented by the workbench of organic synthesis 

(WODCA) which dealt with the task of finding appropriate precursor molecules and starting 

materials for the target structure.114 In another approach named CAMEO, Jorgensen formalised 
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the task of reaction prediction and retrosynthesis by examining estimated reactivity parameters 

covering a wide scope of reactions without relying on predefined heuristics for bond 

rearrangement.115 A key benefit of predicting from calculated reactivity parameters was that a 

wider albeit more fuzzy coverage of organic chemistry was now possible as it overcame the pre-

specified precedents used by the EROS system.116 Other formalisations based on bond-electron 

matrices using the Dugndji-Ugi model were also investigated, and applied to reaction classification 

and reaction network generation as implemented in to programs called IGOR and RAIN, which 

assisted in the identification of new reactions, reagents, and reaction mechanisms.117–120 In addition 

the 1990's marked a transition to knowledge base-guided systems derived from reaction databases, 

of which a key example is the system for organic reaction prediction by heuristic approach 

(SOPHIA).121 

Stemming from the aforementioned CASP approaches, three main paradigms for CASP have 

emerged. The first paradigm compromises synthesis planning systems based on encoding 

heuristics according to the disconnection approach or similar principles as outlined previously, and 

a second paradigm of data driven CASP, which creates a model of chemical reactivity from a 

reaction dataset consisting of reactions that have been performed in the laboratory. The third 

paradigm may be categorised as symbolic artificial intelligence, which is a combination of the first 

two paradigms. The combined outcome is a system that extracts heuristics from reaction datasets 

and learns how they should be applied in a data-driven manner, which will be the focus of this 

thesis. 

As a leeway into data driven CASP, one of the most popularized approaches in recent years has 

come from the Grzybowski group, in the form of a program called Synthia (formerly Chematica). 

The team has curated a list of over 100,000 organic reaction rules which took over 10 years of 

hand coding by expert chemists for incorporation into Synthia.122 The encoding of reaction rules 

is still ongoing as new chemistry is being discovered and older rules are refined. The approach has 

been validated in the laboratory on medicinally relevant targets.123 In addition to the transforms, 

functional group compatibilities and conditions under which the transformations where applicable 

where also encoded. While the approach is inspired from the earlier LHASA efforts, Synthia 

distinguishes itself in the number of rules that were encoded, and the modern computational efforts 

that could be applied.124 These include accounting for stereoselectivity through encoding 

stereochemistry information into heuristics, evaluation of the correctness of a prediction using 

machine-learning based molecular mechanics and quantum mechanics routines, examination of 

side reactions, scoring the manually encoded heuristics, improved search algorithms combining a 

broad and deep search, strategies to reach less reactive precursors, navigation around reactivity 

conflicts, and the ability to perform two different reactions simultaneously.125–128 What started out 

as a heuristics based approach, now combines modern machine learning, network analysis, 

theoretical chemistry, and computer science algorithms to create a powerful tool for synthesis 

planning. However, one of the bottlenecks of the Synthia approach is the need to encode rules 

manually. To overcome the manual encoding process we will now examine the different 
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approaches to data-driven CASP and the reader is referred to reviews for further information 

regarding the historical developments of the field.116,122,129–131 

 

2.5.2 Deep Learning in Computer Aided Synthesis Planning 
There are two predominant approaches to data-driven CASP: 1) rule or template-based approaches 

(heuristics), whether machine extracted or human-curated and 2) rule or template-free approaches 

(non-heuristic). These extremes lie on a continuous spectrum, with some studies combing the two. 

The main approaches used will be defined and outlined briefly below. 

2.5.2.1 Rule/template-based methods – Symbolic AI 

Given the extent of the task, and the growing size of the chemical literature, another approach to 

encoding reaction rules was to automatically extract them from reaction SMILES in the form of 

SMIRKS patterns.132–135 These approaches may be faster but have been the subject of much debate 

concerning the accuracy with which they represent reactions and is discussed comprehensively by 

Molga et al.124 Our recent study comparing a variety of proprietary and public databases found 

that approximately 2% of templates were common between the datasets (chapter 3).136 Whilst 

these are not necessarily different reactions, different structural variants are captured that 

artificially inflate the size of the rule set. To account for this Baylon et al. take a two-step approach. 

They first predict the reaction class or group, and subsequently a rule within the group which is 

used to enumerate the reactants from the given product.137 

Reaction rules or transformations are primarily used by expert system approaches to 

CASP,106,115,121,122,132,133 or more recently neural network classifiers for both the retrosynthesis and 

reaction prediction tasks.9,138,139 Neural network based systems are significantly faster than their 

predecessors such as the retrosynthesis tool ICSYNTH for finding full retrosynthetic 

pathways.133 However, because of the number of variables that must be accounted for when 

benchmarking one tool against another, including but not limited to: the reaction data underlying 

the tool, the scoring functions used, the availability of building blocks, and the implementation of 

the search algorithm, it is not immediately clear where one method is better than another. Rather 

each tool has the potential to excel in specific areas depending on the developers and end users’ 

priorities. 

Segler and Waller use a neural network trained to predict which rule to apply in the retrosynthetic 

direction for a given compound from hundreds of thousands of possible rules.135 The network is 

employed as a ‘policy’ to enumerate potential synthetic routes represented as a tree to which 

Monte-Carlo tree search is applied (MCTS).9 The methodology inspired from game AI has been 

used to predict moves in games such as Go and Chess, as well as stock market prices.140 The 

approach combines historical ideas in CASP with developments in deep learning, resulting in the 

prediction of synthetic routes in seconds. ASKCOS, developed by Coley and co-workers, takes 

inspiration from this approach for retrosynthetic route prediction, however they employ graph 
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neural networks for predicting chemical reactivity and a NN classifier for selecting reaction 

conditions including catalyst, solvent, reagent and temperature.134,138,141,142 Furthermore, the 

neural networks used for prioritization fail to account for infrequently used reactions. They 

therefore do not prioritize templates (reaction rules) that could be used in silico but have not been 

used in the underlying reaction dataset. For example, consider a Suzuki coupling that can be used 

to join two fragments together. If there are no examples of Suzuki couplings that have been used 

to join two fragments to form a ring, the model will be unable to predict such a reaction although 

it is possible. This has been partly addressed by domain specific modelling (chapter 4),143 and 

training NNs that account for template applicability.144,145 

Notably, after the availability of datasets, the encoding or representation of chemical 

transformations is a bottle neck in predictive modelling. However, rules offer the advantage that 

predictions may be traced back to the underlying data, which is a feature that the end user wants. 

2.5.2.2 Template free approaches – inspired by natural language processing (NLP) 

The treatment of chemistry as a language has been explored both as a means of understanding 

chemical space, and codifying reaction transformations.146–149 The various encoding strategies are 

covered comprehensively by Öztürk et al.150 In contrast to rule-based approaches which predict a 

set of products or reactants by applying a transformation, NLP inspired approaches learn the syntax 

of the reactants or products depending on the task to be solved, most commonly from reaction 

SMILES. The problem is framed as a translation task, translating the reactants to products or vice 

versa. In one approach reaction SMILES are tokenized to give a vocabulary, much like a sentence 

may be split into its constituent words. The tokens are one-hot encoded into an n-dimensional 

binary vector, where the presence of a token is signified by a 1, where n is the size of the 

vocabulary. The vectors are fed to a neural network which learns to predict the next character/token 

in the sequence given a set of products or reactants, thereby reconstructing the original reaction or 

predicting a new one. Whilst these methods have shown promising results and improvements in 

line with developments in NLP, from sequence–sequence to transformer architectures within 

computer science,151,152 they lack the link back to the original data. However, they are potentially 

more interpretable than rule-based methods owing to the advent of attention, which can highlight 

areas of the reaction on which the algorithm focuses. This was recently demonstrated by 

Schwaller et al., whereby they were able to show that the algorithm implicitly learns atom-atom 

mapping.153 Thus the model is able to learn which atoms are changing during a reaction. Bort et 

al. employed similar approaches using an autoencoder and generative topographic mapping to 

sample novel reactions from reaction space learnt by the model.154 

Baldi and coworkers have taken an alternate approach to reaction prediction based on mechanistic 

information. They use an existing expert system to label their dataset with the required mechanistic 

information, thereby overcoming problems with poor data availability and annotation. Having 

defined a molecular orbital (MO) based reaction unit to model reactions as flows of electrons from 

sources to sinks, they use a two-stage machine learning approach to rank reactions that correspond 

to the most productive for a set of reactants and conditions.155 Recently this has been expanded to 
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use NLP, specifically an architecture using long-short term memory (LSTM), which while less 

accurate includes more contextual information, and is able to predict reactive sites based solely on 

SMILES strings.156 

2.5.2.3 Graph neural networks 

Matrix representations of reactions were pioneered by Dugundji and Ugi, in the early 1970's where 

the reaction was described as an ‘R’ matrix, corresponding to the bond changes or changes of non-

bonded valence electrons.120 In this respect, the ‘R’ matrix can be considered to be like a rule or 

template representing the transformation taking place. Similar ideas have now been extended and 

applied for both the retrosynthesis and reaction/condition prediction tasks using graph 

convolutional neural networks.134,157 More recently Shi et al. have used a graph to graphs (G2G) 

framework for the retrosynthesis task.158 The first step is reaction center identification which is 

common among rule-based methodologies, however rather than enumerate sets of precursors given 

a rule, the product is first broken into synthons (hypothetical units resembling reactants, in analogy 

to the formulation by Corey et al.).105 The reactants are then generated via a series of graph 

transformations from the synthons, thus taking into account that one synthon may correspond to 

multiple reactants. The graph transformations only affect small localized parts of the 

reactant/product as recognized by Somnath et al. who postulate that the graph topology is largely 

unaltered during the course of a reaction.159 

2.5.2.4 Reaction networks 

Chemical reactions naturally lend themselves to representation as a graph or network, that is a set 

of vertices or nodes, molecules in this case, connected by directed edges, reactions. Typically, 

many studies concerned with route predictions deal with tree like structures, which can be 

considered sub-graphs of the overall reaction graph. However, several works have studied the 

statistics of reaction graphs at scale.122,160–162 Grzybowski et al. mapped the ‘Universe of Organic 

Chemistry’ and charted its evolution over time. In the process they identified a core set of organic 

compounds contributing to over 35% of known reactions.162 Furthermore, they frame the 

prediction of synthetic routes as a network optimization problem, whereby for a given set of 

products, they aim to find the set of substrates minimizing the cost. Similarly, Lapkin et al. use 

graph networks for the identification of strategic molecules in supply chains.161 They too have 

analyzed the statistics of the network of organic chemistry,160 and reach a consensus with the work 

of Grzybowski et al.162 Both found that on average six synthetic steps were required to synthesize 

any given compound from another in the network on average. 

Jacob and Lapkin additionally use a stochastic block model based on the network of organic 

chemistry to predict and discover new reaction pathways.163 Likewise, Segler and Waller identify 

complementary molecules in their graph. By doing so, they identify potential reaction partners for 

which the same reaction rules apply, thereby proposing reactions that appear to be novel.164 
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2.5.3 Building Systems for Computer Aided Synthesis Planning 

 

Figure 3: Schematic showing the different components required to build a complete computer aided synthesis planning system.  
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Systems for computer aided synthesis planning can be considered as modular (Figure 3). The key 

components required to build a complete synthesis planning system have not changed much during 

the history of the field (chapter 2.5.1). Where heuristics-based systems relied on manual encoding 

of reactions from publications and databases, modern data-driven systems can automatically 

extract patterns from reaction datasets. A variety of public and private reaction datasets are 

available as outlined in chapter 2.4. The reaction data must first be curated, and a data pre-

processing workflow created for this purpose. I outline methods for doing so in chapters 3 and 4. 

Once a so-called knowledge base has been curated its representation must be chosen depending on 

the downstream prediction task. In this thesis reactions are represented as reaction SMILES and 

templates as SMIRKS patterns as outlined in chapter 2.2.1.1. However, template-free models 

consider reaction SMILES, and network-based models consider reaction networks as highlighted 

in chapter 2.5.2. The representation chosen influences the choice of model for the prediction task. 

Thus, consideration must be given to the type of neural network to be trained, the task to be 

modelled, and which input and output representations are appropriate. 

For retrosynthesis, the neural networks are used to prioritize which reaction to use for a given 

product or intermediate compound. The type of network that can be used, can be chosen between 

those outlined in chapter 2.5.2, and the method by which reactants are generated differs. Template-

free models can generate a SMILES representation for the reactants through sampling of the neural 

network. Whereas, template-based models require an intermediary enumeration step, whereby a 

substructure match is required between product and template prior to enumeration of the reactant 

following the SMIRKS pattern. In both cases, the neural networks are sampled such the top N 

most likely predictions are used.  

Having chosen a model for prioritizing reactions at the single step level, a mechanism is need for 

conducting multi-step synthesis planning. This can be achieved by considering retrosynthesis as a 

search problem. Search problems are well known in computer science and game AI, having led to 

successes in games such as chess and Go.140 In this thesis I opt to use Monte-Carlo tree search, 

however other strategies are possible such as the A* search algorithm or simpler depth first or 

breadth first search algorithms. To aid the search algorithm a scoring scheme is required. Here I 

use the availability of commercially available precursors, however more complex scoring schemes 

based on reaction prediction, convergent and divergent synthesis schemes, or estimated cost can 

be used instead. Combining the neural network, a search strategy, and a scoring scheme enables 

the prediction of multi-step synthetic pathways. 

Finally, a method for validating synthetic pathways can be incorporated in the form of reaction 

prediction models. These can be used to score the likelihood of individual reaction steps, ascertain 

the conditions that could be used, predict the yield, or examine selectivity issues to name a few 

examples. These models can also be fed into a route scoring scheme to aid the search strategy 

according to a user’s preferences. However, consideration must be taken when applying reaction 

prediction models to the outcome of retrosynthesis prediction as the models may not share the 

same applicability domain owing to their origin. The same applies for the use of reaction prediction 

models in scoring functions, thus it is vital to understand whether the information being lost due 

to application of these models is important for the individual use case. 
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3 Datasets and their influence on the 

development of computer assisted 

synthesis planning tools in the 

pharmaceutical domain 
 

Computer Assisted Synthesis Planning (CASP) has gained considerable interest as of late. Herein 

we investigate a template-based retrosynthetic planning tool, trained on a variety of datasets 

consisting of up to 17.5 million reactions. We demonstrate that models trained on datasets such as 

internal Electronic Laboratory Notebooks (ELN), and the publicly available United States Patent 

Office (USPTO) extracts, are sufficient for the prediction of full synthetic routes to compounds of 

interest in medicinal chemistry. As such we have assessed the models on 1731 compounds from 

41 virtual libraries for which experimental results were known. Furthermore, we show that 

accuracy is a misleading metric for assessment of the policy network, and propose that the number 

of successfully applied templates, in conjunction with the overall ability to generate full synthetic 

routes be examined instead. To this end we found that the specificity of the templates comes at the 

cost of generalizability, and overall model performance. This is supplemented by a comparison of 

the underlying datasets and their corresponding models. 

This chapter has previously appeared as a scientific article in Chemical Science as part of the 

themed collections "Most popular 2019-2020 physical and theoretical chemistry articles" and 

"Accelerating Chemistry Symposium Collection". 

This section has been reproduced from the following article with permission from the Royal 

Society of Chemistry. 

A. Thakkar, T. Kogej, J.-L. Reymond, O. Engkvist, E. J. Bjerrum, Datasets and 

their influence on the development of computer assisted synthesis planning 

tools in the pharmaceutical domain. Chem. Sci. 2019, 

DOI: 10.1039/C9SC04944D.  

  

https://doi.org/10.1039/C9SC04944D
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3.1 Introduction 

Developments in computer assisted synthesis planning (CASP), specifically retrosynthetic 

analysis have gained considerable interest in recent years.165 The resurgence of artificial 

intelligence (AI) in computer aided drug design (CADD) has driven the shift from more traditional 

expert systems, built around a manually encoded set of reactions as templates,122 to data-driven 

approaches,9,138 Recent successes have been reported coupling neural networks to Monte-Carlo 

tree search (MCTS),9 and within reinforcement learning frameworks,166 deviating from more 

traditional expert systems.103,104,106,116,122,132,133,167 Their ability to rationalize a set of promising 

synthetic routes from reaction data, has been realized in the framework of Design, Make, Test, 

Analyze (DMTA) cycles, in which they have played an integral role for coupling to automation 

platforms.138 However, despite recent achievements in the field to advance predictive capability, 

little attention has been paid to the underlying datasets, the size of the dataset required, an 

assessment criteria specific to the template prioritization method and overall model 

performance.168 

 

Retrosynthetic planning or analysis refers to the technique used by chemists to recursively 

deconstruct a compound into its simpler precursors, until a set of known or commercially available 

building blocks is reached.105 After an initial pattern recognition step, a chemist works in the 

reverse direction, using a knowledge-base of synthetic transformations (‘synthetic tool-box’) 

obtained through years of experience and exposure to a variety of both successful and failed 

chemistry,169,170 to intuitively identify and prioritize a promising set of forward transformations 

required to synthesize a given compound. To complement this process, computer assisted synthesis 

planning (CASP) tools are desired that can rapidly consider a vast body of chemical knowledge, 

effectively prioritize a set of reactions, and develop synthesis plans that can be tailored for the 

domain in which they will be applied. These have been reviewed extensively 

elsewhere.103,104,106,116,129,130,165,171–173 With the rise of automation,97,138,174 de novo design,175 and 

more extensive virtual libraries,61 such a tool has the added requirement that it must be able to pre-

filter compounds prior to synthesis, thus reducing experimental failure and accelerating Design, 

Make, Test, Analyze (DMTA) cycles prevalent in molecular design.138,165,176,177 

 

Herein, we investigate the role of the template prioritization method and the tree search algorithm 

derived from the work of Segler and Waller.9 Template prioritization is framed as a multi-class 

classification problem, for which we employ a neural network which outputs the probability of 

applying any given template, henceforth referred to as the policy network. This constitutes the 

machine learning (ML) part of the process, which we couple to a search strategy and decision-

making process in the form of a tree search. Together these constitute an AI driven model for 

retrosynthetic planning. We examine this model in the context of the underlying datasets, pooling 

from internal AstraZeneca ELN, publicly available USPTO,92 proprietary Reaxys178 and Pistachio 

data.91 The overlap and relations between the datasets are examined. The final model's 

performance is tested on a set of 1731 compounds from a set of 41 virtual libraries designed at 
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AstraZeneca between October 2017 and January 2019, in relation to policy network accuracy, 

percentage of routes found, and the number of compounds synthesized experimentally. Thereby, 

demonstrating the potential use for such tools in DMTA cycles, and how datasets with known 

experimental results can be used to assess model performance and improvement of CASP tools. 

As such, we relate our findings of model performance to the underlying datasets, thereby 

demonstrating that models built on datasets such as internal or publicly available data can predict 

synthetic routes in line with the literature. 

 

3.2 Results and Discussion 

3.2.1 Template Specification 
Templates were extracted using an adaptation of Coley et al.'s implementation for rule 

extraction,134 which only contain the immediate neighborhood of the reaction centers, thus do not 

capture the extended environment required to account for leaving and protecting groups. In 

addition, the algorithm failed to account for reactive species, without specification of which, the 

reactants would not be regenerated. This has since been corrected by Coley et al. in RDChiral and 

has been extended in this study to encompass ca. 75 functional and protecting groups commonly 

used in organic synthesis.91 These were determined by analysis of frequently used reactions in the 

underlying datasets. We found that half of the top 10 templates across all datasets, and 12% of the 

Pistachio dataset accounted for protections and deprotections. This value is similar across all 

datasets examined in this study and demonstrates the utility of protecting group strategies in 

organic synthesis. Furthermore, we determined that these improvements translate into the model 

being able to account for the extended molecular environment for the groups specified. However, 

whilst the model can employ protections and deprotections, their use is not necessarily strategic. 

Further work is required to allow the model to learn their most appropriate use and incorporate 

them for maximal effect into synthetic route planning. The model is also limited in that in cannot 

learn the form of new protecting and functional groups from additional data and is restricted to 

those specified. 

3.2.2 Reaction Datasets and Template Coverage 
Given the variety of data sources, patents (USPTO and Pistachio), literature and patents (Reaxys), 

and industrial data (AstraZeneca ELN), it is interesting to note that a comparable number of 

templates were extracted from the Reaxys and patent datasets (Table 3). However, whilst both 

template sets are similar in size they differ in their coverage of the reaction space as highlighted 

in Figure 4. The inclusion of the Reaxys data offers a greater breadth of unique reaction templates, 

accounting for 41.1% of the overall combined dataset. The comparably high number of unique 

templates extracted from the combined patents data (32.5%), suggests that a considerable portion 

of patents data covered are not present in Reaxys (7.4% overlap), or that the structural components 

that make up the templates are unique to Reaxys. The exact differences between the patent 

coverage of the patent datasets (USPTO and Pistachio) and Reaxys is not clear with regards to the 



29 | P a g e  

 

templates that can be obtained. Furthermore, the increased number of structural components and 

templates unique to the Reaxys dataset may be a residual artefact of multi-step reaction pathways. 

In this regard, we have filtered for all multi-step reactions, such that they have been removed from 

the dataset to the best of our knowledge. 

 

Figure 4:Venn diagram showing the overlap of the patent datasets (USPTO, Pistachio), Reaxys and a subset of AstraZeneca ELN 

data. Percentages are expressed as being part of the combined dataset. Only 2% of the extracted templates are common between 

all datasets, and 11.6% between Reaxys and patent data. All datasets add a unique component to the overall dataset, where the 

subset of AstraZeneca ELN data is the smallest contributor (4.5%) owing to the comparably lower dataset size. The two patent sets 

differ in content and coverage of the reaction space owing to the different time periods covered and the algorithms used for mining 

the data. These observations and the calculated overlap are dependent upon the template extraction strategy used, the specificity 

of the template (radius 1 in this case), and the subsequent procedure for the identification of duplicates/redundancies. Therefore, 

the percentages expressed hold true for the strategy used in this study and a template radius of 1. 

The discrepancy between the two patent sets can be rationalized by the time-period over which the 

data was collected. The USPTO dataset accounts for reactions published up to September 2016 

whereas Pistachio includes reactions until 17th Nov 2017. Further differences in the Pistachio and 

the public USPTO set arise from the inclusion of ChemDraw sketch data, and text-mined European 

patent office (EPO) patents which are included in Pistachio. The sketch data may be missing agent 

and condition details, as they are ‘as drawn’, and do currently not incorporate information from 

the accompanying text. Therefore, species that contribute a changing atom or bond may be absent 

and would not be incorporated in the template extraction. As this information cannot be included 

in the templates, the reaction is discarded, and no template is extracted. 

 

The subset from the AstraZeneca ELN data accounts for 1.5% of unique templates. Additionally, 

we observe that there is a greater overlap with Reaxys than the patent data. These do not necessarily 
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correspond to novel reactions, but rather are an artefact of the structural diversity present in the 

AstraZeneca collection. For instance, the synthesis of a novel lead compound could have different 

atomic environments around the reaction center compared to the literature or patent precedent on 

which it was based, thus leading to a new reaction template. Similarly, 2% of all templates are 

common between the datasets, thus there is a small degree of structural overlap as might be 

expected. These observations and the calculated overlap are dependent upon the template 

extraction strategy used, the specificity of the template (radius 1 in this case), and the subsequent 

procedure for the identification of duplicates/redundancies. Therefore, the percentages expressed 

hold true for the strategy used in this study and a template radius of 1. Additionally, they are an 

upper bound estimate for the template overlap given the template extraction strategy used in this 

study, and the error associated with the redundancy identification method, as not all duplicates 

may have been removed. 

 

3.2.3 Neural-Network Guided Template-Based Retrosynthetic Planning   
Neural-network guided template based retrosynthetic planning methodologies were first pioneered 

by Segler and Waller.9,135 They trained three separate networks: an expansion policy which 

predicted a set of templates to be applied for a given compound, a rollout policy which predicted 

a stricter and more specific set of templates to be applied for a given compound, and an in-scope 

filter trained on positive reactions and a virtually enumerated set of negative reactions. In contrast, 

this study eliminates the expansion and in-scope filter policies, and focuses on a “naive” baseline 

retrosynthetic model using only a network inspired by that termed rollout policy by Segler and 

Waller.9 

 

The network predicts which template to use given a compound, and a set of precursors is generated 

from the application of the template. This is then recursively applied to generate a retrosynthetic 

tree. The three primary conditions that must be fulfilled for a retrosynthetic route to be valid in 

this study are as follows. Firstly, there must be a template that has been extracted from the dataset 

which can be predicted for a given context. 

 

Secondly, the predicted template can be successfully applied. Where successfully applied is 

defined as: the application of a template in silico that generates a set of precursors/reactants. The 

“success” is in reference to there being subgraph match between product and template, which 

enables the generation of a set of precursors, and does not reflect whether a reaction will be 

successful (that the reactants generated by application of the template will form the product) in the 

wet lab. Additionally, the set of precursors are required to be valid SMILES. It is native to the 

template-based approach that application of a template to the product or queried compound 

preserves the global structure of the compound and only alters that of the reactive site, therefore 

in this context it is implied that a valid SMILES also constitutes a valid set of reactants sharing the 

same structural features as the product. However, these are not necessarily viable precursors in the 

sense that they are devoid of selectivity issues and will work in the wet lab. This is a limitation we 
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have found that is inherent to the template-based methodology and in some cases originates from 

the underlying dataset from which the templates were extracted, as this “error” is carried forward. 

 

While the ultimate task is to predict synthesis that will work in the wet lab, we draw a distinction 

in this study by attempting to first determine what can be predicted in silico. To this end, we view 

the goal of the neural network policy as being the maximization of the number of templates that 

can be applied. Thereby, enumerating all possible disconnections that fall within the top 50 

predicted templates for a given compound. Finally, the terminal state of a route is determined by 

checking if the enumerated precursors are commercially available. However, this is not to say that 

they are devoid of reactivity conflicts, the identification of which is left to reaction prediction 

models that are not implemented in this study. 

 

3.2.4 Template Size and Policy Network Accuracy 
In previous studies, accuracy has been used as a metric to gauge the network's performance for the 

task of retrosynthetic planning.9,135,137 The accuracy of the policy network reflects its ability to 

correctly predict a reaction template. However, for the task of retrosynthetic planning the aim is to 

predict several applicable templates, not just the one recorded in the dataset. Given the underlying 

data describes a one-to-one mapping of product to template and the task is to predict a one product 

to many templates' relationship. High accuracy values are associated with the model's ability to 

predict the template or reaction center from which it was originally extracted, thus overfitting the 

data by creating a like for like mapping to the underlying dataset. Additionally, the accuracy does 

not account for the applicability of the predicted template, for which we and others have found 

high failure rates owing to an inability to match the template substructure to the target for which 

it was predicted.166 This is illustrated in Figure 5, whereby the increased specification of the 

molecular environment surrounding the reaction center (radius) leads to a higher rate of failure for 

its application, and translates to decreased model performance. In contrast, the test accuracy does 

not highlight the extent of the performance decrease, but rather increases as more of the 

environment surrounding the reaction center is considered, thus is misleading. 
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Figure 5:(a) The number of predicted templates that can be successfully applied to generate suitable precursors, as determined for 

a set of 20 000 randomly selected compounds from ChEMBL. The number of predicted templates that can be successfully applied 

decreases with increasing template specificity. Only ca. 34% of the top 50 templates are applicable on average in the best case, for 

the most general templates with a radius of 1. (b) Comparison of the top-1 accuracy on the test set, to overall performance with 

respect to the ability to generate full synthetic routes, for a set of 1731 compounds from 41 virtual libraries (AZ Virtual Libraries), 

and the top 125 small-molecule therapies of 2018 by sales (top 125 pharmaceuticals). The top-1 accuracy on the test set is not 

reflective of overall model performance and increases with template specificity. In contrast, the overall performance of the model 

decreases with increased template specificity as demonstrated for the virtual library and top 125 pharmaceuticals datasets. 

We propose that in conjunction with the accuracy, the more task- specific measure of the number 

of applicable templates be used for policy assessment, and a more holistic view be taken of overall 

model performance. In all datasets examined, on average less than 1% of all templates were 

applicable for any given compound. Whereby, only ca. 0.00035% of all templates were applicable 

and in the top 50 templates prioritized by the network for any given compound. Increasing template 

specificity further reduces the number of templates that can be applied in a given context. 

Therefore, to balance specificity with generalizability we propose that templates considering the 

reaction center and the first degree nearest neighbors be used, in conjunction with the specification 

of a variety of functional and protecting groups, to maintain chemical integrity. 

3.2.5 The Effect of Template Library Size on Performance 
Figure 6 shows the top-1 accuracy computed for the hold out test set for a range of library sizes 

using templates obtained from the USPTO dataset, as compared to the ability to predict full 

synthetic routes to 1731 compounds in a series of 41 virtual libraries designed at AstraZeneca. We 

observed that the accuracy decreases with increasing template library size, where the size of the 

template library reflects the top N templates in the USPTO dataset. In comparison the average 

predictive ability of the model increases, reflecting a more task specific measure of model 

performance. Where predictive ability refers to the ability of the baseline retrosynthetic model 

(policy network combined with tree search) to generate a retrosynthetic route. In this context the 

predicted route is not assessed for ‘quality’ by use of more powerful reaction prediction 

models,151 or comparison to existing literature in an automatic fashion, but rather is a reflection of 

whether a retrosynthetic route can be proposed in silico from reaction datasets. 
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Figure 6: The template libraries were obtained by filtering the USPTO dataset for templates occurring a minimum of 1, 2, 3, 5, 10, 

20, 35, 50, 75, and 100 times. A model was trained on each library and the results are shown for: (a) the top-1 accuracy on the 

test set, as compared to the overall performance. The overall performance is with respect to the ability to predict full synthetic 

routes to a set of 1731 compounds from 41 virtual libraries designed at AstraZeneca. The experimental average refers to the 

percentage of compounds synthesized out of those sent for synthesis after refinement of the virtual library. The accuracy decreases 

with increasing template library size, whereas the overall predictive performance increases up to a library size of the 77 281 most 

frequently occurring reactions. (b) The virtual library set can be further broken down into libraries designed using a 

‘combinatorial’ approach, and a broader set of reactions using more ‘bespoke’ chemistry. The overall model performance 

increases marginally for the ‘combinatorial’ libraries with increasing template library size. Whereas, the libraries requiring more 

‘bespoke’ chemistry for their synthesis benefit from the inclusion of additional reactions. 

Of note is the increasing difference between the accuracy and overall predictive performance as 

the library size increases. Whilst the test accuracies have been measured for a baseline template-

based CASP tool, template-free models are also prone to misleading accuracy values. In both cases 

the task is to predict a series of viable outcomes, however the accuracy reflects the ability to predict 

the ‘ground truth’ from the underlying dataset, which inherently accounts for only one ‘true’ value, 

thus is partially known. In a similar work, Segler and Waller used the top 1, 10 and 50 accuracies 

to gauge the performance of their network, and showed that a model trained on 17 134 rules 

extracted from Reaxys, covering 52% of the dataset, was able to predict the reaction center with 

accuracies of 50.1%, 89.1%, and 96% respectively.9 In an extension of the work considering only 

single step reactions Baylon et. al. reported an accuracy of 81% on 129 rules compared to 83% on 

137 rules by Segler and Waller.135,137 However, we have found that accuracy can be misleading 

when used for the assessment of overall model performance as shown in Figure 5 and Figure 6, 

and specifically for the assessment of whether the network is able to correctly predict applicable 

reaction templates for single step reactions. 

 

The virtual library set can be further broken down into libraries designed using a ‘combinatorial’ 

approach, and a broader set of reactions using more ‘bespoke’ chemistry, which covers the reaction 
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space more extensively. This enabled consideration of domain dependency with respect to 

template library size. We found that virtual libraries designed using a combinatorial approach 

benefited marginally from increasing the template library size. With the 1064 most frequently 

occurring templates in the USPTO dataset, routes could be found for 65% of the compounds in the 

virtual libraries designed using a combinatorial approach. This increased to a maximum of 72% 

when the 25 126 most frequently occurring templates were used. This is in line with what would 

be expected, as combinatorial libraries employ frequently used and robust reactions in their design. 

 

In contrast, route predictions for libraries designed with a broader range of chemistry in mind, 

denoted ‘bespoke’, benefit from a larger template library size which covers the reaction space more 

extensively. Using the 1064 most frequently occurring templates in the USPTO dataset, the model 

predicted synthetic routes to 50% of the compounds in the ‘bespoke’ library, increasing by 19% 

to a maximal value of 69% when using 77 281 reaction templates. This alludes to the point that 

increasing the number of templates increases the chemical diversity of the templates, thus more 

synthetic routes can be found than with smaller template library sets. The increase in diversity of 

the templates originates from the fact that no two templates are the same, as they account for 

different sub-structural patterns. Increasing the template library size, also increases the probability 

of finding a sub-structural match to the product to which the template is applied. On the other 

hand, the ‘combinatorial’ libraries are less diverse, arising from the fact that a limited number of 

reactions were used to make them. Therefore, templates matching sub-structural patterns occurring 

within ‘combinatorial libraries’ are also limited. There is a balance between the number of reaction 

templates and the reaction space they represent, which is specific to the domain in which the tool 

is applied. However, increasing the number of reaction templates also introduces noise. This can 

be seen in Figure 6, where the overall predictive performance falls by 4% and 6% for the 

‘combinatorial’ and ‘bespoke’ libraries respectively, when increasing the template library size 

from 77 281 to 285 018 reaction templates. Furthermore, increasing the number of reaction 

templates to those that occur less frequently (less than 3 times), increases the difficulty of 

identifying suitable templates. The increased difficulty more than offsets the increased coverage 

of the reaction space (Figure 6). 

 

Compared to the experimental results for each virtual library, we found that the model consistently 

over-predicted the number of compounds that could be synthesized for the ‘combinatorial’ library. 

Whereas, the number of compounds that could be synthesized for the ‘bespoke’ library was 

consistently under-predicted. This highlights that only considering the number of compounds for 

which routes can be predicted does not afford enough granularity for the assessment of synthetic 

routes, and CASP tools. For instance, it is likely the baseline retrosynthetic model examined in 

this study may over predict the number of compounds that can be synthesized from the 

‘combinatorial’ library, because some of the predicted steps may not translate to the wet lab. 

Further still, the conditions required to carry out the reaction in the forward direction are not 

predicted by the model, nor is there any certainty that they would yield an outcome in the wet lab 
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if predicted. This task is left to separate models that have not been implemented in this study, that 

attempt to predict conditions for a queried set of substrates and a given transformation.141 

 

The under-prediction of retrosynthetic routes to compounds that were experimentally obtained in 

the ‘bespoke’ libraries, raises questions as to the coverage of the reaction space covered by the 

templates, and the ability of the policy network to prioritize suitable templates. Figure 6 examines 

the performance for a model trained on the USPTO dataset, thus it can be envisaged, based 

on Figure 4 that inclusion of the Reaxys dataset may improve the result obtained by enabling the 

prediction of templates missing from the USPTO data. However, as alluded to by Figure 6, this 

may increase the difficulty in identifying suitable templates, therefore improvements in the policy 

networks may be required for a higher number of routes to be found. The number of routes 

suggested by this methodology will be an upper bound estimate, which will decrease as measures 

are taken to increase the ‘quality’ of the suggested routes through incorporation of reaction and 

condition prediction models. 

 

Furthermore, the reasons for a ‘failed’ synthesis are not always known and can be dependent on 

the nature of the project, the skill of the chemist, and the conditions used, to name a few factors 

influencing the outcome of a synthesis. These factors cannot always be quantified or considered 

qualitatively, thus both the predictions and ‘true’ experimental results have an associated degree 

of uncertainty which proves difficult to measure. 

 

3.2.6 Datasets and Performance 
We compared the predictive performance of models trained on each reaction dataset, and 

combinations thereof, on 1731 compounds from 41 virtual libraries at AstraZeneca and the top 

125 small molecule therapies of 2018 (Figure 7). The models, regardless of reaction dataset, 

consistently over-estimate the number of compounds that can be synthesized in the case of the 

virtual libraries, and under-estimate with regards to the top 125 small molecule therapies. For both 

cases, the average number of steps taken to synthesize a molecule is 4, however the average time 

taken to solve each molecule varies considerably with the dataset size (Figure 7). The smaller 

datasets are faster at finding routes to a given compound (<4 seconds) owing to a smaller search 

space in comparison to the larger search spaces associated with the larger datasets (Pistachio and 

Reaxys). The simple architecture used is not able to handle the large search space and is biased 

towards frequently occurring reactions, which are augmented by the additional data in the larger 

sets. In the case of the top pharmaceutical compounds, the lower predictive performance may arise 

from more sophisticated ring systems, and natural product like structures upon which the final 

compound is based. Reactions of this nature are not prioritized by the network as they are 

infrequent, thus become difficult to separate from the noise. Whereas predictive performance on 

the virtual library dataset is higher than that for the top 125 small molecule therapies of 2018 across 

all datasets, as they make use of the most frequently employed reactions. 
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Figure 7:(a) The average number of successfully applied templates of the top-50 predicted templates for one-step synthesis per 

compound (b) the overall predictive performance with respect to the ability to generate full synthetic routes (c) the average number 

of steps taken per prediction per compound (d) the average time taken to predict a full synthetic route per compound, as found for 

each reaction dataset, for a set of 1731 compounds from 41 virtual libraries designed at AstraZeneca and the top 125 small 

molecule therapies by sales in 2018. The number of predicted templates that can be successfully applied for one-step synthesis does 

not correlate to the model's overall ability to generate full synthetic routes, when comparing between different template library 

sources (datasets). Whilst the model built on the subset of the AstraZeneca ELN suggests the lowest number of possible options at 

each step, the overall performance is comparable to, or exceeds models built on the larger reaction datasets. Thus, a model built 

on 4.5% of all templates considering all the datasets combined, can predict synthetic routes to compounds equally as well as the 

larger datasets examined. 



37 | P a g e  

 

The average number of successfully applied templates of the top 50 predicted templates for one-

step synthesis per compound varies considerably across the reaction datasets examined (Figure 7). 

The model built on a subset of the AstraZeneca ELN appears to be worse than the models built on 

other reaction datasets by this measure. However, we have found that the number of options the 

network suggests for one-step synthesis does not impact overall model performance in this case. 

Thus, as Segler and Waller suggested in a previous study examining training set size,135 models 

competitive with those built on larger reaction sets can be obtained with datasets as small as an 

internal ELN. The subset of the AstraZeneca ELN accounts for 4.5% of the template library 

obtained from a combination of all datasets examined yet is capable of providing sufficient training 

data to train policy networks and resulting models which are competitive with those of larger 

proprietary datasets. However, we expect that this is domain specific and reflects that the subset 

of the AstraZeneca ELN is tailored to the medicinal chemistry domain in comparison to the patent 

and Reaxys datasets, which are more extensive in their converage (Figure 4). This further 

demonstrates that there is a balance between the type of chemistry covered by the template library 

set, and the size of the template library. An optimal set would be domain specific, and cover enough 

examples of sufficient diversity, that the output space would be managable by the policy network. 

In the current approach we have found that as the dataset size increases, so does the output space 

of the policy network (Table 3). This increases the time taken to train the network, and makes it 

increasingly difficult for the network to prioritize appropriate reactions as seen when increasing 

template library size in Figure 6. 

 

Previous studies have demonstrated that models built on the USPTO dataset, can predict one-step 

synthesis. We show that despite the seemingly lower amount of data in the USPTO dataset 

compared to Reaxys (Table 3), the USPTO dataset accounts for 44.8% of the template library 

obtained from a combination of all datasets examined. In comparison to 53.7% which comes from 

Reaxys, the largest of all the datasets examined. Whilst there is an 8.9% difference and the 

coverage of the reaction space that the templates encode varies (Figure 4), this does not appear to 

be a limiting factor for route prediction in the medicinal chemistry domain. Figure 7 shows that 

the model trained on Reaxys marginally outperforms that trained on the USPTO dataset, at the 

expense of longer prediction times. Furthermore, we show that as the size of the dataset increases 

to a combination of both Reaxys and the combined patents data (USPTO and Pistachio), the overall 

performance of the model decreases with regards to both time and number of routes identified. 

This may reflect the decrease in performance observed in Figure 6b, whereby increasing the 

number of templates increased the difficulty for the network to prioritize suitable templates. 

 

We noted that the fingerprint size used to encode the product had a marginal effect on the ability 

of the model to predict full synthetic routes for the internal virtual library dataset (Input ECFP4 

fingerprint size and performance). In addition, we found that increasing the size of the stock library 

to include the ACD catalogue, increased the ability of the model to predict full synthetic routes to 

compounds in the virtual library. For both the ‘Combinatorial’ and ‘Bespoke’ libraries, the model 
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was able to reduce the average time taken to predict full synthetic routes with the ACD catalogue, 

as well as reduce the average number of steps by one. The reduction in the average number of 

steps is more pronounced for the ‘Bespoke’ libraries, whereby it is consistent over both the USPTO 

and Reaxys datasets. This is in comparison to the ‘Combinatorial’ libraries whereby the reduction 

in the number of steps is not observed for the combined Reaxys and patent data (Performance and 

stock set of compounds). 

3.2.7 Comparison of Test and Reaction Datasets 
Figure 7 compared the performance of models built on a range of reaction datasets with two 

compound sets. A set of 1731 compounds obtained from internal AstraZeneca virtual libraries, and 

a set of the top 125 pharmaceutical compounds by sales in 2018. The former AstraZeneca virtual 

libraries can be viewed as general medicinal chemistry targets, given that there is no or little 

overlap with the reaction datasets (Table 2), to which the algorithm is able to generalize as shown 

in Figure 7. Whereas, the top 125 pharmaceuticals are well-known targets in the training domain 

given the much greater overlap with the underlying datasets (Table 2). 

We found that the baseline retrosynthetic model examined in this study can generate retrosynthetic 

routes for compounds outside it’s training domain. While these routes may not necessarily be 

feasible in the wet lab, they can be viewed as ideas upon which a trained chemist can build. 

Alternatively, the algorithm may help to identify building blocks and precursors to a target 

compound that were previously not considered. In this regard, the quality of the retrosynthetic 

routes generated has not been assessed and is left to manual inspection. 

Table 2: Percentage overlap of compounds in each of two compound datasets, AZ virtual libraries and top 125 pharmaceutical 

compounds by sales in 2018, with those reported as products in each of the reaction datasets. As expected, the top 125 

pharmaceuticals have a much greater overlap with the products in each of the reaction datasets in comparison to the AZ virtual 

library compounds. This is because they are patented compounds with a literature precedence where both the patent and literature 

examples predate the most recent timepoints in the underlying dataset. Furthermore, the AZ virtual library compounds do not 

overlap with the literature and patent datasets and lie outside the training data.  

Dataset AZ Virtual Libraries (%) Top 125 Pharmaceuticals (%) 

USPTO 1976-2016  0 47 

Pistachio Nov 2017  0 58 

Combined Patents 0 58 

Reaxys  0 70 

Reaxys + Patents 0 78 

AZ ELN Subset 2  4  

 

3.2.8 Exemplary Synthetic Routes 
Comparison to existing literature in the domain showed that the model trained solely on the 

USPTO dataset was competitive with that reported in the literature (Figure 8), and was able to find 

a route to the target compound in 4.26 seconds.9 This was also observed for models trained on the 

subset of the AZ ELN, Pistachio and Reaxys datasets. We found that the model was able to suggest 

an alternative route in addition to that reported, involving a ring formation (Figure 8). Furthermore, 

we show that the model can predict routes to the top 125 pharmaceutical products, where the 
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performance is dependent on the stock set of compounds. Examples of which have been given in 

the Appendix (Exemplary Synthetic Routes). The route predicted using the model trained on the 

USPTO dataset to Amenamevir is compared to the literature route.91 Both routes vary in the order 

of the steps they take, with the predicted route preferring a standard amide coupling over the amide 

Schotten–Baumann. However, the predicted route displays reactivity conflicts as deprotonation of 

the amine in the second step competes with the amide coupling. A further selectivity issue is 

present in the first disconnection step predicted for Amenamevir, as there will be competition 

between the nitrogen in the secondary amine and the amide. This is not the case for the literature 

route due to the ordering of the steps. Selectivity issues are also observed in Figure 8a for the last 

retrosynthetic step (first step in the forward synthesis) where there is competition between the –

OH and alkyne C–H in the aromatic nucleophilic substitution. While we know the model to be 

capable of using protecting groups, these are not necessarily used in a strategic way, nor is their 

appropriate use always identified. 

 

Figure 8: (a) Comparison to the exemplary synthesis shown by Segler and Waller.9 The model trained on the USPTO dataset, finds 

an alternative route to that in the previous study, and finds synthetic routes to the target compound in 4.26 seconds. The model can 
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prioritize and apply ring formations as demonstrated in step 4. (b) Comparison of the route found by the model trained on the 

USPTO dataset with the literature route for Amenamevir.179 The model can suggest a route comparable to the literature, differing 

in the sequence of steps and using similar reactions to those in the literature. The predicted route is found in 3.26 seconds. 

 

3.3 Conclusions 

We have developed and implemented a baseline retrosynthetic tool with only a single neural 

network, to investigate the role of the ML template prioritization method in the tree search 

algorithm derived from the work of Segler and Waller.9,135 We have found that models trained on 

datasets as small as the internal ELN (4.8% of all templates) and USPTO datasets (44.8% of all 

templates), are sufficient for the prediction of synthetic routes to compounds found in medicinal 

chemistry pipelines. Furthermore, we demonstrated the potential use for such tools in compound 

selection and prioritization in DMTA cycles and suggest that datasets with known experimental 

results can be used to assess model performance. 

 

In addition, we demonstrate that accuracy can be a misleading measure for the performance of the 

policy network and final tree-search model. Thus, we propose an alternative approach to assessing 

the ability of the policy network to identify and maximize the number of templates that can be 

applied, based on the number of templates that can be successfully applied in the top N predictions, 

for a given context. We demonstrate that the specificity and generalizability of the extracted 

templates must be balanced such that, the first degree nearest neighbors to the reaction center, are 

used in conjunction with the specification of functional and protecting groups that are common in 

organic chemistry. 

 

We have found there is a dependence between the size and content of the template library used, 

and the domain in which it is applied. We found that syntheses of compounds originating from 

combinatorial libraries could be predicted using the most frequently occurring reactions. In 

contrast, compounds originating from libraries requiring more complex syntheses, required an 

expanded template set for their successful prediction. Further work is required to make use of the 

broad selection of reactions available to improve the variety and complexity of routes suggested. 

Further investigations into the template extraction process are also required to determine their 

descriptive limits and how this translates into route prediction. 

 

3.4 Methods 

3.4.1 Reaction Datasets and Template Extraction 
Of the datasets used, only the United States Patent Office extracts (USPTO) ranging from the years 

1976 to 2016 is publicly available.92 This is split into granted and applied patents and is openly 

available for use by the community. A subset of the AstraZeneca Electronic Notebooks (ELN) 
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were mined (May 2019) to yield the internal proprietary dataset, considering only positive 

reactions, classified as those with a yield greater than 1% and having a conclusion statement. The 

Pistachio (2017-11-17)91 and Reaxys178 datasets are commercially available, provided by 

NextMove software and Elsevier respectively under licensing agreements. The Reaxys dataset was 

filtered for multi-step reactions to yield only the intermediate single step records for which 

templates were extracted. Full details of the number of reactions and unique extracted templates 

can be found in Table 3. 

All reactions were atom-mapped and classified using the commercially available Filbert and 

HazELNut packages (v. 3.1.8) provided by NextMove software.180 These were subsequently 

processed using RDKit and RDChiral for template extraction,20,181 in conjunction with a custom 

reaction class developed by the authors to facilitate reaction processing. The reactions are parsed 

as reaction SMILES,19 along with the ID linking back to the data source, and classification code 

or textual classification obtained from the NameRxn software.182 The reaction SMILES are of the 

form: 

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡1. 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡2. 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑛 > 𝑎𝑔𝑒𝑛𝑡1. 𝑎𝑔𝑒𝑛𝑡2. 𝑎𝑔𝑒𝑛𝑡𝑛

> 𝑝𝑟𝑜𝑑𝑢𝑐𝑡1. 𝑝𝑟𝑜𝑑𝑢𝑐𝑡2. 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑛 

where the reactants, agents, and products are separated by ‘>’ and the individual non-covalently 

bound species represented by a ‘·’ according to the Daylight SMILES specification.183 The 

definition of reactant and agent is ambiguous, as agents may participate in the reaction and 

contribute mass to the products. Additionally, as the templates are extracted based on atom-

mapping, only the species contributing to the product or changing during the reaction were 

considered in the process. Thus, we have moved all agents into the reactants to give a reaction 

SMILES of the form: 

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡1. 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡2. 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑛. 𝑎𝑔𝑒𝑛𝑡1. 𝑎𝑔𝑒𝑛𝑡2. 𝑎𝑔𝑒𝑛𝑡𝑛 ≫ 𝑝𝑟𝑜𝑑𝑢𝑐𝑡1. 𝑝𝑟𝑜𝑑𝑢𝑐𝑡2. 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑛 

Through string manipulations, the reaction SMILES were split into their component parts on the 

‘≫’ ensuring that the number of parts did not exceed three, one for each, reactants, agents, and 

products. Reactions leading to more than one product, incomplete reactions (i.e. missing reactants 

or products), or reactions in which the reactants and product were equivalent were removed. 

Equivalence was determined by converting the reactants and products to InChI and 

comparing.28 Permutations in the ordering of reactants and products were accounted for. However, 

this was not significant in this case as we only account for reactions with one product. 

Reaction templates were extracted as SMIRKS patterns using RDChiral,181 which we modified to 

consider an additional ca. 70 commonly occurring functional and protecting groups as determined 

by an analysis of the underlying datasets and extended to commonly used protecting groups in the 

wider literature.184,185 These are automatically identified through a substructure search of the 

encoded protecting groups and included in the templates alongside the reaction center and first 

degree nearest neighbor atoms. The reaction center is defined as atoms and bonds that change 
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during the reaction. Owing to the number of variations sharing the same core structure for some 

protecting groups i.e. silyl ethers, esters, but varying in alkyl chain length, we have refrained from 

an exhaustive encoding of all possible protective groups. Rather, we have focused on those we 

found to be commonly occurring in the dataset and cover the main form of the protecting group, 

leaving the decision of the exact form to the chemist. 

The extracted templates were parsed and checked for validity in RDKit,20 following which the 

template was applied to the product of the reaction from which it was extracted to determine if an 

outcome could be generated. The outcomes were assessed using the definitions shown in Figure 

9, and the quality of the template extraction process quantified.

 

Figure 9: Left) Comparison of the quality of the extracted templates across the available datasets with respect to their ability to 

regenerate the reactants of the reaction from which the template was extracted. Right) Schematic of the categorization criteria 

used for determining the reaction templates selectivity, which we use as an initial measure of quality. The categories are defined 

as: Precise) The template can generate only the reactants from the reaction from which the template was extracted. Selective) The 

template generates the reactants from the reaction from which the template was extracted in addition to other possible precursors 

that are not part of the original reaction. Unselective) The template generates reactants that do not correspond to any of the 

reactants in the reaction from which the template was extracted. These may or may not be viable reactants. 

The reactions and resulting templates were hashed individually following a hashing scheme 

developed by the authors inspired by the reaction InChI (Figure 10).30 This was also used to 

identify duplicate reactions and templates and can be used as an identifier for database lookups. 

The datasets used in this study and their respective sizes, given as the raw dataset size without 

filtering are shown in Table 3. To our knowledge, the combined dataset is the largest reported to 

date. To enable clarity in the task specific curation process, the reduction in size through extraction 

and validation, followed by duplicate removal has been shown. Extraction refers to the extraction 

of reaction templates from the reaction SMILES,19 and validation refers to the application of the 
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extracted template to the product of the reaction from which it was extracted, to determine if the 

corresponding reactants can be generated. Duplicates were identified as reaction SMILES 

consisting of identical reactants, agents, and products, using an order invariant hashing scheme 

accounting for variance in atom-mapping as developed by the authors. Unique reaction templates 

were also identified in the same manner. 

 

Figure 10: The reaction is initially rearranged to overcome the need for classification between reactants and agents, as the line is 

often blurred, and their definitions are often the source of debate. Atom-mapping is subsequently removed to overcome the 

discrepancies between toolkits, and variances in the positioning of the reactants and agents at the point of atom-mapping. The 

reactants and products are converted to a RDKit mol objects in without separation of the individual species. Conversion to InChI 

for the reactants and products respectively is carried out in  RDKit.43,46 This is order invariant and overcomes the issue of having 

multiple SMILES representing the same molecular structure. The resulting InChIs are concatenated and hashed.  

Table 3: Datasets used in this study and their respective sizes, given as the raw dataset size without filtering. 

The overlap of reaction templates extracted from the respective datasets was ascertained by using 

the in-built set methods in Python. We have observed that some of the noise associated with 

Dataset Dataset size Extracted and 

Validated 

Without Duplicates Templates Extracted 

USPTO 1976-201692 a) 3,748,191 3,079,351 1,201,602 302,282 

Grants a) 1,808,938 1,471,088 895,436 239,895 

Applications a) 1,939,254 1,608,263 923,765 223,871 

Pistachio Nov 2017 b) 6,836,027 4,897,300 1,627,792 367,488 

Combined Patents 10,587,618 7,976,651 1,711,330 358,307 

Reaxys b) 6,540,786 d) 5,071,074 4,571,364 361,603 

Reaxys + Patents 17,128,404 13,047,725 6,141,875 665,288 

AZ ELN Subset b), c) 398,779 d) 254,468 207,868 30,805 

All Combined 17,523,783 13,302,193 6,342,331 675,530 

a) Publicly available b) Proprietary c) Only successful reactions have been considered d) Values reported are those after an init

ial internal data curation step. Dataset size: refers to the number of reactions available as reaction SMILES before curation or s

ubsequent filtering, unless otherwise specified. Extracted and Validated: refers to the number of reactions that remain after cur

ation, automatic template extraction, and validation of the extracted template by application to the product of the reaction from 

which it was extracted, to determine if the corresponding reactants can be regenerated. Duplicates were identified as identical r

eaction SMILES considering variations in the ordering of different entities and atom-mapping. Duplicate templates were identi

fied in the same manner. The number of products refers to products of single step reactions, where duplicates have been remov

ed. 

https://pubs.rsc.org/en/content/articlehtml/2020/sc/c9sc04944d#cit43
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automatic template extraction originates from incorrect mapping, text-mining errors, and human-

error from manual curation. There are several variations of these cases including, incorrect 

recording of functional groups, incorrect mapping of reactive components (i.e. substructures 

present in the reactive center may also be present in the solvent or reagents, for instance the 

incorrect mapping of an amine in both the reactant and base), accidental extension of alkyl chains, 

representation of catalysts and incomplete reactions, examples of which can be found in the 

Appendix (Data Inconsistencies). Whilst our approach to curation can identify such 

inconsistencies and disregard their associated reactions, further efforts are required to improve 

catalyst representation, text-mining, template SMIRKS generation and atom-mapping. 

3.4.2 Policy Networks 
Template libraries were constructed by filtering the respective dataset for templates that occurred 

a minimum of N times. In all cases duplicate reactions were removed prior to filtering. Products 

were represented as extended connectivity fingerprints (ECFP) with a radius of 2, using the 

Morgan algorithm in RDKit.35 Whereas, templates were represented as binarized labels in a one-

vs-all fashion using the scikit-learn library using the ‘LabelBinarizer’.186 Both the input ECFP4 

and output vectors were precomputed. Training, validation, and test sets were constructed as a 

random 90/5/5 split of the datasets, using a random state of 42, where the datasets were shuffled 

prior to splitting. This was conducted using the scikit-learn library.186 

The policy networks framed as supervised multiclass classification problems were trained using 

Keras187 with Tensorflow188 as the backend, the Adam optimizer with an initial learning rate of 

0.001,189 and categorical cross entropy as the loss function (Figure 11). The learning rate was 

decayed on plateau by a factor of 0.5, where the plateau was considered as no improvement of the 

validation loss after 5 epochs. The top 1, 5, 10, and 50 accuracies were monitored throughout the 

training process, and the loss on the validation set was used with early stopping (patience 10) to 

determine the number of epochs for which the model was trained. 
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Figure 11: Architecture used to train the ‘rollout’ policy taking molecules represented as ECFP4 as input, through a fully 

connected layer of 512 nodes, ELU as the activation function, and L2 regularization set at 0.001. Followed by a dropout of 0.04 

and softmax output layer.  

3.4.3 Assessing the Number of Successfully Applied Templates of The 

Top N Predictions 
A random subset of 200 and 20 000 compounds from ChEMBL (v. 24.1)190 were used to assess 

the baseline number of applicable templates and the applicability of the top N templates 

respectively, unless otherwise stated. Salts were removed from the ChEMBL dataset using 

RDKit.20 Random subsets were drawn from the resulting dataset using a random state of 1. 

 

The model to be assessed was loaded into Keras and the compounds to be queried converted into 

ECFP4 fingerprints prior to passing to the model for prediction. The top N predictions sorted in 

order of decreasing probability were used for each compound. The templates were applied to the 

compound in turn using RDChiral to determine if an outcome was generated. Templates leading 

to an outcome were classed as successful. 

3.4.4 Tree Search with 1N-MCTS 
The tree search was implemented as a simplification of the algorithm described by Segler et 

al.9 The MCTS algorithm was simplified with regards to the policy network. The same network 

was used for both the expansion and the roll-out. The prior probabilities were not used by default 

during the selection of leaf nodes for expansion, but the Q value was initialized at 0.5 and N at 1, 

as expansion counts as a first visit.  

3.4.4.1 Algorithm 

The search tree is built up from nodes that contain states with current molecules of the route. The 

root node contains one molecule, which is the target molecule of the algorithm. Other nodes can 



46 | P a g e  

 

contain states with one or more molecules. Each node is bound to others in a directed way as 

parent-child nodes, with actions as edges. The action is the retrosynthetic reaction performed on 

one of the molecules of the parent state, to yield the molecules of the child node state. The search 

algorithm starts with the expansion of the root node (see below). 

3.4.4.2 Selection of leaf node 

In each iteration the search tree is traversed using the upper confidence bound (UCB) scores of the 

nodes (Equation 1).191 Starting from the root node, the UCB scores of the children are calculated.  

 

 

𝑈𝐶𝐵 =
𝑄

𝑁
+ 𝐶 ∗ √2 ∗

𝑙𝑛𝑁−1

𝑁
 (Eq 

1) 

 

Here Q is the current sum of previous rewards. N is the number of times the child state has been 

visited, N−1 is the number of times the parent state has been visited. C is a tunable parameter 

balancing exploitation and exploration which was set to 1.4 by default. If the selected child is 

already expanded (i.e. has child nodes), the UCB scores of these are then calculated and the next 

child selected in an iterative way until an unexpanded leaf node is selected. Actions are stored at 

the parent level, and the child nodes are first instantiated as node objects by applying the associated 

action when visited (see below). 

3.4.4.3 Expansion of node 

Expansion is performed by employing the expansion policy neural network for each of the 

molecules present in the state of the selected node. The top scored reaction templates are filtered 

to retain the top 50 or until a cumulative policy network score of 0.995 is reached. The possible 

actions (molecule + reaction) for all molecules are stored at the parent level, and vectors of 

associated Q and N values initialized (0.5 and 1 respectively). 

 

The action with the highest UCB score is selected for the roll-out. In case of multiple actions 

sharing the largest score, random selection is performed. The child state is instantiated and added 

to the search tree by employing the associated reaction template to the molecule specified in the 

action using RDKit.20 In case the reaction did not give any output, the action Q is given a value of 

−106, effectively preventing reselection. If no actions are available, the state is marked terminal 

and the state evaluated with the reward function (see below). 

3.4.4.4 Roll out 

No in-scope policy was employed after the expansion phase. The roll out policy was identical to 

the expansion policy and thus allowed for reuse of the previous roll-outs during tree building and 

searching. Expansion of new child nodes during roll out is similar to the above, except the selection 

is done by random among the available actions. After each roll-out step the state was evaluated 
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and the roll out stopped if either the state was solved (all compounds found in stock) or the 

maximum tree depth reached, or no valid actions are available.  

3.4.4.5 Reward calculation and back propagation 

The reward function for the final state is then calculated (Equation 2) and the score back 

propagated through the tree, updating the Q and N values of all parent states between the final state 

and the root state (target compound).  

 
𝑟𝑒𝑤𝑎𝑟𝑑 = 0.95 ∗

𝑁𝑖𝑛_𝑠𝑡𝑜𝑐𝑘

𝑁
+  0.05 ∗ max (𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑠) 

(Eq 

2) 

 

N is the total number of compounds in the state, Nin_stock is the number of compounds that are in 

stock. Transforms is the number of transforms each compound has undergone with respect to the 

root compound. 

3.4.4.6 Iteration and stop of search 

Selection of the next leaf node to expand is then instantiated from the root node, until the maximum 

number of iterations or the time limit has been reached. If early stopping is wanted, the algorithm 

can stop if any state contains a solved state with all compounds in stock. 

3.4.5 Implementation 
The algorithm was implemented in an object-oriented architecture, with a range of global objects 

for handling the search tree, the stock, the neural network predictions, settings of parameters and 

a logging object. The global objects were implemented using a Borg pattern that ensures singleton 

status and easy access though re-instantiation anywhere in the code. NetworkX was used to keep 

track of the parent-child relations during building of the search tree.192 The stock object keeps the 

stock as a set of InChIKeys for fast, hashed tests if compounds are contained in the stock. 

InChIKeys were calculated through the RDKit API for the InChI software.28 Nodes and states are 

regular python classes that can have several different object instances. The state object contains 

information about the current molecules in that state as well as the number of conversions each 

molecule has undergone from the root states compound. Nodes contain vectors of possible actions 

and child Q and N values as well as methods expansion, traversing the tree and node expansion.  

3.4.6 Stocks 
A subset of the AstraZeneca internal catalogue and enamine building block sets were used as the 

stock set of compounds in all calculations unless specified. InChIKeys were computed for all 

compounds and duplicates removed. The subset of the AZ internal catalogue was obtained from a 

database dump of available compounds (January 2019) and contains 60 530 compounds. The 

enamine building blocks list was provided by enamine, January 2019, and consists of 162 194 

compounds after preprocessing and filtering. The ACD catalogue was additionally used to provide 

a more extensive set of stock compounds.193 The compounds which had a CHIME defined where 
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an InChIKey could be generated was extracted from ACD giving a final stock set of nearly 12.5 

million compounds.  

3.4.7 Template Library Size and Performance 
To study the effect of library size on model performance, a filtering criterion of templates occurring 

a minimum of 1, 2, 3, 5, 10, 20, 35, 50, 75, and 100 times was applied to generate the appropriately 

sized libraries, and a policy network trained on each set. 

 

1731 compounds spanning 41 virtual libraries designed at AstraZeneca between October 2017 and 

January 2019, and the top 125 small molecule therapies by sales in 2018 were used to test the 

algorithm.194 The virtual library set can be further broken down into libraries designed using a 

‘combinatorial’ approach, and a broader set of reactions using more ‘bespoke’ chemistry. 

Knowledge of the number of compounds sent for synthesis and the number of compounds 

successfully synthesized was contained within the dataset. The aim was to couple the policy 

network to the tree search to determine for how many of the compounds a synthetic route could be 

predicted, and whether it was reflective of experimental results. 

 

3.4.8 Datasets and Performance  
Each dataset was filtered for templates occurring a minimum of three times, and a policy network 

trained on each set. The policy network was assessed for the number of successfully applied 

templates of the top N predictions, where N was 50. Subsequently the policy network was coupled 

to the tree search to form the overall model, which was assessed using the virtual library dataset 

and the top 125 small molecule therapies by sales in 2018.194  

3.5 Availability of data and materials 

AstraZenca, Pistachio and Reaxys datasets were used with permissions. Filbert, NameRxn and 

HazelNut were used for atom-mapping and classification under license from NextMove software. 

The implementations source code were made available at https://github.com/reymond-

group/CASP-and-dataset-performance. 

 

3.6 Author Contributions 

Amol Thakkar and Esben Jannik Bjerrum designed and conducted the research. Thierry Kogej, 

Jean-Louis Reymond, and Ola Engkvist contributed ideas and provided scientific advice. Esben 

Jannik Bjerrum, Ola Engkvist and Jean-Louis Reymond supervised the project. 
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4 “Ring Breaker”: Neural Network 

Driven Synthesis Prediction of the Ring 

System Chemical Space 
 

Ring systems in pharmaceuticals, agrochemicals and dyes are ubiquitous chemical motifs. Whilst 

the synthesis of common ring systems is well described, and novel ring systems can be readily 

computationally enumerated, the synthetic accessibility of unprecedented ring systems remains a 

challenge. ‘Ring Breaker’ uses a data-driven approach to enable the prediction of ring-forming 

reactions, for which we have demonstrated its utility on frequently found and unprecedented ring 

systems, in agreement with literature syntheses. We demonstrate the performance of the neural 

network on a range of ring fragments from the ZINC and DrugBank databases and highlight its 

potential for incorporation into computer aided synthesis planning tools. These approaches to ring 

formation and retrosynthetic disconnection offer opportunities for chemists to explore and select 

more efficient syntheses/synthetic routes. 

This chapter has previously appeared as a scientific article in the Journal of Medicinal Chemistry 

as part of the "Artificial Intelligence in Drug Discovery" special issue. Reprinted with permission 

Copyright 2020 American Chemical Society. 

A. Thakkar, N. Selmi, J.-L. Reymond, O. Engkvist, E. J. Bjerrum, “Ring 

Breaker”: Neural Network Driven Synthesis Prediction of the Ring System 

Chemical Space. J. Med. Chem. 2020, 63, 8791–8808. DOI: 

10.1021/acs.jmedchem.9b01919.  
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4.1 Introduction 

The recent wave of artificial intelligence (AI) within drug discovery has heavily impacted the 

fields of de novo design, synthesis planning, and bioactivity prediction, to name a few.8,177 This 

holds the promise of accelerating design, make, test, analyze (DMTA) cycles, for which predictive 

models are desired to reduce failure rates in the drug discovery process.8,177 Computer aided 

synthesis planning (CASP) has long been investigated as a means for predicting how to make a 

given compound.103,104,106 However, despite recent progress in the 

field,9,123,127,135,138,146,165 synthetic planning tools based on neural network classifiers have failed to 

recognize reactions that are infrequently used or rare, due to the heavily biased data sets 

available.9,95 As such, CASP tools have not yet focused on the synthesis of ring systems, the 

reactions for which often fall within the noise of the datasets in question when the entire range of 

transformations are considered. Furthermore, current tools lack the ability to target specific sets of 

transformations. These are useful when the general CASP tool fails, or a chemist wants to target a 

specific set of transformations. This is particularly useful when conducting an interactive or 

stepwise search for synthetic routes. One such instance is the ability to deconstruct ring systems 

in novel ways, which offers medicinal and process chemists alike the opportunity to explore a 

wider range of chemical space and create more efficient synthetic routes, thereby leading to a 

competitive advantage.127 

Ring systems are key scaffold components in medicinal chemistry and are fundamental motifs to 

a number of drugs on the market today.195 They vary greatly in nature; ring systems can be 

saturated, unsaturated, polycyclic and range in size from small heterocyclic rings to large 

macrocycles. In addition, they span over a range of chemical domains, from cyclic peptides to 

natural products, specialty chemicals, and dyes. As such, it is not surprising that many of the most 

frequently used reactions in organic synthesis pertain to the coupling of ring 

systems.196,197 Although coupling reactions enable the synthesis of a wide range of structures, they 

are limited by the commercial availability of building blocks. Ring-forming strategies, on the other 

hand, can enable the synthesis of novel building blocks containing ring systems, which can then 

be coupled to other fragments, thus allowing for the expansion of the synthetically feasible 

chemical space. 

Ring systems play a role in the electronic distribution, three dimensionality, and scaffold rigidity 

of the small molecules they are part of.195,198 They can directly interact with a protein target, such 

as in the well-defined example of the hinge binding motifs for kinase targets.199 In addition, they 

contribute to physiochemical properties such as lipophilicity or polarity and molecular reactivity, 

which in turn will determine a molecule’s absorption and distribution, metabolic stability, 

excretion, and toxicity (ADMET) profile.195 Therefore, synthetic approaches to novel ring systems 

are desired in order to tune and exploit property profiles derived from their interaction with the 

target. As such, numerous publications have followed the exhaustive computational enumeration 

of heteroaromatic ring systems first described by Pitt et al.200 These aim to enrich structure–activity 

relationship information, explore the chemical space of ring systems, and find motifs relevant for 
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use in medicinal chemistry.198,201–203 However, as of yet the synthetic accessibility of ring systems 

remains poorly explored. 

Furthermore, the neural networks upon which CASP tools are built9,137,138 are trained using the 

single label (templates) obtained from the dataset. As an analogy to retrosynthetic planning, this 

resembles a one compound to one reaction (template) situation, whereas in “truth” a compound 

can be synthesized by multiple reactions at any given step in the pathway. In this study we propose 

a method for the extraction of multiple labels from the underlying dataset and demonstrate its use 

in the prediction of retrosynthetic ring disconnections. This was extended to the prediction of 

previously unseen fragments, such as the so-called “Rings of the Future” for which we examine 

the predictive performance.200,204 We show how “Ring Breaker” can be viewed as a specialist for 

predicting ring formations, and used alongside current CASP tools, to guide route finding into 

pathways exploiting ring synthesis. The implications of predicting ring synthesis are far reaching 

and extend beyond the medicinal chemistry domain, to dyes, fragrances, and agrochemicals, to 

name a few. 

4.1.1 Overview of Template Based Retrosynthesis 
Template based retrosynthesis has its roots in the first approaches to computer assisted synthesis 

planning (CASP) by Corey.103 More recently, the works of Segler and Waller, and Coley et al. 

have pioneered this approach, coupling it with neural networks.9,138 This approach has been 

utilized in “Ring Breaker” for the prediction of ring formations in the retrosynthetic direction, 

starting from reaction data, namely, Reaxys178 and the publicly available U.S. Patent Office 

extracts (USPTO)92 which describe the relationship between reactants, reagents, and products. The 

reaction center is extracted, the so-called reaction template or rule. The reaction template describes 

the atoms and bonds changing in the reaction and captures all changes occurring one bond away 

from the atoms involved in the reaction center. This can be viewed as a generalized form of the 

overall reaction from which the template was extracted. 

The extracted templates can be applied to a given compound to enumerate a set of 

outcomes/reactants that return the retrosynthetic options available. For a template to be applicable 

and generate a set of outcomes/reactants, there must be a substructure match between the template 

and queried compound. As not all templates have a substructure match with the queried compound, 

not all templates can be applied to any given compound. Therefore, it is necessary to predict which 

templates can be applied to prevent an exhaustive search across all templates. The problem of 

predicting retrosynthetic pathways is formally described as a tree search, whereby the templates 

are applied recursively to generate a tree of possible options. In practice, the number of templates 

applied is the top 50 predicted by the model. As mentioned previously, not all templates will yield 

a set of reactants; therefore, the number of options at each step will be less than the 50 predicted. 

An additional constraint is applied such that when the cumulative sum of the probabilities 

associated with each template reaches a cutoff threshold, no further templates will be applied; 

therefore the number of options will be less than 50 in this instance.9 This limits the computational 
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expense of enumerating all possible options given by the extracted templates. The tree is then 

searched to find the most efficient synthetic pathways.9,122,123,162 

This study is focused on how prioritization of templates, specifically those that are associated with 

the formation of rings, can be used to the predict synthesis of ring systems. Having determined 

which templates have been used in the context of forming rings, we examine three approaches for 

prioritization and compare them: (1) prediction using a model trained on all templates extracted 

from the reaction data, including those that do not form rings, to determine whether such a model 

is able to prioritize ring formations, termed the standard model; (2) applying a filter at inference 

to the standard model trained on all templates to select only those that correspond to ring 

formations, termed the filtered model; (3) a model trained on only the templates that have been 

used in the context of forming rings, termed “Ring Breaker”. In each instance, the model 

architectures are held constant, and only the inference method or training data are varied. For each 

of the models we train on either the templates obtained from the Reaxys or USPTO datasets. We 

then examine and compare the predictive capability of selected models on a set of commonly used 

ring formations, fragments from the ZINC database,205 approved drugs from DrugBank,206 and 

two compounds from the “rings of the future” set. 

4.2 Results and Discussion 

4.2.1 Brute Force Application, Filtering, and Prioritization 
To exemplify the predictions of “Ring Breaker”, we retrieved examples from the organic chemistry 

literature for which commonly used ring-forming reactions were used (Figure 12). We assessed 

each substrate against each of the three methods of prioritization mentioned previously, for both 

the USPTO and Reaxys datasets (Figure 13). As mentioned in the overview of template-based 

retrosynthesis planning, not all templates are applicable for a given compound. Therefore, using 

brute force application, we exhaustively applied all the templates underlying each model to 

determine the maximum number of templates that were applicable. Figure 13a shows that the 

results obtained are as expected; the standard and filtered models have the same underlying set of 

templates and have not been constrained to those corresponding to ring formations. Therefore, 

both models have a higher number of applicable templates than the “Ring Breaker” model, for 

which only templates that have been used in the context of ring formations were considered. The 

same pattern is observed for the Reaxys dataset as shown in Figure 13c. More importantly, the 

maximum number of applicable templates that correspond to ring formations is a much smaller 

fraction of the total amount as shown in Figure 13b and Figure 13d. 
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Figure 12: Substrates from the literature for which named ring-forming reactions were known (substrates for which predictions 

failed are shown in Figure 15, Figure 16, Figure 17). These were used to compare the performance of “Ring Breaker” with our 

standard retrosynthetic model. The substrates were chosen such that there was limited functionality apart from the ring system, to 

emulate the simplified structures on which a ring-forming reaction may be necessary. Additionally, the simple substrates chosen 

allowed for evaluation of the two models “Ring Breaker” and the standard model for their performance on ring formations. The 

additional functionality present in more complex structures can detract from the ring-forming task as outlined in this paper. 
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Figure 13: Application of all templates underlying each of the models, “Ring Breaker”, standard, and filtered models, to the 

substrates in Figure 12. (a) For the USPTO dataset, the maximum number of templates that can be applied from the standard and 

filtered models far exceeds that from the “Ring Breaker” model. This is because of the larger number of templates available to the 

standard and filtered models. The number of templates that can be applied in the top 50 predictions (b), which also correspond to 

ring formations, is a fraction of those that can be applied by brute force in silico. The same is observed for models built on the 

Reaxys dataset as shown in (c) and (d). The discrepancy between the top 50 predictions of the “Ring Breaker” model and standard 

and filtered models is described in Discrepancy between predictive and exhaustive search. 

Comparing the three prioritization approaches across the substrates in Figure 12, we found that the 

“Ring Breaker” model consistently predicted the first applicable ring formation with a lower rank 

than both the standard and filtered models across the Reaxys and USPTO datasets (Figure 14a 

and Figure 14c). Notably, there appears to be missing values for the filtered model on the Reaxys 

dataset (Figure 14c). This is because the values lie off the range covered by the axis. The lowest 

ranked prediction for the filtered model on the Reaxys dataset was 133, and the median prediction 

rank was 736. This highlights an interesting discrepancy between the standard and filtered models 

trained on the Reaxys dataset. The difference can be explained by considering that the standard 

model was trained on all templates, and the filtered model is obtained by applying a filter to the 

standard model, to leave only templates which in the reaction dataset had been recorded as 

contributing to a ring formation. In the case of the standard model, the templates that correspond 

to ring forming reactions in the reaction dataset cannot be prioritized by the model. Therefore, 

once the predictions from the standard model are filtered, none of the remaining templates that 
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correspond to ring formations in the underlying reaction dataset are applicable within the top 50 

predictions (Figure 14d). The standard model is therefore prioritizing and applying templates that 

can be used in the context of ring formations in silico but have never been recorded as a 

contributing to a ring formation in the underlying reaction dataset. Thus, this explains why the 

standard model can predict ring forming reactions in the top 50 whereas the filtered model cannot 

(Figure 14d). Comparatively, the “Ring Breaker” model is able to prioritize and apply more 

templates in the top 50 predictions than either the standard or filtered models as applied to the 

substrates in Figure 12 (Figure 14b and Figure 14d). 

 

Figure 14: The “Ring Breaker” model consistently predicts ring formations with a lower rank than the standard and filtered models 

across both the USPTO and Reaxys datasets, as shown in (a) and (c). Additionally, the “Ring Breaker” model is able to predict 

more templates in the top 50 predictions that result in ring formations, than both the standard and filtered models, as shown in (b) 

and (d). The standard model is not able to prioritize templates that have been used in ring forming reactions as effectively as “Ring 

Breaker”, as demonstrated by filtering the standard model. Thus, for the Reaxys dataset, the first applicable template for the 

filtering approach is ranked as 133, and the median rank is 736, even after filtering all templates that have not been recorded as 

forming a ring in the reaction dataset. 

The discrepancy observed in Figure 14c and Figure 14d can be further explained by considering a 

simplified case, as shown in Table 4. This simplified case shows that there were three ring forming 

templates as found from the reaction dataset. However, the total number of templates that result in 

a ring formation is five. This is context dependent, as a template that is not formally a ring 

formation or has not been observed as forming a ring in the underlying reaction dataset can be 
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applied and form a ring in silico. Thus, the number of templates corresponding to a ring formation 

in silico varies with the substrate, while the number of ring forming templates found from the 

reaction dataset is fixed. By predicting the ranks of the templates, we can see that for the case of 

the standard model, there are five templates that are applicable in silico. Yet only three of them 

correspond to a ring forming template; the others are context dependent. Of the three that are ring 

forming templates, only two are applicable for the given case. This leads to a discrepancy between 

the number of templates that are applicable in silico and predicted by the standard model (varies 

depending on substrate), and the number of templates that correspond to ring formations as found 

from the reaction data set (fixed). 

Table 4: Simplified Example to Explain the Discrepancy between the Standard Model and Its Subsequent Filtering.a) 

Template Ring-forming? 

(as found from 

the reaction 

dataset) 

Ring-forming? 

(as found from 

in silico 

application) 

“standard” rank “filtered” rank “applicability 

filtered” rank 

T1 No No 1 -  

T2 No Yes 2 - 1 

T3 No Yes 3 - 2 

T4 No No 4 -  

T5 No No 5 -  

T6 Yes Yes 6 1 3 

…      

T51 No Yes 7 - 4 

T52 Yes No 8 -  

T53 Yes Yes 9 2 5 

Total Applicable 3 5 5 2 5 
a) The number of templates corresponding to ring formations is fixed, as they originate from the underlying reaction dataset. 

Many more templates are applicable in silico, and these are not considered by the filtering process, as the corresponding 

templates receive a value of zero. Thus, the filtered model is not aware of their applicability. 

 

Therefore, for any given substrate, the number of templates that can be applied and happen to 

correspond to ring formations because of context dependency is greater than the number of 

templates that have been used for ring formations in the underlying reaction dataset, of which not 

all are applicable. Thus, the filtered model will not always have at least as many ring-forming 

templates in the top-50 predictions as the standard model. For the filtered model to have at least 

as many ring-forming templates in the top-50 predictions as the standard model, the model would 

have to consider the applicability of templates. 

It can be argued that increasing the number of predictions beyond the top 50 templates will increase 

the number of predicted templates that encode ring formations which can be applied. However, it 

is clear from Figure 14 and the previous explanation that in the case of the standard model applied 

to the substrates in Figure 12, this would have to be extended to at least the top 150 predictions. 

This extension would enable at least one template that has been recorded as a ring formation in the 

reaction data to be applied. When the standard model is considered as part of the tree search 

algorithm that searches for and selects synthetic routes, rather than as a standalone model, this 
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serves to increase the search breadth of the subsequent tree search. To this end, the computational 

expense associated with enumerating the tree to this extent must be balanced between the speed of 

prediction and the number of retrosynthetic options the model suggests. In the case of the 

prediction of ring formations, “Ring Breaker” balances both these criteria by predicting ring 

forming reactions with both a lower rank and higher number of applicable predictions in the top 

50, as compared to the standard model or its subsequent filtering. 

In addition, we found that “Ring Breaker” trained on the Reaxys dataset outperformed that trained 

on the UPSTO dataset across the substrates in Figure 12 (Figure 14b and Figure 14d). The 

difference in performance may arise from the differing template space covered by the models as 

we have found in our previous studies.136 This is evidenced by the greater number of applicable 

templates that correspond to ring formations in the Reaxys dataset as found by exhaustive 

application (Figure 13b and Figure 13d). Therefore, both the type and quantity of templates 

available to the Reaxys model differ from the USPTO model, as the two models did not differ in 

architecture but in the template and training set used. The diversity of the products in the training 

set for each of the models could additionally influence how well the model is able to learn; 

however, this has not been examined in this study. 

4.2.2 Diels–Alder and Bischler–Napieralski 
The Diels–Alder reaction is one of the most well-known ring-forming reactions and commonplace 

in an undergraduate chemist’s education. However, the standard model fails to predict the template 

leading to the correct set of reactants, as shown in Figure 15, for substrates 7 and 8. The hetero 

Diels–Alder approach cannot be predicted by either the USPTO or Reaxys models for the synthesis 

of quinolines (Figure 15, substrate 8). However, when applied to the substituted cyclohexene 

(Figure 15, substrate 7), the “Ring Breaker” models are able to successfully identify the diene and 

dienophile used in the literature with a high probability for the USPTO (template rank 1, p = 0.951) 

and Reaxys (template rank 1, p = 0.998) “Ring Breaker” models.207 In addition, the synthesis of 

dihydroisoquinolines (Figure 15, substrate 9) via the Bischler–Napieralski reaction was 

successfully predicted by both the USPTO (template rank 1, p = 0.997) and Reaxys (template rank 

1, p = 0.976) “Ring Breaker” models, leading to β-arylethylamide, as reported in the literature 

(Figure 15, substrate 9).208 In the case of both the Diels–Alder and Bischler–Napieralski reactions, 

the standard model consistently predicts alternative and feasible strategies leading to the ring 

containing fragment; this demonstrates the utility of “Ring Breaker” as a method of focusing the 

synthetic strategy toward ring formations at a given step. One exception we found to the increased 

performance of “Ring Breaker” over the standard model is the prediction of the 

dihydroisoquinoline (Figure 15, substrate 9) using the USPTO standard model (template rank 

1, p = 0.966), where the standard model predicts the ring formation with a high probability. 
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Figure 15: Predictions for the Diels–Alder and Bischler–Napieralski reaction using “Ring Breaker” and the standard model on 

compounds obtained from the literature employing commonly used ring formations. For each prediction, the patent identifier or 

Reaxys identifier corresponding to the template used has been given as a precedent. In all cases, the probability “p(x)” of predicting 

the template for the given compound has been shown, where “x” refers to the prediction’s rank (i.e., “p(1) = 0.983” means the 

first prediction with an associated probability of 0.983). In cases where the precursors have been highlighted in a box, the predicted 

disconnection matches that reported in the literature. The literature reference from which the compound was obtained is given for 

each example. We have refrained from exhaustively showing all possible disconnections and have chosen the first prediction that 

can be applied to generate a set of reactants, regardless of whether they reflect the “ground truth”, to show the raw predictions. 

Models trained on the USPTO and Reaxys datasets perform the same in all cases shown above with the exception of the Bischler–

Napieralski reaction predicted for compound 9 using the USPTO data set. 
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4.2.3 Paal–Knorr 
The Paal–Knorr series of ring synthesis can be used to provide access to substituted 

furans,209 pyrroles, and thiophenes (Figure 16 and Figure 17).210 Its versatility and structural 

similarity between components make it an interesting case for testing retrosynthetic 

disconnections. The heteroaromatic ring varies by a single nitrogen, oxygen, or sulfur atom, and 

the ground truth disconnection in each case is almost the same. Figure 16 shows that the 

disconnections predicted by the model are dependent on the dataset. Both the Reaxys and USPTO 

datasets contain complementary templates, whereby the “Ring Breaker” model trained on each 

dataset can predict retrosynthetic disconnections in some cases but not others. For the case of Paal–

Knorr-furan synthesis, the USPTO “Ring Breaker” is not able to predict a disconnection for 

substrates 1 and 2 in Figure 16, whereas the “Ring Breaker” model trained on the Reaxys data 

predicts the literature disconnection for both substrate 1 (template rank 1, p = 0.983) and substrate 

2 (template rank 1, p = 0.998) in Figure 16 with a high probability.210 The case of pyrrole synthesis 

further highlights an interesting problem, whereby the correct disconnection can be predicted by 

the USPTO “Ring Breaker” model for a simplified ring system (Figure 16, substrate 3). However, 

when the molecular complexity around the ring system was increased by replacement of the methyl 

groups with phenyl groups (Figure 16, substrate 4),210 the model failed to respond to the change 

and was not able to predict an outcome. On the other hand, the “Ring Breaker” model trained on 

Reaxys was able to correctly identify the ring system (Figure 16, substrate 3) and predict the 

retrosynthetic disconnection reported in the literature.210 This highlights the underlying problem 

of template based approaches. The templates must be specific enough to yield a substructure match 

to the compound they are applied to and produce feasible reactants while being general enough to 

be applicable across a broad range of suitable compounds without being promiscuous. Balancing 

these two requirements means that in cases such as the pyrrole synthesis, the template predicted 

for the simplified ring system cannot be applied to the more complex ring system shown and is 

further exemplified in Discrepancy between predictive and exhaustive search. In contrast to “Ring 

Breaker”, the standard model is only able to predict the correct set of precursors for compound 2, 

which uses the Paal–Knorr furan synthesis. 



60 | P a g e  

 

 

Figure 16: Predictions for the Paal–Knorr furan and pyrrole synthesis using “Ring Breaker” and the standard model on 

compounds obtained from the literature employing commonly used ring formations. For each prediction, the patent identifier or 

Reaxys identifier corresponding to the template used has been given as a precedent. In all cases, the probability “p(x)” of predicting 

the template for the given compound has been shown, where “x” refers to the prediction’s rank (i.e., “p(1) = 0.983” means the 

first prediction with an associated probability of 0.983). In cases where the precursors have been highlighted in a box, the predicted 

disconnection matches that reported in the literature or is the correct one as identified by expert chemists; the notation is equivalent 
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for consistency. The literature reference from which the compound was obtained is given for each example where appropriate. In 

cases where the literature reference has not been given, the compound was purposefully simplified to determine if the correct 

disconnection could be predicted. We have refrained from exhaustively showing all possible disconnections and have chosen the 

first prediction that can be applied to generate a set of reactants, regardless of whether they reflect the “ground truth”, to show 

the raw predictions. Models trained on the USPTO and Reaxys datasets are complementary in this case, whereby predictions that 

can be made with one may not necessarily be made with the other. 

 

Figure 17:Predictions for the Paal–Knorr thiophene synthesis using “Ring Breaker” and the standard model on compounds 

obtained from the literature employing commonly used ring formations. For each prediction, the patent identifier or Reaxys 

identifier corresponding to the template used has been given as a precedent. In all cases, the probability “p(x)” of predicting the 

template for the given compound has been shown, where “x” refers to the prediction’s rank (i.e., “p(1) = 0.983” means the first 

prediction with an associated probability of 0.983). In cases where the precursors have been highlighted in a box, the predicted 

disconnection matches that reported in the literature or is the correct one as identified by expert chemists; the notation is equivalent 

for consistency. The literature reference from which the compound was obtained is given for each example where appropriate. In 

cases where the literature reference has not been given, the compound was purposefully simplified to determine if the correct 

disconnection could be predicted. We have refrained from exhaustively showing all possible disconnections and have chosen the 

first prediction that can be applied to generate a set of reactants, regardless of whether they reflect the “ground truth”, to show 

the raw predictions. The model fails to predict the synthesis of thiophenes in this case as it focuses on the morpholine ring for 

compound 5 and does not have any template matching the molecular environment in compound 6 for the desired outcome. 

In the case of thiophene synthesis, the model cannot identify a suitable template for the simple ring 

system (Figure 17, substrate 6), regardless of the dataset used. However, in the more complex case 

(Figure 17, substrate 5), it focuses its efforts on the morpholine ring, predicting the shown 

disconnection (Figure 17, substrate 5) with a high probability. While this does not indicate that the 

models cannot predict thiophene formation, it alludes to the fact that these templates may be under-

represented in the underlying dataset. 
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4.2.4 Prediction of ZINC Fragments and DrugBank 
We performed a one-step retrosynthetic analysis considering only the top 50 predictions to focus 

on the ring-forming step required to synthesize a range of ring containing subsets from the ZINC 

database (Figure 18).205 Examining a range of ring systems, from the most commonly occurring 

(in >100K substances) to the rarest (in <1K substances), we found that “Ring Breaker” was able 

to predict ring formations for more substrates than that of the standard models across all subsets 

examined, regardless of the dataset used. The reason for this may be 2-fold. First “Ring Breaker” 

is exclusively limited to ring formations or reactions for which ring formations may result 

depending on context, so application of a promiscuous template may still lead to a result. However, 

this alone is not likely to lead to the large difference in performance observed. Second, the limited 

and domain specific training set better allows the model to learn in which context ring-forming 

templates can be predicted without distractions from non-ring forming templates. Therefore, it can 

prioritize the ring forming templates on which it is trained better than the standard model. This 

was found by filtering the predictions from the standard model for ring formations, as 

demonstrated in Figure 14. This is in comparison to the standard model in which ring-forming 

templates can be drowned out in the noise by more frequently occurring templates, as there are 

several possible options for disconnections aside from the ring-forming templates. 

Furthermore, we found that the Reaxys “Ring Breaker” outperformed that trained on the USPTO 

dataset (Figure 18). This is in contrast to our previous observations, where we reported that the 

ability to generate synthetic routes for the standard model did not depend on the training 

dataset.136 We have now determined that for the domain specific case of ring formations there is a 

clear effect arising from the training set used in the template space, attributed to the number and 

diversity of the samples available to the network for training. The difference in performance 

between the “Ring Breaker” models trained on the USPTO and Reaxys dataset can in part be 

attributed to the prevalence of some fragments in the Reaxys training set (Overlap of ZINC 

fragment sets with the training sets). 

The performance of the model on ring systems classed as “rare” in the ZINC database is surprising 

(Figure 18). These rings systems can be assumed to be difficult to access synthetically, yet the 

model is able to predict a one-step retrosynthetic disconnection in most cases. Examples are shown 

in Figure 19, with their corresponding patent precedent, which refers to the patent containing the 

reaction from which the predicted template was extracted. While the retrosynthetic disconnection 

may not be used as described in the forward sense, we show that “Ring Breaker” can act as an idea 

generator from which a trained synthetic chemist can build upon. 
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Figure 18: Examining the top 50 predictions of “Ring Breaker” to assess the synthetic accessibility of a range of ring systems 

obtained from the ZINC database. The top 50 predictions were considered, and templates were applied. If the predicted templates 

generated a set of outcomes, the prediction was successful and the ring system synthetically accessible in silico. The heavy atom 

count for compounds in each ZINC subset is plotted against the number of compounds corresponding to the heavy atom count. The 

raw dataset distribution is the distribution of compounds with a given heavy atom count as found for each ZINC subset. The 

distributions from each model show the distribution of compounds remaining after prediction with a given heavy atom count. The 

difference between the raw distribution and that of the models corresponds to compounds that could not be predicted. The subsets 

correspond to (a) common (occurring in greater than 100K substances), (b) present in drugs, (c) present in nature, and (d) rare 

(occurring in under 1K substances). The “Ring Breaker” and standard models were compared for each subset and each training 

set, Reaxys and USPTO. Only a one-step retrosynthesis was predicted for each ZINC subset. The “Ring Breaker” trained on Reaxys 

(green) consistently outperformed all other models, and the “Ring Breaker” far outperformed the standard model regardless of 

the training data set. “Ring Breaker” exhibits the best performance for ring systems between 5 and 20 heavy atoms in size, and the 

predictions follow the raw distribution with a slight divergence as not all ring systems can be predicted. 
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Figure 19: (a, b) Examples of ring fragments from the ZINC database that could not be predicted by “Ring Breaker” model trained 

on the USPTO or Reaxys data. The templates must be specific enough to yield a substructure match to the compound they are 

applied to and produce feasible reactants while being general enough to be applicable across a broad range of suitable compounds 

without being promiscuous. Balancing these two requirements means that in cases such as the furan synthesis, the template 

predicted for more complex ring systems cannot be applied to the simple ring system shown. (c) Predicted retrosynthetic 

disconnections using the USPTO “Ring Breaker” are shown for a selection of compounds in the rare subset. For each prediction, 

the patent identifier corresponding to the template used has been given as a precedent. 

In some cases (e.g., furan synthesis) that could not be predicted for the unsubstituted ring system 

(Figure 19b), we have previously observed that a disconnection could be predicted from the 

substituted ring system (Figure 16, substrates 1 and 2). In such cases, it is a problem of template 

availability and the underlying dataset on which the model is trained. The template must be able 

to describe the changing atoms and bonds in the reaction and therefore be specific to the reaction 

from which it was extracted in terms of the local molecular environment. Yet the template must 

also be able to be generally applied to a variety of compounds containing the same molecular 

environment from which the template was first extracted. Finally, the network is trained on the 
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product of the reactions, and the corresponding templates are labels. Therefore, for the network to 

“learn” in which context a given template can be applied, there must be a sufficient number of 

diverse examples containing the same local molecular environment to which the template has a 

substructure match. In this way, the network is better able to generalize to which compound a 

given template can be applied and may explain why compounds, and by association templates that 

occur frequently within the dataset, are better “understood” by the network. 

Given that the “Ring Breaker” models cannot always predict the synthesis of unsubstituted 

fragments owing to template specificity for the unsubstituted furan and benzene (Figure 19b), we 

additionally applied the “Ring Breaker” models to a set of 2039 approved drugs obtained from the 

DrugBank database.206 By doing so, we exemplify that in the case of complete structures, and not 

only unsubstituted fragments obtained from ZINC, “Ring Breaker” is able to predict ring forming 

steps for their synthesis. Figure 20 shows that the “Ring Breaker” model trained on the Reaxys 

dataset consistently predicts more applicable templates in the top 50 predictions and with a lower 

rank than the model trained on the USPTO dataset. This is in line with that observed previously as 

shown in Figure 14. Additionally, as expected, the number of predictions in the top 50 increases 

with the number of rings in the substrate (Figure 20c). Again, we observed that the “Ring Breaker” 

model trained on the Reaxys dataset suggests more ring formations in the top 50 predictions than 

that trained on the USPTO dataset. The exception is for compounds containing 10 rings, in which 

case the median number of ring formations suggested is the same for model trained on both 

datasets; however the number of suggestions exhibits a wider range. 
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Figure 20: Statistics for the “Ring Breaker” models applied to 2039 approved drugs from DrugBank. (a) The “Ring Breaker” 

model trained on the Reaxys dataset predicts ring forming reactions with a lower rank than the model trained on the USPTO 

dataset. (b) The “Ring Breaker” model trained on the Reaxys dataset exhibits a wider range of templates predicted in the top 50 

predictions than that trained on the USPTO dataset. However, the median number of ring formations is the same. (c) The “Ring 

Breaker” models predict more ring formations in the top 50 predictions as the number of rings in the substrate increases, as one 

would expect. The Reaxys model consistently predicts more ring formations in the top 50 predictions than the USPTO model. An 

exception is observed for substrates containing 10 rings, whereby the median values are the same, but the number of predictions 

by USPTO model exhibits a wider range. 

4.2.5 Accessing Virtual Fragments: “Rings of the Future” 
Since the exhaustive computational enumeration of heteroaromatic ring systems first described by 

Pitt et al.,200 several articles have detailed the enumeration of ring systems,198,201–203 yet few 

follow-up articles have proposed syntheses to access the motifs described. We examined “Ring 

Breaker” in the context of novel ring systems, the so-called “Rings of the Future”.200 Having 

trained the model on patent data up to 2016, we selected two novel ring systems from the literature 

for which the syntheses were reported in 2016 204 and ensured that they were not present in the 

training dataset. Rather than predicting the full synthetic route, we focused on the ring-forming 

step. We found the first applicable template in both cases corresponded to the disconnection 

reported in the literature (Figure 21). This further demonstrates the applicability of “Ring Breaker” 
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to previously unseen ring systems and shows how the approach can be used as an idea generator 

to explore novel ring-based scaffolds. Furthermore, the literature or patent precedent allows for 

researchers to look up reaction conditions and experimental procedures. 

 

Figure 21: Performance of “Ring Breaker” on two “Ring of the Future” compounds that were synthesized in 2016, for which the 

predicted disconnection matches that described in the literature synthesis (highlighted in the green boxes). The predictions are 
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shown for the USPTO dataset, which contains reactions from patents up to 2016. The “Ring of the Future” compounds were not 

part of the USPTO dataset, and as such, their syntheses were not part of the training of the model, thereby demonstrating that 

“Ring Breaker” is capable of predicting and suggesting ideas for the synthesis of unprecedented ring systems. For each prediction, 

the patent identifier or Reaxys identifier corresponding to the template used has been given as a precedent. In all cases the 

probability “p(x)” of predicting the template for the given compound has been shown, where “x” refers to the prediction’s rank 

(i.e., “p(1) = 0.983” means the first prediction with an associated probability of 0.983). In cases where the precursors have been 

highlighted in a box, the predicted disconnection matches that reported in the literature. (c) shows one of the reactions that are 

precedented for a benzene ring system but is applied in a different context, on the pyridine. The N atom of the pyridine is outside 

the template’s scope, and so the template can be applied in this context in silico. 

The standard model predicts some of the ring forming reactions that appear in the “Ring Breaker” 

predictions with a lower rank, as would be expected due to the greater number of transformations 

on which the standard model is trained. The additional reactions on which the standard model is 

trained offer alternative approaches to access ring systems that do not necessarily involve ring 

formations, such as functionalization of the core scaffold (Figure 21). These approaches can be 

used for known ring systems; however, for novel systems that have not been observed before, the 

ring system must be built from basic building blocks. The prediction ranked number seven for the 

ring system in Figure 21b is based on a template extracted from the reaction shown in Figure 21c. 

The template predicted by the model is precedented for a benzene ring and applied on a pyridine 

for which the nitrogen atom falls outside the templates scope; thus the template can be applied in 

a different context in silico. 

It is inherent to the template-based approach that novel chemistries are not able to be predicted, as 

the precedent arises from extraction of a specific subgraph from the underlying dataset. Therefore, 

the model learns to predict existing chemistry exhibiting a similar subgraph to the queried 

compound. 

4.2.6 Incorporation into Computer Aided Synthetic Planning Tools 
In their current state, template-based synthetic planning tools, which rely on a classification 

network to predict which template can be applicable in a given context, struggle to differentiate 

ring-forming reactions from the multitude of other suitable reactions that can be applied to any 

given compound. This is due to the large number of templates available and the relatively low 

frequency of ring forming reactions within the datasets (Table 5). As such, in cases where a ring 

disconnection may be suitable or may lead to a more efficient synthetic route, the network and 

subsequent tree search do not often prioritize, apply, and generate synthetic routes that proceed 

through ring formations. To overcome this problem, the “Ring Breaker” model can be viewed as 

a specialist that can be consulted at various stages of the tree search to yield routes that proceed 

through ring formations. In addition, the model may be used as a stand-alone tool to target a 

specific set of transformations. This is particularly useful when building synthetic trees 

interactively in a stepwise manner. In Figure 22 we demonstrate one such use case, where the 

standard model fails to predict a disconnection from the bicyclic ring system. To counteract these 

problems, we apply the “Ring Breaker” model. This yields a prediction from which the search for 

a synthetic route can be continued. In addition to using “Ring Breaker” to kick-start the model 

from a point at which it becomes stuck on a ring system, the predictions can be used to supplement 
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the standard model throughout the search for a synthetic route. Thereby, the possibilities for routes 

going through ring disconnections could increase, leading to more convergent synthetic routes, as 

opposed to a linear series of functionalization. Incorporation of “Ring Breaker” into general route 

planning tools in each of the two ways described could help to maximize the chances of finding a 

more efficient route. This in turn could be used by synthetic chemists as an idea generator to 

discover existing disconnections but applied in a different context. 

 

Figure 22: Exemplary synthesis demonstrating the use of “Ring Breaker” trained on the USPTO dataset to augment synthesis 

planning tools. “Ring Breaker” can be used to guide retrosynthetic tree search to explore areas exploiting ring-forming strategies. 

In some cases, as that shown above, the standard model fails to predict the disconnection necessary to break apart the ring system; 

thus it becomes stuck. “Ring Breaker” overcomes this bottleneck by targeting the ring system to suggest an appropriate 

disconnection, thus enabling the standard model to continue the retrosynthetic search to a set of building blocks. The building 

blocks shown are considered “in stock” when using the ACD catalog. 

This methodology, using a domain specific model in conjunction with a standard model, can be 

extended to other areas of synthetic chemistry in which the data are limited and domain specific 

knowledge (i.e., a specialist) is required. Furthermore, the data on which the methodology relies 

could be augmented by integrating different data sources in order to increase the coverage of ring 

forming reactions. 

4.3 Conclusions 

We have developed a methodology for proposing syntheses and assessing the synthetic 

accessibility of ring systems using a specialized ring-forming neural network called “Ring 

Breaker”; remarkably, our “Ring Breaker” can predict more templates in the top 50 predictions 

than the standard and filtered models. It can be used as a stand-alone tool, or it can be incorporated 

into synthetic planning tools. In addition, we have described a scalable and representative method 

for the generation of labels for computer aided synthesis planning tasks. The model, when trained 

separately on either the USPTO or Reaxys datasets, shows that the model trained on Reaxys 
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outperforms that trained on the USPTO dataset. Notably, in cases where one fails, the other is often 

able to suggest a suitable disconnection, and in this sense the two data sets are complementary. 

We determined that for a series of common ring formations and ring fragment subsets obtained 

from the ZINC database, the models can suggest suitable disconnections for the ring-forming step 

in most cases. Furthermore, in all subsets examined “Ring Breaker” outperforms the predictive 

capability of the standard and filtered models. This is because the standard model fails to prioritize 

ring forming reactions, as found by applying a filter to the standard model to consider only 

templates that were used in a ring formation in the underlying reaction dataset. 

Although the models consistently underperform for ring systems smaller than five heavy atoms, 

fragments are not common because of torsional strain. The distribution of compounds for which 

ring-forming steps could be predicted closely follows the raw distribution of ring systems in the 

subsets. Our study was extended to previously unseen ring systems, for which the model trained 

solely on the USPTO dataset could predict the ring-forming step reported in the literature as the 

first applicable template.204 This highlights the utility of the method across the range of common, 

rare, and previously unseen ring systems, where the tool can be used as an idea generator. Given 

that the model varies in predictive capability depending on the substitution of the ring system, we 

established that this originates from the availability of a suitable template and by association the 

underlying dataset. While suitable templates describing the reaction are suggested, they cannot be 

applied as they do not share an exact substructure match to the query compound. To verify that the 

“Ring Breaker” model is predictive on full structures and not only fragments, we applied the model 

to 2039 approved drugs from DrugBank. The “Ring Breaker” model trained on the Reaxys dataset 

was able to predict more ring formations in the top 50 predictions and with a lower rank than the 

corresponding USPTO model. 

We propose that the specialized model can be used alongside the current “all encompassing” model 

currently used in synthetic planning tools and as a stand-alone idea generator for proposing 

retrosynthetic disconnections to a wide range of ring systems, including those previously unseen. 

This has implications in the pharmaceutical, agrochemical, and dye industries, to name a few, 

where ring systems are an important and widely used motif at the center of many marketed 

compounds.195 Furthermore, we propose that this methodology can be extended to other 

specialized domains within synthesis planning tasks where the data may be limited and domain 

specific knowledge (i.e., a specialist) is required. The methodology could also be extended to 

combine various data sources to increase domain specific coverage, in addition to data 

augmentation techniques published at the time of writing this manuscript.145 
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4.4 Methods 

4.4.1 Reaction Data Sets and Template Extraction 
The United States Patent Office (USPTO) extracts ranging from the years 1976 to 2016 are 

publicly available.92 They are split into granted and applied patents and are openly available for 

use by the community. The Reaxys178 dataset is commercially available, provided by Elsevier 

under licensing agreements. 

All reactions were atom-mapped and classified using the commercially available Filbert and 

HazELNut packages (version 3.1.8) provided by NextMove software.180 These were subsequently 

processed using RDKit and RDChiral for template extraction.20,181 The bipartite reaction graph 

was built using NetworkX and queried to yield a multilabel dataset.192 

4.4.2 Dataset Generation 
Reaction datasets, in their current form, contain records of individual reactions whereby one 

compound can be the product of several different reaction classes or combination of reactants. In 

previous approaches these individual records have been used to train neural networks to either 

predict a retrosynthetic step or for reaction prediction.9,135,138,149,166 However, this strategy neglects 

the one to many types of retrosynthetic analysis, where a given compound may be constructed in 

more than one way. To overcome the limitation imposed by direct use of the data set entries, we 

first build a bipartite reaction graph to map the relationship between all compounds designated as 

products in the reaction dataset with their corresponding template or reaction rule.122,162 Using only 

templates that have been validated by applying them to the product and confirming that they 

regenerate the reactants recorded in the dataset, we ensure that the graph represents a “partial” 

ground truth of the retrosynthetic space. For each compound designated as a product, the bipartite 

reaction graph is queried to obtain the neighboring connected nodes, from which we can extract a 

multilabel dataset for the subsequent training of neural networks. This approach allows us to train 

a multilabel multiclass classification neural network for the prediction of retrosynthetic steps, as 

opposed to the single-label multiclass classification network previously described (Figure 23). In 

doing so, the number of samples is limited to the number of products recorded in the dataset rather 

than the number of individual reaction entries. This speeds up training of the network by reducing 

the number of samples, resulting in a more efficient way of scaling to the ever-growing chemical 

literature. Additionally, the label vectors better represent the nature of the problem and are closer 

to the ground truth as their sparsity is reduced. The ground truth is defined as containing all 

possible retrosynthetic disconnections and, as such, reaction templates that can be applied to any 

given product. 
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Figure 23: (a) Schematic of multilabel generation. Previously machine learning approaches to retrosynthetic planning have been 

trained considering a one product to one template relationship. However, as multiple templates/reactions may be used on a given 

compound, it is desirable to train the model considering a one product to multiple template relationship. Here we build a bipartite 

reaction graph connecting compounds with their associated templates, which we subsequently query to extract a multilabel dataset. 

(b) Examples of ring formations described in the USPTO dataset; these include ring closing metathesis and the Diels–Alder 

reaction. The USPTO dataset was filtered using the crude measure of the difference in the number of rings between products and 

reactants to obtain a dataset describing ring formations. 

In this work, we limited the reaction templates to those describing ring formations by using the 

crude measure of the difference in the number of rings between the products and reactants. We 

retain only reactions in which the difference is greater than one, thereby allowing multiple ring 

formations in one synthetic step. The bipartite reaction graph is then built, describing the 

retrosynthetic space corresponding to ring formations, and queried to build a domain specific 

multilabel dataset (Figure 23). Compared to the entirety of the datasets from which the ring 

formations were extracted, we found that ring-forming reactions constitute an upper limit of 4.5% 

and 5.8% of the USPTO and Reaxys datasets, respectively (Table 5). The number of ring forming 

reactions is likely lower than that reported as our crude measure of ring change (number of rings 

in product minus number of rings in reactants) includes a change in the number of rings resulting 

from protections and deprotections. An even smaller percentage of all the templates extracted from 

these datasets correspond to ring formations (Table 5). Therefore, an all-encompassing classifier 

that considers all extracted templates to predict which can be applied in any given situation has the 

difficult task of differentiating templates that can be applied. We propose a specialized ring 

formation classifier called “Ring Breaker” that overcomes the current limitations of predicting ring 

syntheses. This can be injected as needed into a full retrosynthetic tool to enable access to well 

documented, as well as previously unreported, ring systems. 
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Table 5:Breakdown of a Ring Formation Specific Dataset Obtained from the USPTO and Reaxys Datasets by Considering All 

Reactions in Which There Is a Ring Change Greater than 1 between Products and Reactants.a) 

 

 

4.4.3 Classification Network 
The template library was constructed by filtering the respective dataset for templates that occurred 

a minimum of 3 times. In all cases duplicate reactions were removed prior to filtering as explained 

in our previous work.136 Products were represented as extended connectivity fingerprints (ECFP) 

with a radius of 2, using the Morgan algorithm in RDKit,35 whereas templates were represented as 

binarized labels in a one-vs-all fashion using the scikit-learn library using the 

“LabelBinarizer”.186 Both the input ECFP4 and output vectors were precomputed. Training, 

validation, and test sets were constructed as a random 90/5/5 split of the datasets, using a random 

state of 42, where the datasets were shuffled prior to splitting. This was conducted using the scikit-

learn library.186 

The network framed as a supervised multiclass classification problem was trained using 

Keras187 with Tensorflow188 as the back end, the Adam optimizer with an initial learning rate of 

0.001,189 and categorical cross entropy as the loss function (Figure 24). The learning rate was 

decayed on plateau by a factor of 0.5, where the plateau was considered as no improvement of the 

validation loss after 5 epochs. The top 1, 5, 10, and 50 accuracies were monitored throughout the 

training process, and the loss on the validation set was used with early stopping (patience 10) to 

determine the number of epochs for which the model was trained. The standard model deployed 

within this study was trained as described in our previous work.136 The multilabel approach enables 

faster training relative to the single-label approach while achieving similar accuracy and loss 

values (Figure 25). 

Dataset 
Ring 

Formations 

Percentage of Ring-

forming Reactions in 

Dataset 

Ring Formation 

Templates Extracted 

Percentage of  Ring 

Formation   Templates  

USPTO 1976-2016 53,698 4.5 % 6,389 2.1 % 

Reaxys® 265,716 5.8 % 15,662 4.3 % 
a) Compared to the entirety of each respective dataset, the percentage of reactions corresponding to ring formations is estimated 

to be 4.5% and 5.8% respectively, and the percentage of corresponding templates even lower. This shows that ring-forming rea

ctions could be poorly represented considering the whole dataset and could fall within the noise, considering 12% of the reacti

ons in patents correspond to protections and deprotections.(30) The numbers shown are after filtering for templates occurring a 

minimum of 3 times and compared to all templates and reactions obtained from the dataset. 

javascript:void(0);
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Figure 24: Architecture used to train the “rollout” policy taking molecules represented as ECFP4 as input, through a fully 

connected layer of 512 nodes, and ELU as the activation function followed by a dropout of 0.5 and softmax output layer. 

 

Figure 25: Training and validation curves for accuracy and loss. The RingBreaker network uses multilabel training which enables 

faster training times relative to the single-label approach, as can be seen by the relatively lower number of epochs required for 

training. The top-1 accuracy and loss are comparable across both approaches. 
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4.4.4 Brute Force Application, Filtering, and Prioritization 
The “Ring Breaker” and standard models were used to make predictions for each substrate. In each 

case the templates were applied sequentially until all templates in the template library for each 

model where exhausted. The first applicable template, the first applicable template that 

corresponds to a ring formation, the number of templates applicable in the top 50 that correspond 

to a ring formation, the maximum number of applicable templates, the maximum number of 

applicable templates that correspond to a ring formation where recorded. 

The filtered model was obtained by identifying all templates in the standard model that were used 

in ring formations (the subset used to train “Ring Breaker”). All templates that were not in the 

“Ring Breaker” set of templates were set to zero in the output vector. The output vector was then 

sorted by the probability associated with the remaining templates. This vector was then used as the 

predictions for the filtered model. The predictions were then applied sequentially as previously 

described. 

4.4.5 Prediction of ZINC Fragments and DrugBank 
The ring subsets described were obtained from the ZINC database and used as is.205 The curves 

plotted are a result of counting the number of heavy atoms in each compound for the ZINC subset 

and plotting the number of times a fragment with the corresponding heavy atom count occurs. 

Predictions were then made using each model and the dataset filtered for those fragments for which 

templates were predicted and successfully applied. From this we can determine how many 

compounds in the subset we can predict a one-step retrosynthesis for and how this varies with ring 

size for which we have used heavy atom count as a proxy measure. The overlap of each fragment 

set with the training sets is available in Overlap of ZINC fragment sets with the training sets. 

4.5 Availability of Data and Materials.  

Reaxys datasets were used under a license agreement. Precedents for reactions on the Reaxys Web 

server may not be present in our licensed dataset. The USPTO, DrugBank, and ZINC datasets are 

freely available. Filbert, NameRxn, and HazelNut were used for atom-mapping and classification 

under license Drugfrom NextMove software. All code used in the production of this work will be 

made available under an MIT license at https://github.com/reymond-group/RingBreaker. 

 

4.6 Author Contributions 

A.T. designed, conducted the research, and wrote the manuscript. A.T. and E.J.B. designed the 

concept. A.T. and N.S. designed and selected the compound sets. E.J.B., O.E., and J.-L.R. 

supervised the project. 

 

https://github.com/reymond-group/RingBreaker


76 | P a g e  

 

5 Retrosynthetic accessibility score 

(RAscore) – rapid machine learned 

synthesizability classification from AI 

driven retrosynthetic planning 
 

Computer aided synthesis planning (CASP) is part of a suite of artificial intelligence (AI) based 

tools that are able to propose synthesis routes to a wide range of compounds. However, at present 

they are too slow to be used to screen the synthetic feasibility of millions of generated or 

enumerated compounds before identification of potential bioactivity by virtual screening (VS) 

workflows. Herein we report a machine learning (ML) based method capable of classifying 

whether a synthetic route can be identified for a particular compound or not by the CASP tool 

AiZynthFinder. The resulting ML models return a retrosynthetic accessibility score (RAscore) of 

any molecule of interest, and computes at least 4500 times faster than retrosynthetic analysis 

performed by the underlying CASP tool. The RAscore should be useful for pre-screening millions 

of virtual molecules from enumerated databases or generative models for synthetic accessibility 

and produce higher quality databases for virtual screening of biological activity. 

This chapter has previously appeared as a scientific article in Chemical Science. This section has 

been reproduced from the following article with permission from the Royal Society of Chemistry. 

A. Thakkar, V. Chadimová, E. J. Bjerrum, O. Engkvist, J.-L. Reymond, 

Retrosynthetic accessibility score (RAscore) – rapid machine learned 

synthesizability classification from AI driven retrosynthetic planning. Chem. 

Sci. 2021, 12, 3339–3349. DOI: 10.1039/D0SC05401A 
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5.1 Introduction 

Artificial intelligence (AI) in chemical discovery has been driving improvements in the tools 

available to the chemical community. This has occurred primarily in the areas of de 

novo generation of new chemical entities (NCE),61,211 toxicology/bioactivity,212 and computer 

aided synthesis planning (CASP).9,138 The question as to which molecule to make and how to make 

it, is at the center of chemical discovery programs across academia and a range of industries, 

ranging from agrochemical to pharmaceutical.1 Typically virtual screening (VS) workflows have 

been used to decide which compounds to make, starting from generated, enumerated, commercial, 

or public datasets which are then filtered using a variety of statistical and physics based modelling 

techniques until the search space is refined (Figure 26).2,213–215 The question and decision of which 

and how to make a given set of compounds is left to a team of chemists at the end of the VS 

workflow, prior to synthesis in the laboratory. To aid this filtering process a variety of 

computational tools which take synthesizability considerations into account have been employed 

over the last two decades.116,216,217 

 

Figure 26: Example of a virtual screening (VS) workflow. The synthesis of compounds is typically considered at the end of the 

workflow as a final selection criteria, and it is at this point CASP is also used to filter compound libraries to synthesizable 

compounds. RAscore allows for pre-screening of compounds that may be synthetically accessible by CASP enabling use earlier in 

the VS workflow (green). 

CASP has emerged as a method by which compounds can be filtered in the VS workflow, and 

during optimization cycles throughout the generative modelling process. Several recent CASP 

tools have been developed which may be used for these purposes, including but not limited to: 

Synthia (formerly Chematica),126 ICSYNTH,133 ASKCOS,138 AiZynthFinder,218 and IBM 

RXN.151 These can be used at two potential stages of the generation process, either to bias the 
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generation process or as a post hoc filter after the molecules have been generated.219 Given a target 

compound, CASP can predict each step of the synthesis pathway towards commercially available 

building blocks. This makes it suitable for the in silico filtering of large compound libraries, and 

has been demonstrated by Gao and Coley for the case of generated compounds.219 However, 

despite the vast amount of progress that has contributed to making the prediction of full synthetic 

routes computationally tractable,1,104,116,220 to the extent that some predictions may be made within 

a minute.1,138 The scale at which predictions must be conducted for large compound libraries 

consisting of several million or even billions of compounds can still be limiting. 

To tackle the challenge of screening large compound libraries with synthesizability considerations, 

existing scores include the synthetic accessibility score (SAscore), synthetic complexity score 

(SCscore), and synthetic Bayesian accessibility (SYBA).218,221–223 The SAscore and SYBA are 

estimations of synthetic feasibility based on the occurrence of molecular fragments in public 

databases, whereas SCscore is learned from a reaction corpus, with the underlying assumption that 

products are more complex than their constituent reactants. 

Herein, we propose the retrosynthetic accessibility score (RAscore) that enables rapid estimation 

of synthetic feasibility as determined from the predictions of CASP, in this case 

AiZynthFinder.218 We investigate a machine learning classifier for retrosynthetic accessibility 

(RA) assessment called RAscore, trained on the outcomes generated from AiZynthFinder, which 

we have shown can increase the speed at which synthetic accessibility can be estimated, and 

separate compounds for which retrosynthetic routes can be found by AiZynthFinder. This is an 

improvement that adds value to existing synthesis scores, and when used in combination with the 

previous scores, the RAscore should enable pre-screening of compounds that can be later subjected 

to full retrosynthetic analysis. Thus, this enables CASP to be used at earlier stages of a VS 

workflow or during the generative modelling process. 

We further emphasize that the RAscore may be retrained on data generated from any CASP tool. 

Therefore, the score will serve to reflect improvements in the continuously changing synthesis 

planning technology landscape, thereby overcoming current limitations, and can be customized to 

the specific needs of a project or user. The models and training protocols have therefore been made 

available for public use: https://github.com/reymond-group/RAscore. 

 

5.2 Methods 

5.2.1 AiZynthFinder – a tool for computer aided synthesis planning 
AiZynthFinder is a template-based retrosynthetic planning tool based on the methodology of 

Segler and Waller.9,218 It consists of a neural network policy, which determines which reaction to 

use at a given retrosynthetic step, with Monte-Carlo tree search, as reported in our previous 

studies.136 The code, data, and models are open source and available to the 

public: https://github.com/MolecularAI/AiZynthFinder. The reaction transforms have been 

https://github.com/reymond-group/RAscore
https://github.com/MolecularAI/AiZynthFinder
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extracted from the US patent office extracts (USPTO) and used to train the model by which 

retrosynthetic expansion was conducted.92 Models on Reaxys and proprietary datasets have been 

examined in our previous studies, but have been omitted in this study due to their proprietary 

nature.136 These can equally be used in place of the USPTO policy for those who have access to 

the data, and the extraction and training protocols can be found in the repository linked above. 

AiZynthFinder considers retrosynthetic routes to be solved if the precursors or building blocks are 

commercially available. Therefore, as stopping criteria we use the ACD catalogue,193 Enamine 

building block set,224 and AstraZeneca internal database. These are available from the respective 

vendors except for the AstraZeneca internal catalogue. In place of the vendors mentioned here, the 

AiZynthFinder GitHub repository contains a set of compounds extracted from the ZINC 

database,225 as highlighted in our previous work.218 

The score is inherently limited by the underlying CASP tool, however retraining of the RAscore 

is possible following the procedures outlined herein. Thus, the score can be customized for 

individual projects and users, as well as kept up to date with developments in synthesis planning 

technology. We emphasize that any synthesis planning tool should be able to be used for these 

purposes. 

5.2.2 Retrosynthesis prediction for training set generation 
Training and test datasets were generated by randomly sampling 200 000 compounds from 

ChEMBL,190 as a reference set, and 100 000 compounds each from GDBChEMBL and 

GDBMedChem, to resemble compounds that would usually be out with the applicability domain 

of CASP.48,49 The compounds were subsequently subjected to retrosynthetic analysis using 

AiZynthFinder, and labelled as solved or unsolved. The time limit to search for retrosynthetic 

routes was set as 3 minutes per target compound, with a maximum of seven steps, a maximum of 

two hundred iterations, and expansion of fifty actions at each stage of the search as determined by 

the policy network up to a cumulative cutoff threshold of 0.995. 

5.2.3 Machine learning classifiers for estimation of retrosynthetic 

accessibility 
Estimation of retrosynthetic accessibility (RA) was framed as a binary classification problem, as 

the goal of the study was not to score complexity but rather identify with rapid approximation 

whether a compound could be synthesized or not by CASP, for which we use AiZynthFinder in 

this study. We trained a series of classifiers on the retrosynthetic predictions of AiZynthFinder 

using the label generation method stated previously. The trained classifier predicts whether or not 

a given compound is synthetically accessible as found by AiZynthFinder. 

We examined the following classification algorithms: (a) a feed forward neural network classifier, 

(b) XGBoost classifier, and (c) random forest classifier. For each algorithm 2048 dimensional 

counted extended connectivity fingerprints were used with a radius set to 3 (ECFP6), and ECFP6 

counts with features as generated by RDKit.20,35 In total six different models were trained for each 
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dataset, ChEMBL, GDBChEMBL, and GDBMedChem. SAscore, SCscore, and SYBA are 

continuous scores for complexity, thus we trained a classifier for each score for comparative 

purposes, where the score was used as the sole descriptor. For the score-based classifiers we used 

a feed forward neural network and logistic regression. The scores used as descriptors were 

calculated using RDKit and the models published by the authors of the corresponding 

publications.20,221–223 

Scikit-Learn was used to train the random forest model,186 XGBoost for the XGB classifier, and 

Keras with Tensorflow for the feed forward neural networks.187,188 In each case the models where 

wrapped within an objective function using the Optuna framework for hyperparameter 

optimisation.226 All models with the exception of the feed neural network were optimized using a 

five-fold cross validation. The framework used to train the classifiers and models are available 

at https://github.com/reymond-group/RAscore, and can be used for any binary classification 

problem. 

Each model was optimized with the Optuna hyperparameter optimization framework to find the 

optimal parameter set.226 In the case of the feed forward neural network, we treated the number of 

layers, the size of the layers, the activation function, the dropout rate, and the learning rate as 

hyperparameters, to find the optimal architecture within the bounds of the starting criterion as 

given in Example of the optimal architecture found by hyperparameter optimization for the 

ChEMBL dataset. 

There was no overlap of compounds between training, validation, and test sets. This was 

determined by computing the InChI-keys of the compounds in the two sets and using the Python 

built-in set methods to find the intersection.28 We did not check whether a compound was present 

in the training data used to train AiZynthFinder, however this is likely not to influence the 

performance of multi-step retrosynthesis, as the reaction datasets only consider single steps and is 

supported by our previous studies.136 

5.2.4 Average linkage as a method for evaluating machine learning based 

classifiers 
We assessed model performance by computing how well solved and unsolved routes are separated 

using the concept of average linkage. Average linkage is a statistical method by which the distance 

between two clusters are treated as the average distance between all pairs of items, where each 

member of the pair belongs to one of the two clusters. In this instance, the two clusters are solved 

and unsolved compounds as determined by AiZynthFinder (other CASP tools may be used in 

place). The average linkage or separation between solved and unsolved compounds was 

determined by min–max scaling the values of each score such that they were normalized between 

1 and 0 using the Scikit-Learn MinMaxScaler. The absolute pairwise distances where computed, 

and the average of the distances taken to yield a value that corresponds to the separation of the 

clusters as shown in (Figure 27). 

https://github.com/reymond-group/RAscore
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Figure 27:Illustrates the computation of the average linkage. The average linkage is a method by which the distance between two 

clusters are treated as the average distance between all pairs of items, where one member of the pair belongs to each cluster. 

5.3 Results and discussion  

5.3.1 Route statistics from the generation of labels for machine learning 

classifiers 
Initially training and test datasets were generated by randomly sampling 200 000 compounds from 

ChEMBL,190 as a reference set, and 100 000 compounds each from GDBChEMBL and 

GDBMedChem.48,49 The two are subsets of the GDB17 database.44 ChEMBL was chosen to 

represent a selection of bioactive molecules and the GDB subsets chosen to be more challenging 

owing to their differing structural and physiochemical property distribution.48 The compounds 

were subsequently subjected to retrosynthetic analysis using AiZynthFinder, and labelled as solved 

or unsolved. 

Figure 28 shows statistics gathered for the predicted retrosynthetic routes during the label 

generation process. The percentage of solved routes increases monotonically, and the rate at which 

routes are solved decreases with the number of steps for each dataset. This is most noticeable for 

compounds requiring synthetic routes between 5 and 7 steps, where we observe a significant 

increase in the dataset coverage (Figure 28b), but no corresponding increase in the percentage of 

solved compounds (Figure 28a). ChEMBL has the highest percentage of solved compounds, 

whereas GDBMedChem and GDBChEMBL are consistently lower. 
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Figure 28: Statistics gathered for the retrosynthesis predicted during the label generation process for each dataset ChEMBL, 

GDBChEMBL, and GDBMedChem. The statistics are shown for all compounds sampled: 200 000 from ChEMBL, and 100 000 

from each of the GDB subsets. (a) The percentage of solved compounds as a function of the number of steps, (b) the dataset 

coverage as a function of the number of steps. (c–f) Histograms depicting the distribution of the compounds in each dataset for 

each of the currently used scores. For SAscore and SCscore the lower the score the less complex and easier to synthesise a given 

compounds, whereas for SYBA positive values indicate easy to synthesise compounds and negative values hard to synthesise. (g–

j) The percentage of solved compounds as a function of each of the currently used scores as computed for each bin in the histogram. 

We observed a correlation between the percentage of solved compounds and the 

SAscore,223 SCscore,221 and SYBA,222 as well as SMILES length (Figure 28g-j), which are in 

agreement with the results obtained by Coley and Gao.219 In the case of SAscore and SCscore, the 

lower the score the more likely it is that a synthetic route can be obtained for a compound, as found 

for all datasets. The ChEMBL sample exhibits a lower range of SAscore than the GDBMedChem 

and GDBChEMBL samples (Figure 28c), which may explain the higher percentage of solved 

compounds in ChEMBL as compared to GDBMedChem and GDBChEMBL (Figure 28a). 

However, for SCscore (Figure 28d) the GDB subsets exhibit a lower range of scores in comparison 

to the ChEMBL sample. Thus, the inverse of the distribution we obtain for SAscore and can be 

rationalized by considering the assumptions made in the SCscore model. The SCscore is based on 

reactions rather than molecular fragments and assumes that the products of a reaction are more 

complex than the reactants. In most cases the products are also larger than the reactants, thus the 

assumption for SCscore falters for the GDB subsets because of their restricted size as shown by 

the difference in SMILES length between the ChEMBL and GDB subsets (Figure 28f-j). This is 

further supported by the lower percentage of solved routes for the GDB subsets (Figure 28f-j). 

In the case of SYBA, the higher the score the more likely it is that a route can be found, negative 

values indicate hard to synthesize compounds. The distribution shown for SMILES length reflects 

the fact that the GDB subsets are skewed towards smaller molecules, and with lower heavy atom 

counts than those found in ChEMBL by virtue of the rules used in their 
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enumeration.48,49 The Figure 28j reveals that the rate at which compounds can be solved falls off 

much more rapidly with SMILES length for the GDB subsets than for ChEMBL. 

5.3.2 Attempts at using SAscore, SCscore, and SYBA 
We assessed the existing scores SAscore, SCscore, and SYBA for their ability to distinguish 

between compounds that could be solved by AiZynthFinder and those that could not (Figure 29). 

These scores have often been used to filter or estimate the synthetic accessibility of large datasets 

of virtual compounds.44,227,228 However, we have found that there is no threshold value at which 

the SA, SC, and SYBA scores can be set that clearly separates compounds that can and cannot be 

solved by AiZynthFinder, as shown by the overlapping histograms. This was observed for all 

datasets examined in this study (Attempts at using SAscore, SCscore and SYBA). Thus, there is 

potential for them to be misused when filtering large virtual libraries. To resolve this issue, we 

propose that the existing scores be used alongside the classifiers trained in this study to determine 

whether a synthetic route can be found, and how difficult it may be to realize the route in the wet 

lab. 

 

Figure 29: Histograms computed for the test set of ca. 20 000 ChEMBL compounds showing whether a retrosynthetic route could 

be found by AiZynthFinder for a given compound (green) or not (red), and their distributions across each of the scores in current 

use. There is no threshold value at which the current scores are able to separate compounds that can be solved by AiZynthFinder 

(green) from those that cannot (red). This highlights how the scores have potential for misuse in generative modelling and filtering 

sets of compounds. 

5.3.3 Machine learning classifiers for estimation of retrosynthetic 

accessibility 
The overlaps shown in Figure 29, demonstrate the need to be able to differentiate between 

compounds that can and cannot be synthesized by AiZynthFinder. Therefore, we trained a series 

of ML based classifiers to determine whether a given compound could be solved by 

AiZynthFinder. A selection of the results obtained for the trained classifiers are shown in Table 

6 (refer to Machine Learning Classifiers for Estimation of Retrosynthetic Accessibility for all 

trained models). In each case the classifiers outperform the existing scores which were used as a 

baseline (SAscore, SCscore, and SYBA) both in terms of the AUC (area under the curve) and 
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average linkage with respect to their ability to classify compounds as solved or unsolved. When 

using the existing scores as descriptors to train the classifiers, we observed a marginal 

improvement in comparison to the score itself. This is because the existing scores are complexity 

based scores, thus have not been developed with the separation of compounds found synthetically 

accessible by CASP in mind. A more significant improvement in classifier performance was 

obtained when using ECFP6 counted vectors as molecular descriptors, both with and without 

features. The feed forward neural network (NN) based models consistently outperformed random 

forest and showed comparable performance to gradient boosting methods (XGB). 

Table 6: Outlines the top 3 classifiers trained for each dataset alongside their corresponding metricsa) 

Dataset Model Descriptor AUC Accuracy Precision Recall 
Average 

Linkage 

ChEMBL 

NN (RAscore) ECFP6 counts with features 0.93 0.90 0.92 0.95 0.69 

NN ECFP6 counts 0.94 0.90 0.92 0.95 0.68 

XGB ECFP6 counts 0.95 0.91 0.92 0.96 0.65 

NN SAscore 0.85 0.81 0.84 0.92 0.37 

NN SCscore 0.61 0.75 0.61 1.00 0.27 

NN SYBA score 0.74 0.78 0.78 0.97 0.21 

Baseline SAscore 0.15 - - - 0.17 

Baseline SCscore 0.39 - - - 0.22 

Baseline SYBA 0.74 - - - 0.17 

GDBChEMBL 

NN (GDBscore) ECFP6 counts 0.93 0.87 0.76 0.73 0.64 

NN ECFP6 counts with features 0.94 0.88 0.78 0.74 0.63 

XGB ECFP6 counts 0.94 0.89 0.81 0.73 0.61 

Baseline SAscore 0.11 - - - 0.26 

Baseline SCscore 0.38 - - - 0.14 

Baseline SYBA 0.72 - - - 0.17 

GDBMedChem 

NN ECFP6 counts 0.93 0.88 0.75 0.64 0.64 

NN ECFP6 counts with features 0.94 0.89 0.77 0.66 0.63 

XGB ECFP6 counts 0.94 0.89 0.78 0.64 0.61 

Baseline SAscore 0.13 - - - 0.22 

Baseline SCscore 0.39 - - - 0.14 

Baseline SYBA 0.70 - - - 0.17 
a) For comparitive purposes a baseline has been included which are the SAscore, SCscore, and SYBA. The metrics for these have 

been computed using Scikit-Learn and the average linkage computed as described in the methods. Classifiers were trained using 

each of the respective scores as descriptors to enable a direct comparison of classifier performance. These marginally outperform 

the baseline models in terms of AUC and average linkage. The top 3 classifiers for each dataset using ECFP6 variants consistently 

outperform the baseline models and their classifiers. For RAscore the top performing classifier on the ChEMBL dataset was chosen, 

and a separate GDB specific model chosen termed GDBscore which was the top performing classifier on the GDBChEMBL dataset. 

 

We identified that the following classifiers were consistently the top three models across each of 

the datasets: feed forward neural networks using ECFP6 counts, feed forward neural networks 

using ECFP6 counts with features, and XGBoost using ECFP6 counts. For the RAscore we chose 

the top performing classifier for separating the compounds as determined by the average linkage. 

We also identified a GDB specific classifier which we term GDBscore in the same manner. The 

https://pubs.rsc.org/en/content/articlelanding/2021/SC/D0SC05401A#tab1fna
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GDBscore classifier was trained on the GDBChEMBL dataset, the classifier trained on 

GDBMedChem was found to have equivalent performance. 

5.3.4 Prediction time 
The importance of training ML based classifiers rather than simply predicting the full 

retrosynthetic pathway becomes clear when examining Table 7. Full retrosynthetic route 

prediction of the ChEMBL sample of 200 000 compounds to a set of commercially available 

building blocks took approximately 239 CPU days on a single machine with 8 CPUs and 64 GB 

of RAM, using AiZynthFinder. Parallelization of full synthetic route prediction is not possible on 

a single machine under the current implementation of AiZynthFinder, however, it is possible to 

split the compounds over several cores and distribute the workload over several machines as has 

been done in this study. In comparison 77 minutes were required for classifying retrosynthetic 

accessibility using RAscore. The increase in prediction speed by ca. 4500 times opens up the 

possibility of estimating the retrosynthetic accessibility of virtual compounds, for instance in drug 

discovery projects, and for the scoring of compounds resulting from generative models earlier in 

the virtual screening workflow. Similar increases in prediction time are also observed for the GDB 

subsets (Table 6). 

Table 7: Percentage of solved compounds for each dataset and the run timea required using AiZynthFinder. 

 ChEMBL GDBChEMBL GDBMedChem 

Percentage Solved 75.21 25.54 20.79 

Size 200,000 100,000 100,000 

AiZynthFinder Run Time (days) 239 149 151 

Score Run Time (mins) 79 b) 30 c) 30 c) 

a) Expressed in days taken on a single machine with 8 CPUs and 64 GB of RAM, rounded to the nearest day. 

The time taken in minutes for the neural network classifier with ECFP6 counted fingerprints is also given for 

comparative purposes. The neural network classifier, RAscore, is able to reproduce the results obtained from 

AiZynthFinder in a fraction of the time taken to predict full retrosynthetic routes. 
b)RAscore 
c)GDBscore 

 

5.3.5 Applicability domain 
Gao and Coley previously published the results of running retrosynthetic analysis with ASKCOS 

for a series of datasets consisting of both published and generated compounds.219 We tested our 

trained classifier on the dataset used by Gao and Coley to determine the applicability domain of 

the classifier and gauge how well the ASKCOS predictions could be reproduced. We also used 

AiZynthFinder to predict retrosynthetic routes to the same set of compounds to establish whether 

the classifier could reproduce the underlying CASP tool. 

For each dataset AiZynthFinder marginally outperforms ASKCOS, and is most striking for the 

GDB17 sample (Figure 30).44 This is because AiZynthFinder only considers retrosynthetic 

analysis, whereas ASKCOS additionally factors in reaction prediction which enables pruning of 

unfeasible or low probability retrosynthetic pathways. Furthermore, as the reaction prediction 

https://pubs.rsc.org/en/content/articlelanding/2021/SC/D0SC05401A#tab2fna
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models are trained on published chemistry, and the majority of GDB17 compounds are 

unpublished or dissimilar to published compounds,44 the pathways suggested are likely to be 

pruned resulting in the lower percentage of solved compounds for ASKCOS. Another difference 

that should be considered when comparing the two models is the building blocks available to each 

respective model. This can affect the ability of the CASP tool to find retrosynthetic routes and 

influences whether or not a compound is labelled as solved. 

 

Figure 30: Applicability domain as determined by application to a set of compounds published by Gao and Coley in a previous 

study, full details of each dataset can be found in the referenced manuscript.219 

We found that the feed forward neural network classifier trained on ChEMBL that we term 

RAscore, overestimates the synthetic accessibility of GDB17 in comparison to ASKCOS and 

AiZynthFinder. This is also observed for the other datasets examined, however the extent to which 

RAscore overpredicts is less striking. To replicate the GDB17 dataset, we use GDBscore, which 

is a classifier trained on GDBChEMBL and find we can better reproduce the underlying 

AiZynthFinder synthesis planning tool. The MOSES dataset is based on the ZINC Clean Leads 

collection and GaucaMol is based on the ChEMBL database, both are used for evaluating 

distribution learning algorithms for drug discovery.229,230 The overprediction on both ZINC and 

the prediction in line with the MOSES dataset is surprising considering the compounds originate 

from the same database. However, this may be rationalized considering the samples differ in their 

distribution, and have been obtained from different collections within the ZINC database.227,230,231 

The overprediction on the Sheridan et al. dataset can be seen as positive as all compounds in the 

dataset were previously synthesized at Merck.232 In addition, the prediction in line with the 
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GuacaMol set, implies that the classifier performs well on ChEMBL like compounds by virtue of 

the underlying training data. 

5.3.6 Examples – Limitations of RAscore arising from CASP 
We examined the test set from our ChEMBL sample for compounds within a Tanimoto similarity 

of 0.8 or greater. Some examples of pairs of compounds are shown in Figure 31. In the pairs shown 

one compound was unsolved by our retrosynthetic tool and the other labelled as solved. For each 

example we show that the topology is largely unchanged and only small edits have been made to 

the functionality of the molecule. The change in outcome with minor changes in functionality 

highlight a limitation of AiZynthFinder and likely other template based CASP tools. This can 

originate from: the representation of the input molecules, the way the templates are specified, and 

the distribution of similar samples in the dataset from which the reactions originate. The templates 

suggested for disconnections are unable to account for subtle changes in the reaction center, thus 

the appropriate precursors were not able to be enumerated. This arises because the molecular graph 

underlying the template does not match that of the substrate, thus there is no substructure match. 

These examples are not ‘true’ negatives in the sense that they cannot be experimentally realised in 

the wet-lab and are only negative in relation to the ability of the AiZynthFinder to conduct a 

retrosynthetic analysis. Some examples of such compounds which have led to poor separation of 

solved/unsolved compounds are shown in Figure 31. 

 

Figure 31: Examples of pairs of compounds from the test set that are similar to each other (Tanimoto > 0.8), where a retrosynthetic 

route could be found for one example in the pair but not the other. In each case only a slight modification of the compound leads 

to a change in the outcome from the CASP tool, consider (a) addition of two ortho-methyl groups on the terminal phenyl ring, (b) 

substitution of a cyclohexane moiety for a cyclopropane, and (c) a change in substitution pattern and ring morphology, leads to a 

change in outcome from solved to unsolved. 

To understand why the solved/unsolved test cases were not easily separable, consider the examples 

in Figure 31. In the case of similar compounds, both solved and unsolved compounds are scored 

as synthetically feasible with values tending towards 1.0, despite AiZynthFinder not having found 
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a synthetic route. The example in Figure 31a, is a case for which RAscore predicts the compounds 

as synthetically accessible by AiZynthFinder despite a synthetic route having been found for only 

the compound with two ortho-methyl groups on the terminal phenyl ring. The RAscore learns that 

such minor changes to functionality are feasible by virtue of the machine learning approach, which 

does not take into consideration the inner workings of AiZynthFinder, but rather learns a mapping 

between inputs (compounds) and outputs (synthesisable by AiZynthFinder/unsynthesisable by 

AiZynthFinder). This behavior is an artefact of the subset of compounds from ChEMBL the model 

was trained on, and examples in which the model misclassifies compounds as synthesizable can 

also be found. Similar substitutions are shown in Figure 31b-c, whereby AiZynthFinder failed to 

suggest retrosynthetic disconnections leading to commercially building blocks. 

In most cases the most similar molecule in the training set was below a Tanimoto value of 0.8 

(Appendix C.5.1 Example Compound Similarity to Training Set), and potentially requires a 

different synthetic strategy as compared to the compounds shown for the test set (Figure 31). This 

raises another limitation of AiZynthFinder and potentially other CASP tools, which can be 

overcome by RAscore. The performance of a CASP tool is limited by the number and type of 

building blocks available. In some cases, it may be that the building blocks necessary are not 

included in the database underlying the CASP tool but are in fact available from other vendors. 

Furthermore, it can also be the case that similar building blocks are available that a medicinal 

chemist may consider for functionalization. In these cases, the RAscore is able to learn that it is 

likely that two analogues are synthetically accessible despite a retrosynthetic route having not been 

found. This is because RAscore is not based on a library of building blocks and has been trained 

with the compound as input and label (synthesisable by AiZynthFinder/unsynthesisable by 

AiZynthFinder) as output, thus has no knowledge of building blocks explicitly. The RAscore 

model learns similarity between compounds internally, and by doing so learns where to place a 

decision boundary between datapoints belonging to each cluster. This is the basis on which most 

machine learning techniques enable the models to extrapolate to similar compounds. 

To exemplify the aforementioned arguments, consider the routes predicted by AiZynthFinder 

shown in Figure 32. If we again take the case of the phenyl moiety both with and without the ortho-

methyl groups of the compound shown in Figure 31a, and examine the routes predicted for 

each, Figure 32a-b respectively, we observe differences in the predicted route in terms of the 

synthetic strategy used, thus step count. Therefore, similar compounds with largely unchanged 

topology can have considerably different synthetic routes predicted for them. One of the reasons 

this occurs is because each step in the route prediction is treated independently from the others. 

Thus, the neural network used in AiZynthFinder does not learn that similar compounds have the 

potential to be synthesized via similar routes as it has not been fed information about the route. 

Whilst a chemist may consider first synthesizing the scaffold, and subsequently functionalising it 

to yield the desired analogues, AiZynthFinder is currently unable to take into account such 

considerations. This is further exemplified in Figure 32a-b, whereby different synthetic routes 

necessitate different starting materials. The synthetic route proposed in Figure 32a can be used to 
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synthesize the compound in Figure 32b with only a slight variation in how the building blocks are 

initially synthesized. 

 

Figure 32: (a and b) Synthetic routes predicted by AiZynthFinder. We show that small variations in the queried compound lead to 

considerably different synthetic routes, thus require different building blocks. This is a limitation of CASP tools that models such 

as RAscore may be able to overcome as they do not explicitly take into account the inner workings of the CASP tool but are rather 

based on learned similarity and how this maps to a given output. The fragments that are modified at each step are highlighted in 

blue in the synthetic scheme. 

The RAscore has potential to overcome some of these limitations as it does not take into account 

route information explicitly. Rather the RAscore is based on the predictions of AiZynthFinder, and 

equally the predictions of any CASP tool should be able to be used in their place. This has the 

advantage that the RAscore is then able to approximate whether a synthetic route can be found 

using CASP for any given molecule, without having to compute the synthetic route each time. 
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5.4 Conclusions 

Herein we have built on the improvements in AI driven CASP in recent years by combining the 

predictions made with our CASP tool, AiZynthFinder, with ML, to train a classifier returning a 

retrosynthetic accessibility score (RAscore). RAscore addresses the challenge of classifying 

compounds as synthetically feasible and is orders of magnitude faster than full retrosynthetic 

analysis by CASP, and with comparable performance. The RAscore demonstrates potential for 

rapid pre-screening of compounds for synthetic accessibility, enabling enrichment of synthetically 

feasible chemical space. Whereas previous synthetic accessibility and complexity based scores 

have potential for misuse when filtering large virtual libraries, as a result of being unable to 

determine a threshold value (Figure 29), we resolve this issue by proposing that the existing scores 

be used alongside the RAscore to determine whether a synthetic route can be found, and how 

difficult it may be to realize the route in the wet lab. 

In addition, we highlight inherent limitations to be aware of in the RAscore arising from the 

performance and applicability of the underlying CASP tool, namely: (1) availability of building 

blocks, (2) different synthetic strategies towards the same scaffold, and (3) route predictions are 

treated independently to each other. The concept presented herein can be extended to any CASP 

tool and the predictions it generates, and the score retrained. The score will be made available 

under an MIT license at: https://github.com/reymond-group/RAscore. 

5.5 Availability of data and materials 

The score was be made available under an MIT license at, as well as instructions on how to access 

the datasets and the framework for training the classifiers: https://github.com/reymond-

group/RAscore. 

AiZynthFinder is open source and is available under an MIT license 

at: https://github.com/MolecularAI/AiZynthFinder. 

The dataset used to assess the applicability domain can be found at: https://github.com/wenhao-

gao/askcos_synthesizability/tree/master/results/dataset.csv. 
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https://github.com/reymond-group/RAscore
https://github.com/reymond-group/RAscore
https://github.com/reymond-group/RAscore
https://github.com/MolecularAI/AiZynthFinder
https://github.com/wenhao-gao/askcos_synthesizability/tree/master/results/dataset.csv
https://github.com/wenhao-gao/askcos_synthesizability/tree/master/results/dataset.csv
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6 Linking Navigation of Chemical 

Libraries to Synthetic Route Prediction 

using Browser Based Visualisation 

Tools 
 

The GDBRouteBrowser combines chemical library visualization with synthetic route prediction, 

to enable chemists to obtain a deeper understanding of the chemical library they are interested in. 

This is accomplished by overlaying properties that can be calculated or predicted, such as 

physiochemical, bioactivity, or those derived from synthesis prediction approaches on a graphical 

representation of the chemical space called TMAP. The GDBRouteBrowser can be tailored to the 

needs of a particular project or individual to facilitate compound prioritization. I demonstrate a 

workflow by which the GDBRouteBrowser can be used to test hypotheses relating to the prediction 

of synthetic routes. This enables rapid feedback to be obtained from experimental chemists within 

one tool, thus facilitating the identification of areas for further development of the underlying 

synthesis planning toolkit. Furthermore, I show that the GDBRouteBrowser can be used to identify 

series of compounds that may have related syntheses, thus can aid chemists in the ideation and 

compound prioritization process during a project. While I have used AiZynthFinder, the concept 

can be applied to the predictions of any CASP tool providing they are uploaded to the underlying 

MongoDB instance following the appropriate schema. 

 

This chapter is unpublished research 
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6.1 Introduction 

The development of computational techniques used in chemical discovery and synthesis have 

received increased interest in recent years. As computational tools and libraries have become more 

accessible, methods for generating molecules have given unprecedented access to virtual chemical 

space,44,48,49,55,61,63,65,175,230 there remains a bottle neck in translating the insights brought by 

computer aided drug design (CADD) to the wet lab. In part, this bottle neck arises from the need 

to estimate the synthetic accessibility of the generated virtual space,217,221–223,233 for which 

computer aided synthesis planning (CASP) tools have been developed to address the 

issue.9,126,132,138,218,219,234,235 Secondly, the way compounds are prioritized and selected from the 

generated space does not lend itself well to user interaction. Namely, spreadsheets or databases of 

compound data are given to end users to interact with. To overcome this, visualization techniques 

such as PCA, UMAP, t-SNE, and TMAP have been used to gain a "bigger picture" view of the 

chemical space and have been used interactively to examine and select compounds that may be 

shortlisted for synthesis.45,75,87,236 Once compounds are selected for synthesis, retrosynthetic 

analysis must be conducted either by a human or CASP. These predictions require a user to switch 

tools to generate synthesis plans, where the data is often stored inside the respective toolkit. 

Switching and learning different tools for compound prioritization, visualization, and synthesis 

prediction is undesirable owing to the high barrier of entry and necessity for a user to manually 

transfer data between the tools. Therefore, in this study I propose steps towards creating one tool 

combining compound library visualization with synthetic route prediction. This has the additional 

benefit that compounds can be prioritized based on synthetic route information, along with 

traditional physio-chemical descriptors and bioactivity data. 

 

6.2 Methods and Implementation 

6.2.1 AiZynthFinder – A Tool for Computer Aided Synthesis Planning 
AiZynthFinder is a template-based retrosynthetic planning tool based on the methodology 

proposed Segler and Waller.9,218 It consists of a neural network policy, which determines which 

reaction to use at a given retrosynthetic step, with Monte-Carlo tree search, as reported in our 

previous studies.136,218 The code, and a set of pre-trained models based on publicly available data 

have been open sourced and are available to the 

public: https://github.com/MolecularAI/AiZynthFinder.  

In this study a modified version of the AiZynthFinder expansion policy was used as trained in a 

previous study.144 The reaction transforms were extracted from the US patent office extracts 

(USPTO),93 Pistachio,91 Reaxys,178 and AstraZeneca internal electronic laboratory notebook 

(ELN) and used to train the model termed prioritization network in Figure 33A.92 The model was 

further augmented using artificial labels determining the applicability of templates at a given 

retrosynthetic step following an approach used in our previous studies as shown in Figure 33B, 

https://github.com/MolecularAI/AiZynthFinder
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where I found an improvement in predictive performance and applicability for the topN predicted 

templates, and overall synthetic route finding capability.144 For this reason, the modified model 

was deemed to be more appropriate for the task of finding retrosynthetic routes towards GDB 

molecules. Further details regarding the architecture and training of the model are given in our 

previous publication, although have not been open-sourced owing to the use of proprietary 

datasets.144 

 

Figure 33: Schematic detailing differences between the architectures for a) the standard publicly available AiZynthFinder 

expansion policy and b) a modified version of the expansion policy based on proprietary data and accounting for the in-silico 

applicability of templates. The modified version of the AiZynthFinder expansion policy shown in (b) was used as trained in a 

previous study. The modified model showed improved performance with retrosynthetic route finding as demonstrated in our 

previous studies, and for this reason was deemed to be more suitable towards the task of finding retrosynthetic routes to GDB 

molecules. 

AiZynthFinder considers retrosynthetic routes to be solved if the precursors or building blocks are 

commercially available. Therefore, as stopping criteria I use the MolPort catalogue, and Enamine 

building block set,224 considering only 'in-stock' compounds, which results in a stock catalogue of 

653,397 building blocks. These are available from the respective vendors. In place of the vendors 

mentioned here, the publicly available AiZynthFinder GitHub repository contains a set of 

compounds extracted from the ZINC database,225,237 as highlighted in our previous work.218 
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6.2.2 Precomputing Synthetic Routes 
Synthetic routes were pre-computed using the AiZynthFinder package outlined previously. Route 

predictions can be considered an embarrassingly parallel problem, thus given a file containing 

SMILES, the chosen compound library was split into multiple batch jobs and submitted to a HPC 

cluster running SLURM as SLURM job arrays in an automated manner. The resulting output files 

were uploaded to a MongoDB instance and properties calculated using RDKit for later processing 

into TMAPs.20,87 This process can be repeated for any file corresponding to a project or compound 

library containing a SMILES on each line as necessary. 

6.2.3 GDBRouteBrowser – Linking Chemical Library Visualisation to 

CASP 
 

 

Figure 34: Architecture for the GDBRouteBrowser. Compounds from various chemical libraries are stored inside a MongoDB 

collection, called the CompoundDB. Likewise, the stock building blocks used for the CASP tool, in this case AiZynthFinder are 

stored in a separate collection, called BuildingBlockDB. Synthetic routes are precomputed using AiZynthFinder and distributed 

over a HPC cluster using SLURM arrays in an embarrassingly parallel manner. Computation of properties and extraction of route 

information from the the AiZynthFinder output is also conducted in parallel and uploaded to a MongoDB hosted on the server. 

TMAPs are then precomputed based on the MongoDB data and served via a Flask web application. The web application also 

serves requested route information and enables shortlisting of user chosen compounds. Two instances of MongoDB are used, one 

for development and HPC upload and a second MongoDB deployed on the production server, which is updated periodically by 

transfer of data from the development instance. 

The GDBRouteBrowser is a browser-based tool developed in this study with the objective of 

unifying visualization and examination of chemical space, including the associated experimental 

data, computed properties, and synthetic route prediction. This is motivated by a need to reduce 
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barriers between available computational tools and facilitate experimental engagement. The 

architecture is shown in Figure 34. The GDBRouteBrowser's core functionalities are containerized 

using Docker. This facilitates hosting a MongoDB instance, which is connected to Flask web 

application using the Python programming language. The MongoDB serves as the backend for the 

web application and stores compound data, as well as precomputed synthetic routes using 

AiZynthFinder and property data computed by RDKit.20 Non-RDKit properties such as those from 

experimental data, or those calculated by other models such as AiZynthFinder may also be stored 

within the schema. The compound database is used to compute the co-ordinates of a TMAP,87 

which uses the Faerun library for interactive visualization and creation of HTML pages embedding 

the property information.80 The precomputed HTML is served by the Flask web application, and 

acts as the front end for visualizing the chemical library in an interactive manner. The TMAP 

displays the pre-computed properties by coloring the space according to the range of values 

available for a particular property, thereby enabling visualization of property distributions and 

their corresponding datapoints (Figure 35). 
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Figure 35: Left – TMAP visualization of the AmineDB_2 colored by the number of aliphatic heterocycles present (darker colors 

signify a higher number, and lighter colors lower numbers) as shown in the legend. Each point represents a compound, that when 

selected displays a card containing the compounds structure and chosen associated information. In this case there is a link to the 

synthetic route, whether a synthetic route to commercial precursors could be found using AiZynthfinder, and some information 

about the number of steps and routes predicted. Clicking the link opens another tab with route information (right). Right – 

Navigation to synthetic route information is provided through the TMAP or alternatively through search functionality. Options to 

view each predicted route and whether or not it was solved by AiZynthFinder is shown and the appropriate route chosen for display. 

The route is shown and may be expanded for ease of viewing. The precursors are also shown along with their SMILES to enable 

search in vendor catalogues. 
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Each compound in the visualization is represented as a spherical point. Clicking on any given point 

displays a card containing a summary of the compound’s properties and a link to the synthetic 

route. The displayed summary statistics can be modified during TMAP generation, and links to 

the synthetic routes are embedded by addition of HTML during TMAP generation. The links 

provide a connection to an interface connected to the underlying MongoDB instance, which 

facilitates a richer display of information relating to the compound and pre-computed synthetic 

routes. Requests can be made to the server to display alternative routes. The new route selection 

is retrieved from the MongoDB and processed using AiZynthFinder’s utilities to process the route 

into a temporary image file which is then served to the end user through the interface. During this 

process available precursors and their corresponding SMILES are extracted from the route, such 

that they can be displayed in the interface to facilitate easier searching in commercial catalogues 

for end users. In this study precomputation was used in lieu of dedicated compute facilities on the 

host server. 

In place of AiZynthFinder, alternative CASP tools and the properties they compute can be included 

into the overall workflow by modification of the synthetic route prediction and route information 

extraction workflow. This would additionally require scripts to handle the output of alternate 

CASP tools and processing the predictions into images to facilitate viewing for the end user.  

6.2.4 Compound Selection 
Compounds were selected from the GDB databases investigated previously in our group. The 

subsets were chosen based on ongoing projects of interest within our group.  

AmineDB_2: The database was derived from GDB4c containing up to 4 rings with a maximum of 

14 atoms per ring.198 AmineDB_2 was obtained by filtering and decorating the hydrocarbon rings 

present in GDB4c such that the maximum number of rings was limited to 2, with ring sizes between 

5 and 7, and up to 2 amines in both exo- and endo- cyclic configurations. This resulted in a dataset 

of 1,323 molecules as obtained by an in-house algorithm designed by Josep Arús-Pous. 

AmineDB_3: The database was derived from GDB4c containing up to 4 rings with a maximum of 

14 atoms per ring.198 AmineDB_3 was obtained by filtering and decorating the hydrocarbon rings 

present in GDB4c such that the maximum number of rings was limited to 3. This resulted in a 

dataset of 44,929 molecules as obtained by an in-house algorithm designed by Josep Arús-Pous. 

GDB13_ABCDEFGH: The subset was obtained from a previous study concerned with the 

filtering of GDB-13. All filters used in the study were applied and resulted in a dataset of 994,840 

molecules.238 

GDBChEMBL_X: The GDBChEMBL database consists of ChEMBL like molecules as computed 

by the ChEMBL likeness score.48 100 M compounds were sampled from the GDBChEMBL 

database and filtered according to the following criteria. The number of hydrogen bond donors 

less than equal to 3 and the number of hydrogen bond acceptors also less than equal to three. The 

number of rotatable bonds less than equal to 3 and greater than or equal to 2 rings. The cLogP 
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must be in the range greater than equal to 1 and less than equal to 3. There must exactly one 

aliphatic or aromatic carbocycle in the molecule. The ring size had to be between 4 and 8, and no 

double bonds or quaternary centers were allowed. 1,490,508 compounds remained after filtering. 

All compounds were subsequently subjected to retrosynthetic analysis using AiZynthFinder using 

a modified model as described previously. The AmineDB_2 was also predicted using the standard 

USPTO model. 

 

 

6.3 Results and Discussion 

To demonstrate the utility of linking synthetic route information to the navigation of chemical 

libraries I selected GDB subsets that were of ongoing interest to our lab. Specifically, I chose two 

amine databases, AmineDB_2 and AmineDB_3 consisting of a maximum of two and three rings 

respectively. These have previously been exploited by our group for the discovery of a novel potent 

Janus Kinase inhibitor,239 thus demonstrating the potential for GDB molecules to act as a source 

of building blocks for medicinal chemistry and drug discovery.240 Furthermore, our choice is 

governed by the potential for cyclic amines to act as the core for potent gamma secretase 

modulators as shown by Ratni and co-workers.241 

The databases were subjected to retrosynthetic analysis using AiZynthFinder (Table 8). 

AmineDB_2 has the highest number of compounds which could be solved by AiZynthFinder 

(Table 8), and there is a noticeable increase of 11.7 % when using the modified model considering 

pre-computed applicability labels compared to the standard USPTO model. AmineDB_3 has 

considerably less routes to commercially available precursors as determined by AiZynthFinder.  

Table 8: Generalised overview of the results obtained by running AiZynthFinder on GDB subsets varying in their size and the types 

of compounds they contain, from cyclic amines to ChEMBL like compounds. The AmineDB_2 had the highest number of compounds 

for which routes could be found, and the AmineDB_3 and GDB_ABCDEFGH were comparable. The CPU wall time is expressed 

as the time taken for a computation on a single core with 4GB of RAM using an Intel® Xeon® E5-2360 v2 CPU, where all 

predictions were carried out on the CPU. The number of individual reaction steps predicted for GDB13_ABCDEFGH and 

GDBChEMBL is comparable to the number of reactions reported in the Reaxys® database. 

Dataset Compounds % Solved by 

AiZynthFinder 

Number of 

Routes 

Number of 

Steps 

CPU wall 

time (dd-

hh:mm:ss) 

AmineDB_2 1,323 56.2 12,207 59,987 02-08:30:29 

AmineDB_2_USPTO 1,323 44.5 15,525 83,048 01-13:33:48 

AmineDB_3 44,929 17.7 427,493 2,829,675 91-14:35:04 

GDB13_ABCDEFGH 994,840 19.7 8,501,323 54,933,389 1362-17:27:44 

GDBChEMBL_X 1,490,508 33.8 12,826,692 75,029,188 2025-03:59:35 
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Figure 36: a) TMAP for the AmineDB_2 showing points representing compounds that were solved (white) and not solved (red) 

using a modified version of AiZynthFinder. b) TMAP for the AmineDB_2 showing the number of steps required to solve each 

compound, only considering the highest scoring route. Qualitatively we can observe that predicted routes were solved in either 

one step or the algorithm ran exhaustively, as shown by the white and red points for AmineDB_2. c) Distributions of the number 

of steps required for both solved and unsolved routes across all GDB subsets examined, and a reference curve for AmineDB_2 

using the standard USPTO model. d)   

Beyond these simple statistics the GDBRouteBrowser enables further investigation of the factors 

determining the success of synthetic route prediction. Consider AmineDB_2 (Figure 36), the 

TMAPS qualitatively show that the solved compounds require fewer steps to solve, as can be seen 

in the top left cluster of Figure 36a and Figure 36b. This is supported by quantitative assessment 

by examining the distributions of solved and unsolved routes for each dataset (Figure 36c). For 

each dataset, it is evident that when a successful retrosynthetic route is predicted, a shorter 

synthetic route is required in comparison to the unsolved compounds. This is governed by the 

stopping criteria, that a compound must be in stock for a route to be considered solved, thus the 

algorithm favors shorter routes leading to privileged scaffolds. The final compound can then be 

obtained via simple functional group interconversions as shown in Figure 36d. 

Where privileged scaffolds are not available in the stock database, or the chemistry resulting in the 

privileged scaffold is not predicted, the algorithm must attempt to assemble the molecule. In the 

case of AmineDB_2 and AmineDB_3 the molecules consist of only carbon skeletons decorated 

by nitrogen in exo- and endo- cyclic positions. This poses a synthetic challenge as exo-cyclic 

nitrogen’s as shown in Figure 36d create limited opportunities for ring assembly and functional 

group interconversions are often predicted. In this case the algorithm struggles to break down the 

carbon scaffold in most cases.  
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I further investigated the claim, that AmineDB_2 compounds containing solely exo-cyclic 

nitrogen’s create limited opportunities for ring assembly and functional group interconversions are 

often predicted towards privileged scaffolds using the GDBRouteBrowser. Figure 37 shows a 

branch of a TMAP calculated for a subset of AmineDB_2 which was filtered such that it contained 

only compounds containing exo-cyclic nitrogen’s, thus leaving behind a purely carbon core. Visual 

inspection of the TMAP led to the discovery of the branch shown in Figure 37, containing one 

exo-cyclic nitrogen at the ring junction. As can be seen in the examples in Figure 37, the exo-

cyclic nitrogen is used strategically by AiZynthFinder in a Grignard reaction to alkylate the ring 

system prior to a ring closing metathesis step and reduction to form the final carbon scaffold. This 

was predicted for species a and b in Figure 37, however related species c, d, and e were predicted 

to be obtained through functional group interconversion of privileged scaffolds. Although 

synthetic routes breaking apart the aliphatic carbocycle were successfully predicted, selectivity 

issues may arise in the first two steps of the synthesis. Furthermore, on inspecting other branches 

of the TMAP only one further series was identified leading to disconnection of the aliphatic ring 

systems. The workflow of building a TMAP containing structures relevant to testing a hypothesis, 

and visually inspecting the routes and compounds could allow for rapid feedback to be obtained 

on synthesis prediction tools and enable related series and synthesis to be discovered. 

I further examined molecules containing only endo-cyclic nitrogens to determine whether added 

functionality to the core enabled assembly of the ring system to be predicted. The TMAP generated 

for endo-cyclic nitrogen containing compounds was visually inspected and a branch containing a 

series of interest to our group identified (Figure 38). I again observe that where privileged scaffolds 

are available, the ring system may be obtained by functional group interconversions or 

deprotection strategies as is the case for compounds h, i, and j in Figure 38. Notably compound g 

is predicted to be obtained via a Beckmann rearrangement, a type of reaction commonly thought 

to be a weakness of template-based synthesis prediction methods. The choice of protecting group 

is non-standard, however this may be modified according to a synthetic chemist’s experience, and 

the Beckmann rearrangement may be conducted from the commercially available N-Boc protected 

precursor. The route for compound g was unable to be predicted by the standard USPTO model, 

IBM RXN, and ASKCOS.138,242 
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Figure 37: Top – TMAP calculated for a subset of AmineDB_2 containing only exocyclic nitrogens, colored by whether a synthetic 

route could be found by AiZynthFinder (left) and the number of steps (right). The TMAP is zoomed in on a branch detailing related 

compounds for which synthetic routes breaking down the aliphatic carbocycle core were predicted. Bottom – Examples of synthetic 

routes to related compounds in a series. AiZynthFinder predicts the same strategy to obtain compounds a and b, which breaks 

down the aliphatic carbocycle. However, for compounds c, d, and e AiZynthFinder predicts routes to privileged scaffolds where 

the final compound is obtained through a functional group interconversion. Compound f is a prediction error arising from the 

underlying templates and dataset. 
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Figure 38: Top - TMAP calculated for a subset of AmineDB_2 containing only endocyclic nitrogens, colored by whether a synthetic 

route could be found by AiZynthFinder (left) and the number of steps (right). The TMAP is zoomed in on a branch detailing related 

compounds for which synthetic routes assembling the ring system core were predicted. Bottom – Examples of synthetic routes to 

related compounds in a series. AiZynthFinder predicts a Beckmann rearrangement to assemble the ring system from commercially 

available precursors. The choice of protecting group can be modified by the chemist. However, for compounds h, i, and j 

AiZynthFinder predicts routes to privileged scaffolds where the final compound is obtained through a functional group 

interconversion. 
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6.4 Conclusion 

The GDBRouteBrowser is a browser-based tool linking the navigation of chemical libraries to 

synthetic route prediction. In this study, I have described the development and implementation of 

the GDBRouteBrowser, a tool combining compound library visualization with synthetic route 

information to enable exploration of chemical space to further experimental engagement.  

In addition, I have demonstrated its utility as applied to GDB subsets to facilitate the exploration 

of chemical libraries, by both technical and non-technical users owing to its interactive display. I 

demonstrate a workflow by which the GDBRouteBrowser can be used to test hypotheses relating 

to the prediction of synthetic routes. This enables rapid feedback to be obtained from experimental 

chemists within one tool, thus facilitating the identification of areas for further development of the 

underlying CASP toolkit. Furthermore, I show that the GDBRouteBrowser can be used to identify 

series of compounds that may have related syntheses, thus can aid chemists in the ideation and 

compound prioritization process during a project. 

The tool can be adapted to suit a project demands by overlaying synthetic route information, 

bioactivity data, or bespoke properties of interest as demonstrated in our case for exo- and endo- 

cyclic amines from AmineDB_2 and AmineDB_3. This proves particularly useful for the case of 

GDB molecules as their low molecular weight and structures are often shared with building blocks. 

Therefore, often syntheses are predicted in one-step from privileged scaffolds. Thus, using the 

GDBRouteBrowser, can enable identification of synthetically interesting and not yet explored 

structures. 

Herein, I have presented a tool combining compound library visualization with synthetic route 

information to enable exploration of chemical space to further experimental engagement. While I 

have used AiZynthFinder, the concept can be applied to the predictions of any CASP tool 

providing they are uploaded to the underlying MongoDB instance following the appropriate 

schema. 

 

6.5 Availability of data and materials 

The code for the GDBRouteBrowser will be made available under an MIT license, as well as 

instructions on how to access the datasets: https://github.com/reymond-group/GDBRouteBrowser. 

AiZynthFinder is open source and is available under an MIT license 

at: https://github.com/MolecularAI/AiZynthFinder. 

Unfortunately, the models underlying data used for the modified AiZynthFinder model is not 

available to the public as they were obtained from proprietary sources. 

 

https://github.com/reymond-group/GDBRouteBrowser
https://github.com/MolecularAI/AiZynthFinder
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7 Conclusion and Outlook  
 

7.1 Summary 

In this thesis I have examined the topic of computer aided synthesis planning as a means for 

augmenting chemical discovery and exploring chemical space. To do this, I co-led the 

development of a template-based synthesis planning methodology inspired from the works of 

Segler and Waller, that we call AiZynthFinder.  

AiZynthFinder was first described in chapter 3 and uses automatically extracted templates, 

combined with neural networks and Monte-Carlo tree search to predict retrosynthetic routes to 

compounds ranging from drug-like molecules, to those obtained from low-molecular weight 

databases such as the GDB. The templates encode the reaction center, thus capture the atoms and 

bonds that have changed because of the reaction. Where previous approaches at the time relied on 

manual encoding of chemical reactions as templates, the methodology I have utilized, uses an 

automatic template extraction procedure negating the need for manual encoding. In chapter 3 I 

improved the template extraction algorithm by encoding key functional and protecting groups 

commonly used in organic synthesis. This was an improvement over the existing algorithms, which 

considered atoms and bonds from a given radius from the reaction centre and had limited 

functionality for recognizing where atoms and bonds contributed to functional or protecting 

groups. To assess the quality of the extracted templates, I developed a metric based on the ability 

to reproduce the data from which the templates were originally extracted. Using this metric, I was 

able to improve the template extraction process.  

Subsequently, I examined how the extracted templates radius affected the downstream task of 

retrosynthetic planning and determined that owing to the specificity of the templates extracted at 

larger radii, the lower their performance when conducting full retrosynthetic analysis. This means 

that although a reaction may be present in the training set it cannot be applied in silico due to a 

sub-structure mismatch, a theme that repeatedly occurs through this thesis. Along with this finding 

I also found that accuracy is a misleading metric for determining the performance of a model to 

predict full retrosynthetic pathways. The reason for this is because accuracy does not account for 

in silico template applicability, nor does it account for the validity of each of the top N predictions. 

Thus, I propose two alternate metrics for template-based retrosynthesis prediction. Firstly, the 

number of applicable templates in the top N, as this must be maximized to ensure efficiency in the 

subsequent tree search and informs us as to how well the neural network is prioritizing applicable 

chemistry for the input product. Secondly, the overall performance towards a specified objective 

function during full synthetic route prediction, in our case the availability of a precursor in the 

commercial stock database. The latter metric can also be used for assessing template-free 
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retrosynthetic analysis, as it is methodology agnostic and requires assessment of whether a 

synthetic route was found towards a given objective. 

In chapter 3 I further established that 2 % of the templates were shared when examining public 

and proprietary datasets. Whilst this represents a relatively small portion of the substructures that 

have been used historically in reactive chemistry, I found that using as low as 4.8 % of the available 

templates was sufficient for synthetic route prediction in the case of drug-like molecules. This 

occurs due to a bias or frequent use of certain reaction types, an observation which is also 

confirmed by other studies in the field. I have further investigated this finding by conducting 

retrosynthetic analysis on virtual libraries obtained from AstraZeneca, where I found a smaller set 

of templates was needed for compounds originating from combinatorial libraries, compared to 

those designed by a medicinal chemistry team. chapter 3 ends with the first description of 

AiZynthFinder, an open-source retrosynthetic planning software that was later published as an 

independent article after code refactoring and is currently deployed for use in AstraZeneca. 

During field testing of AiZynthFinder within the AstraZeneca chemistry community, I determined 

a key bottleneck in synthesis prediction was predicting the formation of ring systems. To address 

this issue, I developed a domain specific model in the low data regime called RingBreaker which 

is outlined in chapter 4. While AiZynthFinder can be used to predict full retrosynthetic pathways 

to molecules of interest, the RingBreaker can be used interactively to predict single step ring 

forming reactions, as deemed appropriate by a chemist. As such it is currently deployed alongside 

AiZynthFinder in an interactive mode for use within AstraZeneca, however the code and a model 

based on publicly available data is available for community use.  

A key technical development outlined in chapter 4, is the shift to a multi-label approach for single 

step retrosynthetic prediction. The reason for this is intuitive. There are several disconnections that 

are possible for a given product, thus several reactions and precursors that could be predicted. The 

single-label approach assumes that one product has one reaction that can be predicted for its 

disconnection, however on examination of the reaction datasets I found that there are multiple 

reactions leading to a given product. These can be encoded into the same label vector for a given 

product, and this has two consequences. The training no longer scales with the number of reactions 

in a dataset, but scales with the number of products, thus improving training times as the number 

of training examples for each epoch decreases while still retaining all the information as the output 

vectors become less sparse. Using the multi-label approach, I found that using public and 

proprietary datasets were complementary in the case of predicting ring formations, notably, in 

cases where one fails, the other is often able to suggest a suitable disconnection. As the training 

examples from which the templates were extracted come from substituted ring systems, it follows 

that attempting to use RingBreaker on unsubstituted ring systems does not always work. The 

reason for this is a sub-structure mismatch which prevents in silico applicability. Nevertheless, the 

RingBreaker was able to predict disconnections in line with the literature as shown for the “rings 

of the future” and is currently used to aid synthetic chemists in situations where AiZynthFinder 

fails, or where retrosynthetic ideas are needed from a starting point containing a ring system. 
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As an artefact of the RingBreaker study I observed that several templates were being applied 

outside of their original context, as described by the reaction database. These out of context 

templates led to the successful prediction of literature disconnections in the case of RingBreaker. 

Based on our findings of brute force in silico template application in chapter 4 I determined that 

this approach could be applied more generally to the overarching AiZynthFinder. This led to a 

study on generating artificial applicability labels for improving retrosynthetic prediction,144 the 

model for which I use in chapter 6 to predict a Beckmann rearrangement which is not possible 

using the standard single label AiZynthFinder model, nor with other state of the art CASP tools 

such as IBM RXN and ASKCOS.138,242 We found training a model on pre-computed applicability 

labels,144 enabled more efficient prioritization of in silico applicable templates and improved 

overall retrosynthetic route finding using the metrics described in Chapter 3.  

Despite several algorithmic improvements compared to previous approaches, the prediction of full 

retrosynthetic pathways can be computationally expensive, thus limited by resource availability. 

This prohibits the application of retrosynthetic analysis to large molecular databases such as the 

GDB, and generative models that optimize for synthetic feasibility. To overcome this issue, I have 

developed a proxy model called the Retrosynthetic Accessibility score (RAscore) for the scoring 

of molecules as synthesizable or not, based on the predictions of AiZynthFinder. In addition, I 

showed that existing scores for synthetic accessibility do not resolve solved and unsolved 

compounds, i.e., those that can and cannot be synthesized from available building blocks. Thus, I 

introduce a metric called average linkage, which determines the average distance between all pairs 

of items in a cluster, in our case solved and unsolved compounds. I used the average linkage to 

assess a variety of machine learning based models along with an automatic machine learning (auto-

ML) toolkit built specifically for this study and were able to identify a classifier that enables 

retrosynthetic accessibility to be estimated at least 4,500 times faster than running full 

retrosynthetic analysis. Therefore, opening the possibility to score large datasets of molecules in a 

reasonable time frame. The RAscore was restricted in applicability domain, thus for usage 

alongside the GDB dataset, the GDBscore based on a subset of GDB molecules was developed 

instead. The RAscore is currently deployed within AstraZeneca and the code and models are 

publicly available. It is recommended that the classifiers be retrained on samples of the compounds 

of interest to the user to enable more accurate predictions. 

Finally, to ensure accessibility and ease of use of the developed tools for synthetic chemists, and 

to aid in the prioritization of GDB compounds, I developed the GDBRouteBrowser in chapter 6. 

The GDBRouteBrowser combines chemical library visualization with synthetic route prediction, 

to enable chemists to obtain a deeper understanding of the chemical library they are interested in. 

This is accomplished by overlaying properties on a graphical representation of the chemical space 

called TMAP, that can be calculated or predicted, such as physiochemical, bioactivity, or those 

derived from synthesis prediction approaches. The GDBRouteBrowser can be tailored to the needs 

of a particular project or individual to facilitate compound prioritization. I demonstrate a workflow 

by which the GDBRouteBrowser can be used to test hypotheses relating to the prediction of 
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synthetic routes. This enables rapid feedback to be obtained from experimental chemists within 

one tool, thus facilitating the identification of areas for further development of the underlying 

CASP toolkit. Furthermore, I show that the GDBRouteBrowser can be used to identify series of 

compounds that may have related syntheses, thus can aid chemists in the ideation and compound 

prioritization process during a project. While I have used AiZynthFinder, the concept can be 

applied to the predictions of any CASP tool providing they are uploaded to the underlying 

MongoDB instance following the appropriate schema. 

Each of the AiZynthFinder, RingBreaker, and RAscore tools that I have developed and contributed 

to through this thesis are deployed internally for use within AstraZeneca, where they can be used 

as a standalone tool for retrosynthesis prediction, used interactively to explore single steps by a 

chemist, or used to score generated molecules. In addition, an open-source version of each tool 

based on public data is available for general use and development by the community.  

 

7.2 Outlook 

Computer aided synthesis prediction has seen a resurgence of interest since 2017, with the 

application of neural networks to chemical reaction prediction and retrosynthesis.135,243 Unlike 

historical attempts the current environment marks a moment where tools are becoming more 

widely available both programmatically and through user interfaces deployed for the public and 

internally within industry. This has been made possible through developments and accessibility of 

machine learning algorithms, improving digital literacy and education, improved hardware, open-

source data, and the widespread usage of the internet as a means for distribution. Despite our 

current progress to deliver functional synthesis prediction software, there is still much work to be 

done to meet the demands of practicing chemists. Furthermore, the implications of predicting 

chemical synthesis are far reaching, and reach far beyond the scope of aiding laboratory chemists. 

This last section will outline some of the future developments that may be required for further 

adoption of synthesis prediction technologies. 

7.2.1 Data 
Chapter 3 discussed the importance of datasets in chemical synthesis prediction. Chemical data 

forms the bedrock on which machine learning or other algorithmic techniques can be applied. 

Unfortunately, reaction data is not always consistent in annotations and is biased towards the most 

frequently used and positive outcome reactions.95 Notably, negative outcome reaction data are not 

often recorded, and their classification may be unreliable. This is because there can be multiple 

reasons for a failed or negative reaction, not least including the decision of the researcher to stop 

the reaction due to changing project demands, and cases where a researcher may accidently lose 

material, resulting in unreliable data entry. Whilst these problems are bound to occur, methods and 

standards for reporting chemical data through electronic laboratory notebooks should be improved. 

One such framework that could improve reporting methods are the FAIR principles for data 
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management.244 Currently, electronic laboratory notebooks can be quite restrictive regarding the 

type of experiment conducted, often favouring single experiment entry over high throughput 

screening and successive design of experiments (DOE) for the identification of an optimal set of 

conditions. Furthermore, it is difficult for ELNs under their current implementation to capture 

multi-step synthesis. Therefore, it is not possible to easily extract full synthetic routes. This is also 

a problem in commercially available reaction datasets where single experiments are reported, and 

the complete synthetic sequence is not easily known. Whilst modifications of ELNs can be made 

to facilitate high throughput data capture, additional data that is generated during an experiment is 

difficult to capture or is captured on an independent platform. Consider the recording of heat and 

mass transfer, reaction quenching and work-up, or particle size during recrystallisation, which is 

often captured on proprietary software provided by the hardware vendor. 

In addition, reporting reaction data in ELNs is a mixture of free-text and specific fields for data 

entry. Increasing the number of fields imposes a rigid reporting structure at the expense of 

adaptability, whereas free text is often not parsed during ELN export for use by informatics teams. 

Therefore, a degree of flexibility is also required in reaction reporting and data capture. To improve 

existing reporting schemes, methods for extracting and obtaining chemical data are being 

examined, ranging from natural language processing (NLP) which can tackle the free-text 

problem, to high throughput experimentation (HTE) and continuous processing which can yield 

negative examples on which to train subsequent models.100,188,245 Whilst current ELNs may not 

necessarily be suited for HTE data, the role of HTE as a method of collecting large amounts of 

data, faster, has been recognized.246 Furthermore, efforts to create a public repository for reaction 

data are underway in the community, as well as discussions on schema and the redevelopment of 

laboratory notebooks to improve data capture.96,247–250  

During early and late-stage chemical development there are several criteria to take into 

consideration aside from the feasibility of a particular reaction. The cost of materials, the purge of 

impurities, knowledge transfer protocols for scale up, purification and crystallization, stability of 

active pharmaceutical ingredients, and kinetic modelling to name a few examples may be stored 

in separate documents. The outcomes of route-finding campaigns are stored as individual entries 

in ELNs or documented in PowerPoint presentations and pdf documents. Thus, there is a need for 

a repository for this information which is machine readable. While it may be the case that not all 

the data will be used for modelling reasons, there is a need to improve infrastructure surrounding 

the storage and analysis of critical process data. 

Improvements in publishing practices could also prove beneficial to structured data repositories of 

reaction information. For instance, consider the compendium of synthetic routes published every 

year for approved drugs.179,251 These could be used as benchmarking sets for quality of synthetic 

routes, as well as providing a baseline to improve upon. Yet they are not available in a format 

which is easily machine-readable, despite being a source of valuable information, they remain 

locked in the literature. The same can be said for specialized areas of chemistry, in which there are 

several reviews outlining structure–reactivity relationships.252 These reviews can provide a wealth 
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of information to which physics-based modelling can compare to experiment, and data-driven 

modelling learn relationships between structure and function. The subject of open source 

publishing and reproducibility has also been subject to ongoing debate.253–255 There have been 

several improvements in this regard during recent years, however there remain several 

opportunities to facilitate this process including the use of code and data sharing platforms. 

In principle, one can imagine a future of shared data infrastructure that is privacy preserving, has 

community governance, is accessible and easy to use by both modelers and experimentalists. The 

MELLODDY (Machine Learning Ledger Orchestration for Drug Discovery) has shown that 

privacy preserved data sharing and pre-competitive model building can be achieved, and the Open 

Reaction Database, has shown that there is community interest in shared data infrastructure.96,256 

7.2.2 Modelling Chemical Reactions and Pathways 
For a model to learn from data, the data must be represented in a way that the model can 

understand. At present the three representations commonly used are, fingerprints, SMILES, and 

graph representations. Of the three, graph representations are better able to capture three-

dimensional information and have shown to be useful for studying protein folding.257 While 

fingerprint and SMILES based approaches have been used to model regio-, chemo-, and stereo- 

selectivity,258–260 introduction of 3D structure may improve predictive performance through 

consideration of a molecule’s conformation. However, consideration of a molecule’s conformation 

is non-trivial and varies according to the solvent, and other species present in the environment and 

is governed by molecular interactions. While approximations may be possible using force-fields, 

and geometry optimizations through quantum chemistry packages, the latter can be 

computationally expensive. Although research is underway into the paradigm of quantum 

mechanics – machine learning (QM-ML) which promises to improve the speed at which reactivity 

may be modelled.261–263 

Coupling existing machine learning approaches for synthesis planning with physics-based models 

could allow for fast computation of synthesis pathways augmented by physics-based evaluation to 

score their validity.126 This could take the form of evaluating competing reactivity pathways based 

on reaction conditions, to determine potential impurities and the ratios in which products are 

formed. Furthermore, current synthesis prediction approaches are restricted to one transformation 

per prediction and do not necessarily account for global reactivity. For instance, accounting for 

multiple reactivity sites, in the case of protection and deprotection, or oxidation and reduction 

reactions, which may affect more than one functional group.126 The combination of physics-based 

approaches with machine-learning could additionally be used for improving catalyst design, for 

more sustainable, cheaper, and higher performing catalysts.264–266 

With sustainability and catalysis in mind, recognition, and incorporation of bio-catalyzed reactions 

where appropriate, in place of chemical transformations could enable environmentally friendly 

processes.267–270 Furthermore, building a network of chemical reactivity, as in the case of the 

Lapkin and Grzybowski groups has shown promise for determining strategic building blocks, as 
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well as navigating intellectual property issues.127,161 The implications of this technology, can be 

extended to the navigation of chemical supply chains, predicting future supply, and identifying 

commonalities in chemical manufacturing workflows.271–275 Both single step and multi-step 

pathways can be extracted from such reaction networks, and cost-benefit analysis conducted. 

Accurate pricing models could enable better decision making both for academic and industrial 

labs, enabling cost and supply based route scoring.  

For single step reaction and retrosynthesis prediction, the field is still lacking a full comparison of 

the strengths and weaknesses of the various models. Template-based models require an extraction 

step in between the data and model building, whereas template-free models can be trained directly 

on the data. Therefore, while template-free models appear more scalable in the first instance, as 

they learn directly from data, this may not necessarily be the case as highlighted in the conclusion 

and chapter 4. However, where template-based models were thought to be more explainable, as 

templates can be linked directly back to reaction precedents, this can also be achieved for template-

free models using a similarity-based approach and reaction fingerprints.276,277 Additionally, the 

wide use of natural language processing-based approaches, and an effort to understand their 

predictions has led to the development of tools capable of looking into the predictive model, so 

that it is no longer a black box.278 Template-free models also have the advantage that they do not 

rely on substructure matching, thus may be better able to learn patterns in complex chemical 

reactions such as rearrangements. However, the applicability domain of template-free models is 

potentially more restrictive than template-based models which can apply templates outside of the 

initial training domain.144,145 The diversity of molecules that is seen by template-based models can 

thus be extended by application of templates to hypothetical structures as an extension to our 

previous work on augmentation with artificial labels, which we show increases the performance 

of retrosynthetic prediction.144,145 Implementation and investigation of alternate tree search 

strategies, along with the development of scoring schemes to suit the area of application is another 

aspect which remains to be studied more widely.279 

Whilst the above is not a comprehensive summary of the improvements that can be made in the 

modelling of synthesis planning, future developments should aim to become interoperable. This 

can be achieved through standardized formats for reaction routes and synthetic steps. At present 

research addressing each aspect of synthesis planning is siloed, and improving reporting standards 

and working towards interoperability, would enable the creation of modular open-source synthesis 

planning tools. 

 

7.2.3 Education and Collaboration 
Educating computational researchers regarding the problems faced by experimentalists is not 

enough. For effective, translatable models to be built, computational researchers must be able to 

understand the requirements of experimentalists. This means that each party needs to be familiar 

with basic vocabulary from the others domain such that they can define the features and metrics 
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required to push the field forward. Metrics do not have to be computational, the propensity to 

reduce everything to a number via a computational method is all to appealing for a computational 

researcher, as this enables cheap simulation of the problem and its optimisation. Experimentation 

is not cheap and is multi-parametric, thus suitable definitions of experimental successes need to be 

defined. Digital literacy among experimentalists and experimental literacy among computational 

researchers is key. An understanding of each other’s domain may also help to ease the tension that 

computers will replace the chemists. The goal is to augment and enable the chemist and not 

replacement. 

Several consortia and pre-competitive collaborations have been formed to train the next generation 

of scientists, and to educate industrial counterparts. This thesis is the result of one such 

collaboration for big data in chemistry, BigChem.280,281 Other consortia deploying synthesis 

planning models across a broad range of chemical companies are the MIT-MLPDS and C-CAS 

consortia based in the United States.282,283 SynTech, AI3SD (Artificial Intelligence and 

Augmented Intelligence for Automated Investigations for Scientific Discovery), and AIDD are 

European based initiatives aiming to incorporate the latest computational advances into scientific 

discovery.284–286 

Despite the formation of consortia and public funding mandates for open-source data and code, 

current research is not always interoperable. Therefore, at present the wheel is often reinvented 

albeit with a blueprint, to incorporate research findings into an academic or industrial lab. Moving 

towards interoperable and reusable frameworks would allow researchers in the field to focus on 

their overall objective and build on ideas. In this regard we can look towards the field of computer 

science for inspiration. The open libraries that we, as computational researchers use routinely to 

build useful tools are a network of smaller interoperable projects. From the field of 

cheminformatics, the RDKit is one such example.20 

7.2.4 A Personal Vision for the Future  
This is the beginning of a journey. To accelerate the way chemical discovery is conducted. An 

interdisciplinary approach bringing together experts from different fields is required. In addition, 

emphasis should be placed on the ease of use, interoperability, and accessibility of the tools that 

are developed. Successful approaches may be characterized as those with a shallow learning curve 

for the user, a rich data source for the developer, and tight-knit integration throughout the 

community. The approach should also be scalable, adaptable, reliable, interoperable, and most 

importantly, meet the needs of the end user. 

The overarching goal is to create an improved ecosystem that is: open, community governed, 

privacy preserved, has a low barrier to entry, makes data, insights, and automation accessible, 

while allowing for the continuous changing of incentives to fuel a community-based effort to 

solving societal and scientific problems. 
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"You can’t go back and change the beginning, but you can start where you are 

and change the ending."  

 

- C.S. Lewis 
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8 Appendix 
 

Appendix A   Datasets and their influence on the development 

of computer assisted synthesis planning tools in the 

pharmaceutical domain 
 

Appendix A.1 Data Inconsistencies 
Data inconsistencies in the USPTO dataset which highlight a wider problem with reaction data. 

These have been filtered out in our approach; however this is not exhaustive. 

 

Source: US20080146606A1 

 

 

Source: US20130317213A1 [0753] 

A) Incorrect recording of the Boc protecting group, frequently used in organic synthesis. In 

addition, the charge is not balanced in the reactants. 

B) Palladium dichloride is often used to form the active catalyst in situ, however it is not clear 

which ligands are to be associated with the metal. A chemist can infer the active species; 

A) 

B) C) 

D) E) 

A) 

F) 
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however, the computer must be informed which species are grouped together. This is 

possible using ChemAxon extended SMILES (CXSMILES), which contain information 

regarding the grouping of constituent parts in the reaction. For our task these do not 

corresponding to the changing molecular environment during the transformation, therefore 

are not included in the templates. As such, for the task of retrosynthesis, catalyst 

representation can be ignored, however is a key factor in reaction and condition prediction, 

so cannot be overlooked with respect to the wider field. 

C) Unidentified salt lacking annotations for its utility in the shown reaction 

D) Iron salt without corresponding ligands. Can be used to form a catalyst in situ or may come 

from a pre-formed/commercially available catalyst. It is not clear what role the species 

plays from a computational perspective. 

E) Phosphorus based ligands which do not contribute to the changing atoms and bonds in the 

reaction. It is not clear to which metal the ligands bind nor their role owing to missing 

annotations. 

F) Incorrect atom mapping arising from unbalanced reaction stoichiometry. Atoms in a 

species sharing substructure with the reactive species can have mislabeled atoms, thus the 

algorithmic extraction produces an incorrect template.  

Appendix A.2 Top 10 Templates Across All Datasets 
Top 10 templates across all datasets – csv file attached to publication 

Appendix A.3 SMARTS Encoding Protecting and Functional groups 
.txt file containing SMARTS patterns of the ca. 70 functional/protecting groups used 

Appendix A.4 Example accuracy and loss curves 
Accuracy and Loss curves for the model trained on the USPTO dataset, filtering for templates that 

occurred a minimum of three times. 
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Appendix A.5 Input ECFP4 fingerprint size and performance 
Comparison of the accuracy of models trained on different fingerprint sizes for the USPTO dataset 

to the iTrax virtual library dataset. 
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Appendix A.6 Performance and stock set of compounds 
The performance of the model increases regardless of the dataset used when a larger stock set of 

compounds is used an end point. Of note is the time taken to find full synthetic routes to the target 

compounds, where a larger stock set performs better. 
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Appendix A.7 Exemplary Synthetic Routes  
The following synthetic routes were found by the model trained on the USPTO dataset filtering 

for templates that occurred a minimum of three times. The AstraZeneca internal stock and Enamine 

building blocks were used as the stock set of compounds. The syntheses shown are for compounds 

in the top 125 small molecule therapies of 2018, where 47 % (59 of 125) compounds were present 

in the USPTO dataset. While, in some cases these have been solved faster than those that are not 

present, it is evident that there are selectivity conflicts and synthetic strategies employed by the 

algorithm that a trained chemist would avoid. These have not been filtered and the raw output of 

the top ranked route is given to illustrate the drawbacks of such a naïve route search yet exemplify 

that a naïve algorithm may in some cases still propose plausible routes. 

Compound: Abiraterone Acetate 

Time to solved: 0.24 seconds 

 

Compound: Cinacalcet 
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Time to solved: 0.12 seconds 

 

 

Compound: Clopidogrel 

Time to solved: 7.59 seconds 

 

 

Compound: Cobicistat 

Time to solved: 0.58 seconds 
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Compound: Dabigatran 

Time to solved: 0.07 seconds 
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Compound: Dimethyl Fumarate 

Time to solved: 1.25 seconds 

 

 

Compound: Elvitegravir 

Time to solved: 13.64 seconds 
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Compound: Fingolimod 

Time to solved: 0.49 seconds 

 

 

Compound: Imatinib 

Time to solved: 0.21 seconds 
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Compound: Linagliptin 

Time to solved: 0.19 seconds 
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Compound: Osimertinib 

Time to solved: 0.11 seconds 

 

 

 

 

Compound: Rilpivirine 

Time to solved: 0.11 seconds 
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Compound: Rivaroxaban 

Time to solved: 0.21 seconds 
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Compound: Salmeterol 

Time to solved: 3.38 seconds 

 

Compound: Apixaban 

Unsolved: 27.10 seconds 

Reason: Precursor not in stock 
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Compound: Ibrutinib 

Unsolved: 37.59 seconds 

Reason: Precursor not in stock 
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Compound: Palbociclib 

Unsolved: 27.53 seconds 

Reason: Precursor not in stock 
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Compound: Tenofovir Alafenamide 

Unsolved: 25.33 seconds 

Reason: Precursor not in stock 
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Appendix B   “Ring Breaker”: Neural Network Driven 

Synthesis Prediction of the Ring System Chemical 

Space 

Appendix B.1 Brute force application, Filtering, and Prioritization 
 

 

 

The results for applying the standard model, it’s subsequent filtering, and the ‘Ring Breaker’ model 

are contained in the .zip folder for ease of reading. 

These contain the following information: 

target,first_applicable_rank,first_applicable_ringformation_rank,top_50_of_which_ringformatio

n,top_100_of_which_ringformation,top_150_of_which_ringformation,top_200_of_which_ringfo

rmation,top_250_of_which_ringformation,top_300_of_which_ringformation,top_350_of_which
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_ringformation,top_400_of_which_ringformation,top_450_of_which_ringformation,top_500_of

_which_ringformation,max_applicable_exhaustive,max_applicable_ringformation_exhaustive  

 

Appendix B.2 Selected Ring Formations and Training Set Overlap 
Table 9: Indicates whether an exact structural match for each substrate has been found in the training sets used for the respective 

model. 1 indicates the presence of an exact match, and 0 indicates no exact match was found. The matches were found by comparing 

the InChI keys of the substrate against all InChI keys of the products in the respective training sets. 

Substrate USPTO Standard  USPTO Ring Breaker  Reaxys Standard Reaxys Ring Breaker 

1 0 0 1 1 
 

2 0 0 1 1 
 

3 0 0 1 1 
 

4 0 0 1 1 
 

5 0 0 1 0 
 

6 0 0 1 0 
 

7 1 1 1 1 
 

8 1 0 1 0 
 

9 0 0 1 1 
 

10 1 0 1 1 
 

11 0 0 0 0 
 

12 1 0 1 0 
 

13 0 0 1 0 
 

14 1 0 1 1 
 

15 0 0 1 1 
 

16 0 0 0 0 
 

17 0 0 1 1 
 

18 1 0 1 1 
 

19 0 0 0 0 
 

20 0 0 1 1 
 

 

Table 10: Indicates whether an substructure match for each substrate has been found in the training sets used for the respective 

model. 1 indicates the presence of an exact match, and 0 indicates no exact match was found. 

Substrate USPTO Standard  USPTO Ring Breaker  Reaxys Standard Reaxys Ring Breaker 

1 1 1 1 1 
 

2 1 1 1 1 
 

3 1 1 1 1 
 

4 1 1 1 1 
 

5 1 1 1 1 
 

6 1 1 1 1 
 

7 1 1 1 1 
 

8 1 1 1 1 
 

9 1 1 1 1 
 

10 1 1 1 1 
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11 1 1 1 1 
 

12 1 1 1 1 
 

13 1 1 1 1 
 

14 1 1 1 1 
 

15 1 1 1 1 
 

16 0 0 0 0 
 

17 1 1 1 1 
 

18 1 1 1 1 
 

19 1 1 1 1 
 

20 1 1 1 1 
 

 

Appendix B.3 Discrepancy between predictive and exhaustive search 
Figure 13 shows a discrepancy between the number of templates predicted in the top 50 and those 

that can be applied as determined by exhaustive application. The discrepancy exists for both the 

standard and ‘Ring Breaker’ models. To understand why this is the case, consider the case of two 

structurally related compounds, 8 and 10 in the set of substrates examined in the manuscript 

(Figure 12). Compound 10 is a substructure of compound 8, therefore it might be expected that the 

templates that can be applied to compound 10 could also be applied to compound 8 to form either 

ring of the bicyclic system.  

However, when all templates available to the ‘Ring Breaker’ model were applied exhaustively, we 

found that the subset of templates that were applicable differed for the two compounds. We 

observed that templates that could be applied to compound 10 could not necessarily be applied to 

compound 8, differing only by substitution at the position meta to the nitrogen.  

For a template to be applied there must first be a substructure match between the template and 

queried compound. In the case of Figure 39e, the substructure shown appears to match both 

compounds 8 and 10 and has been highlighted in the two structures. However, the SMARTS 

encoding the substructure imposes restrictions that are not immediately obvious on a visual 

inspection of the structure. The position marked in blue (Figure 39e) is described by an aromatic 

carbon atom in the SMARTS which is equivalent in both structures. Whereas the atom marked in 

pink (Figure 39e) corresponds to an aromatic carbon bound to a hydrogen atom, additionally it has 

been specified that the carbon has a degree of 2 and no charge. This criterion matches the 

environment in compound 10, but substitution at the meta position with a phenyl group to form 

compound 8 violates the specification, therefore the template cannot be applied in this case. This 

serves to highlight that although two compounds can be structurally related, and a chemist may 

expect that the same reaction template may be applied to both, this is not necessarily the case, and 

depends on the generality of the way the templates are encoded, therefore the template extraction 

algorithm.  

The crude measure used in this study to identify ring forming reactions from which templates were 

extracted is the difference in the number of rings between the products and reactants. Whilst this 
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measure does not reassure that other reactions beside those considered as ring formations seep into 

the training set and template space, the network does not prioritize such reactions. This is shown 

in Figure 39a, where none of the templates that can be applied are predicted in the top 50. Out of 

the five templates that can be applied, the one that corresponds to ring formation is also not 

prioritized by the network in this case. This leads to the discrepancy between all the templates that 

can be applied and the subset of which are predicted. Furthermore, Figure 2 in the manuscript 

shows the number of templates that can be exhaustively applied is below 50 for each substrate 

examined, thus it is not expected that all 50 templates predicted are applicable. 

Templates that do not explicitly encode ring formations are present in the dataset as the use of the 

template is context dependent. For instance, consider Figure 39d below, in which a coupling 

reaction has been predicted. Whilst the template does not formally encode a ring formation, 

examination of the reaction from which it was originally extracted reveals that the reaction was 

used to couple two fragments of the same compound, thus forming a ring. This also goes to show 

that the template-based approach attempts to apply reactions in a context in which they may not 

have been used before, sometimes erroneously as in the case of exhaustive enumeration of 

compound 8, Figure 39a.  
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Figure 39 a) Compound 8 and c) compound 10, alongside the applicable templates found through an exhaustive search of the 

Reaxys ring breaker set through the filtered dataset and whether they are present in the top 50 predicted templates by the Ring 

Breaker model. b) highlights that both compound 8 (a) and compound 10 (b) share a substructure. d) Shows the application of 

templates for ring formations is context dependent. In some cases, reactions that are not formally considered ring forming may be 

used to form ring fragments. This comes originates from their use in the dataset as shown for the coupling reaction. e) Illustrates 

why templates which seemingly share the same substructure on the diagram/image level are not the same when the SMARTS pattern 

corresponding to the product of the template are considered. The template encodes the same chemical environment around the 

atom highlighted in blue, yet the environment around that in pink differs. The hydrogen and degree of the atom highlighted in pink 

is explicitly defined in the SMARTS pattern, and this only matches that of compound 10, not 8, due to a difference in substitution 

pattern. The sets of templates that can be applied to each of compound 8 and 10 differ as a result of the specific environments 

encoded by the SMARTS patterns.  

 

Appendix B.4 Prediction of well-known ring formations 
 

The following predictions were made using ‘Ring Breaker’ and the standard model on compounds obtained 

from the literature employing commonly used ring formations. For each prediction, the patent id or Reaxys 

id corresponding to the template used has been given as a precedent. In all cases, the probability ‘p(x)’ of 

predicting the template for the given compound has been shown, where ‘x’ refers to the prediction’s rank 

(i.e. ‘p(1) = 0.983’ means the first prediction with an associated probability of 0.983). In cases where the 

precursors have been highlighted in a box, the predicted disconnection matches that reported in the 

literature. The literature reference from which the compound was obtained is given for each example. We 

have refrained from exhaustively showing all possible disconnections and have chosen the first prediction 

that can be applied to generate a set of reactants, regardless of whether they reflect the ‘ground truth’, to 

show the raw predictions.  
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Appendix B.5 Prediction of Fragments 
 

Examining the predictive capability of ‘Ring Breaker’ to assess the synthetic accessibility of a range of ring 

systems obtained from the ZINC database. The heavy atom count for compounds in each subset is plotted 

against the number of compounds corresponding to the heavy atom count for the raw dataset and for each 

model to give the distribution of the subset before (blue) and after prediction with each model. The subsets 

correspond to a) frequent (occurring in greater than 1 M substances b) common (occurring in greater than 

100 K substances) c) present in drugs d) present in substances tested in man, an extended set of those present 

in drugs e) present in nature f) are purchasable g) are not purchasable according to ZINC h) rare (occurring 

in under 1 K substances). The ‘Ring Breaker’ and general models were compared for each subset and 

between each training set, Reaxys and USPTO, for the prediction of one-step retrosynthesis for each subset. 

The ‘Ring Breaker’ trained on Reaxys (green) consistently outperformed all other models, and the ‘Ring 

Breaker’ far outperformed the standard model regardless of the training dataset. ‘Ring Breaker’ exhibits 

the best performance for ring systems between 5 and 20 heavy atoms in size, and the predictions follow the 

natural distribution with a slight divergence as not all ring systems can be predicted. 
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Appendix B.6 Overlap of ZINC fragment sets with the training sets 
 

Table 11: Percentage of fragments from the ZINC ring datasets with an exact structural match to those in the USPTO and Reaxys 

datasets. The values are that of an exact match, and so are a lower bound estimate of the overlap with the USPTO and Reaxys 

datasets. This is because some fragments from the ZINC sets may be substructures of compounds in the training set, and so will 

have been seen during training the model. The greatest overlap is in the ring systems that frequently occur followed by those that 

commonly occur for the standard models. For the Ring Breaker models the pattern observed for the standard models is observed 

for the Reaxys dataset and the inverse is true for the USPTO dataset. The model performs surprisingly well on the rare fragments 

for which there is a low percentage overlap. 

ZINC Ring Set 

USPTO Standard 

(%) 

USPTO Ring 

Breaker (%) 

Reaxys Standard 

(%) 

Reaxys Ring 

Breaker (%) Zinc Set Size 

Common 31 9 64 29 388 

For Sale 2 < 1 6 2 91,695 

Frequent 33 7 90 51 82 

In Drugs 33 7 90 51 541 

In Man 21 5 41 18 2,472 

In Nature 11 3 23 9 5,433 

Not For Sale 4 1 10 4 9,340 

Rare 1 < 1 4 1 100,900 

 

Table 12: Percentage of fragments from the ZINC ring datasets with a sub-structure match to those in the USPTO and Reaxys 

datasets. 

ZINC Ring Set 

USPTO Standard 

(%) 

USPTO Ring 

Breaker (%) 

Reaxys Standard 

(%) 

Reaxys Ring 

Breaker (%) Zinc Set Size 

Common 96 83 99 93 388 

For Sale - - - - 91,695 

Frequent 100 100 100 100 82 

In Drugs 82 54 92 76 541 

In Man 53 28 81 53 2,472 

In Nature - 10 - 28 5,433 

Not For Sale - < 1 - < 1 9,340 

Rare - - - - 100,900 
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Appendix B.7 Overlap of approved drugs in Drug Bank with the 

training sets 
 

Table 13: Percentage of compounds from the approved drugs in DrugBank with an exact structural match to those in the USPTO 

and Reaxys datasets. The matches were found by comparing the InChI keys of the substrate against all InChI keys of the products 

in the respective training sets. 

Dataset 

USPTO Standard 

(%) 

USPTO Ring 

Breaker (%) 

Reaxys Standard 

(%) 

Reaxys Ring 

Breaker (%) Dataset size 

DrugBank 

Approved 31 2 52 

 

5 2039 
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Appendix C  Retrosynthetic accessibility score (RAscore) – 

rapid machine learned synthesizability classification 

from AI driven retrosynthetic planning 

Appendix C.1 Retrosynthesis Prediction for Training Set Generation 
Refer to the attached .csv files for the training and test datasets. 

Refer to the configuration file found in our GitHub repository for the settings used during the label 

generation process:  https://github.com/reymond-group/RAscore 

Appendix C.2 Machine Learning Classifiers for Estimation of 

Retrosynthetic Accessibility 

Appendix C.2.1 Example of the optimal architecture found by hyperparameter 

optimization for the ChEMBL dataset. 

 

 

Optimal architecture found for the ChEMBL dataset using Optuna for hyperparameter 

optimization. The hyperparameters to optimize were, the number of layers, the size of the layers, 

the activation function, dropout rate, and the learning rate. Full details of the parameters found are 

given in the SI. As input for the model 2048 dimensional counted ECFPs with features and a radius 

of 3 were used, and as output the class label, solved or unsolved as obtained via retrosynthetic 

analysis using our CASP tool. 

Appendix C.2.2 Optimal Model Hyperparameters 

The following boundaries where used to train the classifiers: 
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Appendix C.2.2.1: Logistic Regression 

"algorithm": {"LogisticRegression": { 

"solver": ["newton-cg", "lbfgs", "sag", "saga"], 

    "C": { 

        "low": 0.1, 

        "high": 1.5 } 

Appendix C.2.2.2: Random Forest  

"algorithm": {"RandomForestClassifier": { 

    "max_depth": { 

        "low": 10, 

        "high": 20 

      }, 

      "n_estimators": { 

        "low": 10, 

        "high": 100 

      }, 

      "max_features": ["sqrt", "log2"] 

    } 

Appendix C.2.2.3 XGB Classifier  

"algorithm": {"XGBClassifier": { 

    "max_depth": { 

        "low": 10, 

        "high": 20 

      }, 

      "n_estimators": { 

        "low": 10, 

        "high": 100 
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      }, 

      "learning_rate": { 

        "low": 0.05, 

        "high": 0.2 

      } 

    } 

Appendix C.2.2.4 Neural Network 

"algorithm": { 

      "DNNClassifier": { 

      "layer_1": [128, 256, 512], 

      "activation_1": ["relu", "elu", "selu", "linear"], 

      "dropout_1": 0.1, 

      "max_layers": 10, 

      "layer_size": [128, 256, 512], 

      "layer_activations": ["relu", "elu", "selu", "linear"], 

      "layer_droput": {"low": 0, 

                      "high": 0.5}, 

      "learning_rate": {"low": 1e-5, 

                      "high": 1e-1} 

          }    

      } 

Appendix C.2.2.5 Parameters for NN ecfp counts with features  

{"layer_1": 512, "activation_1": "linear", "num_layers": 10, "units_2": 512, "activation_2": "relu", 

"dropout_2": 0.45834579304621176, "units_3": 128, "activation_3": "linear", "dropout_3": 

0.20214636121010582, "units_4": 512, "activation_4": "elu", "dropout_4": 

0.13847113009081813, "units_5": 256, "activation_5": "linear", "dropout_5": 

0.21312873496871235, "units_6": 128, "activation_6": "relu", "dropout_6": 

0.33530504087548707, "units_7": 128, "activation_7": "linear", "dropout_7": 

0.11559123444807062, "units_8": 128, "activation_8": "relu", "dropout_8": 
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0.2618908919792556, "units_9": 512, "activation_9": "relu", "dropout_9": 0.3587291059530903, 

"units_10": 512, "activation_10": "selu", "dropout_10": 0.43377277017943133, "learning_rate": 

1.5691774834712003e-05} 

Appendix C.2.2.6: Parameters for NN ecfp counts  

{"layer_1": 256, "activation_1": "selu", "num_layers": 2, "units_2": 128, "activation_2": "relu", 

"dropout_2": 0.15578695546915372, "learning_rate": 2.632240761263429e-05} 

Appendix C.2.2.7: Parameters for XGBoost ecfp counts  

{"max_depth": 19, "n_estimators": 97, "learning_rate": 0.19984033197055842} 

Appendix C.2.2.8 Parameters for SA Score Logistic Regression  

{"C": 0.18582521970918675, "solver": "lbfgs"} 

Appendix C.2.2.9 Parameters for SC Score Logistic Regression  

{"C": 0.22237611805770982, "solver": "saga"} 

Appendix C.2.2.10 Parameters for SYBA Logistic Regression 

{"C": 0.39649336266446344, "solver": "newton-cg"} 

Appendix C.2.3 Attempts at using SAscore, SCscore and SYBA 
Appendix C.3.1 GDBChEMBL 

 

Appendix C.3.2 GDBMedChem 
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Appendix C.2.4 Machine Learning Classifiers for Estimation of Retrosynthetic 

Accessibility 

 

Dataset Model Descriptor 
ROC-

AUC Accuracy Precision Recall 
Average 

Linkage 

ChEMBL NN (RAscore) ECFP6 counts with features 0.93 0.90 0.92 0.95 0.69 

ChEMBL NN ECFP6 counts 0.94 0.90 0.92 0.95 0.68 

ChEMBL XGB ECFP6 counts 0.95 0.91 0.92 0.96 0.65 

ChEMBL XGB ECFP6 counts with features 0.95 0.90 0.91 0.96 0.62 

ChEMBL RF ECFP6 counts 0.90 0.83 0.82 0.99 0.30 

ChEMBL RF ECFP6 counts with features 0.89 0.82 0.82 0.99 0.28 

ChEMBL NN SA score 0.85 0.81 0.84 0.92 0.37 

ChEMBL Logistic SA score 0.85 0.81 0.83 0.94 0.36 

ChEMBL Logistic SC score 0.61 0.75 0.75 1.00 0.27 

ChEMBL NN SC score 0.61 0.75 0.61 1.00 0.27 

ChEMBL Logistic SYBA score 0.74 0.78 0.79 0.96 0.25 

ChEMBL NN SYBA score 0.74 0.78 0.78 0.97 0.21 

ChEMBL - SAscore 0.15 - - - 0.17 

ChEMBL - SCscore 0.39 - - - 0.22 

ChEMBL - SYBA 0.74 - - - 0.17 

GDBChEMBL NN (GDBscore) ECFP6 counts 0.93 0.87 0.76 0.73 0.64 

GDBChEMBL NN ECFP6 counts with features 0.94 0.88 0.78 0.74 0.63 

GDBChEMBL XGB ECFP6 counts 0.94 0.89 0.81 0.73 0.61 

GDBChEMBL XGB ECFP6 counts with features 0.94 0.88 0.80 0.71 0.61 

GDBChEMBL RF ECFP6 counts with features 0.89 0.81 0.76 0.40 0.36 

GDBChEMBL RF ECFP6 counts 0.88 0.81 0.81 0.31 0.32 

GDBChEMBL - SAscore 0.11 - - - 0.26 

GDBChEMBL - SCscore 0.38 - - - 0.14 

GDBChEMBL - SYBA 0.72 - - - 0.17 

GDBMedChem NN ECFP6 counts 0.93 0.88 0.75 0.64 0.64 

GDBMedChem NN ECFP6 counts with features 0.94 0.89 0.77 0.66 0.63 

GDBMedChem XGB ECFP6 counts 0.94 0.89 0.78 0.64 0.61 

GDBMedChem XGB ECFP6 counts with features 0.94 0.89 0.79 0.64 0.61 

GDBMedChem RF ECFP6 counts with features 0.89 0.83 0.80 0.27 0.36 

GDBMedChem RF ECFP6 counts 0.88 0.81 0.91 0.10 0.32 

GDBMedChem - SAscore 0.13 - - - 0.22 

GDBMedChem - SCscore 0.39 - - - 0.14 

GDBMedChem - SYBA 0.70 - - - 0.17 
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Appendix C.2.5 Limitations of Template Based CASP Tools 

Appendix C.5.1 Example Compound Similarity to Training Set  
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