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Abstract

The ever-increasing compute and energy requirements in the field of deep learning
have caused a rising interest in the development of novel, more energy-efficient computing
paradigms to support the advancement of artificial intelligence systems. Neuromorphic
architectures are promising candidates, as they aim to mimic the functional mechanisms,
and thereby inherit the efficiency, of their archetype: the brain. However, even though
neuromorphics and deep learning are, at their roots, inspired by the brain, they are not
directly compatible with each other. In this thesis, we aim at bridging this gap by realizing
error backpropagation, the central algorithm behind deep learning, on neuromorphic
platforms.

We start by introducing the Yin-Yang classification dataset, a tool for neuromorphic and
algorithmic prototyping, as a prerequisite for the other work presented. This novel dataset
is designed to not require excessive hardware or computing resources to be solved. At the
same time, it is challenging enough to be useful for debugging and testing by revealing po-
tential algorithmic or implementation flaws. We then explore two different approaches of
implementing error backpropagation on neuromorphic systems. Our first solution provides
an exact algorithm for error backpropagation on the first spike times of leaky integrate-and-
fire neurons, one of the most common neuron models implemented in neuromorphic chips.
The neuromorphic feasibility is demonstrated by the deployment on the BrainScaleS-2 chip
and yields competitive results both with respect to task performance as well as efficiency.
The second approach is based on a biologically plausible variant of error backpropagation
realized by a dendritc microcircuit model. We assess this model with respect to its practical
feasibility, extend it to improve learning performance and address the obstacles for neu-
romorphic implementation: We introduce the Latent Equilibrium mechanism to solve the
relaxation problem introduced by slow neuron dynamics. Our Phaseless Alignment Learn-
ing method allows us to learn feedback weights in the network and thus avoid the weight
transport problem. And finally, we explore two methods to port the rate-based model onto
an event-based neuromorphic system.

The presented work showcases two ways of uniting the powerful and flexible learning
mechanisms of deep learning with energy-efficient neuromorphic systems, thus illustrat-
ing the potential of a convergence of artificial intelligence and neuromorphic engineering
research.
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Chapter 1

Introduction

The last decade’s tremendous progress in a variety of areas of artificial intelligence was
mainly carried by the advances in the field of deep learning. The impact of deep learning
on machine intelligence was first felt in computer vision (Krizhevsky et al., 2014) and spread
from there to language processing and generation (Brown et al., 2020; OpenAl, 2022a),
games of strategical planning (Silver et al.,, 2017; Vinyals et al., 2019) and photorealistic
image generation (Ramesh et al., 2022; OpenAl, 2022b).

This rapid progress came at a cost: Along with their capabilities of performing ever more
difficult tasks, the neural network models’ complexity and their demand on computational
resources have grown accordingly (Thompson et al., 2020; Schwartz et al., 2020). So far, the
advancements in chip fabrication and parallelization technologies were able to provide in-
creasingly powerful and efficient computing hardware (Leiserson et al., 2020). Moore’s law,
for example, famously predicts that the transistor density on chips increases exponentially
with every new chip generation (Moore et al., 1965). However, as transistor dimensions are
approaching the size of single atoms, the continuation of that trend is uncertain (Leiserson
et al., 2020). Meanwhile, the energy efficiency and speed gains that formerly accompanied
higher transistor densities have already tapered off (Bohr, 2007). On top of this, even if the
exponential growth could be sustained by new fabrication technologies, the growing com-
putational demands of deep learning have already outpaced it (Schwartz et al., 2020). Cur-
rently, this is compensated by an increased focus on parallelization techniques and highly
specialized hardware systems (Thompson et al., 2020), but those results in an energy con-
sumption that grows in accordance with the required compute. If the model complexity
and sizes keep up their growth trend, this parallelization approach will neither be sufficient
nor sustainable (Thompson et al., 2020; Schwartz et al., 2020).

In light of this, interest in alternative, more efficient computing paradigms is growing. Orig-
inally, the structure of deep neural networks was inspired by the brain. It therefore only
seems natural to — once again — consult this archetype for efficient ways to compute with
neural networks, especially since we know that the total power consumption of the brain
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2 CHAPTER 1. INTRODUCTION

is around only 20 W (Sokoloff, 1960). This is orders of magnitude below what current state-
of-the-art deep learning models typically consume (Economist, 2016; Deepmind, 2020).

The field of neuromorphic engineering aims at building computing hardware that is in-
spired by the structure and functional principles of the brain and thereby hopes to inherit
the efficient mechanisms of its biological archetype (Furber, 2016). While the resulting neu-
romorphic platforms are quite diverse (Schuman et al., 2017), they typically have in com-
mon that computation is distributed across many small and relatively simple compute units
(neurons) that are interconnected (via synapses) to form a network (Furber, 2016). The effi-
ciency of neuromorphic systems is often rooted in two fundamental concepts, in-memory
computing and event-based communication:

The neural network on a neuromorphic system serves as both the processing unit that op-
erates on input and the memory of the system, which determines and parameterizes the
computation itself. This is in accordance with the information processing in the brain,
where memories and “computing algorithms” are stored in the same neural structure that
is also performing the actual “computation” on the sensory data. It is however in stark
contrast to the classical von-Neumann computing paradigm, which separates the comput-
ing architecture into a memory and a processing block (Von Neumann, 1945). In the latter
setup both data and instructions for the processing block need to be read from the mem-
ory and transported between the blocks. This introduces a bottleneck, the von-Neumann
bottleneck, and can slow down computation (Backus, 1978). By removing the separation
between memory and processing unit, neuromorphic approaches promise to avoid the inef-
ficiencies introduced by the von-Neumann bottleneck on conventional computing systems.

In addition to the low-level architectural differences, the neural networks on neuromorphic
hardware platforms also differ from the artificial neural networks (ANNs) commonly used
in deep learning, as the former are modelled more closely after their biological counter-
parts. In particular, the neurons in an ANN have no temporal dynamics, they are functions
that calculate an output value when prompted with an input. Information is exchanged be-
tween the neurons via the communication of the continuously valued outputs, i.e. typically
floating-point numbers. This is in stark contrast to neuromorphic and biological neurons
which both have internal temporal dynamics that process input signals. Additionally, these
neurons do not communicate with each other at all points in time, they only produce a
short output event, a spike, when the internal dynamics fulfill certain conditions, e.g. cross
a threshold (Gerstner and Kistler, 2002). Therefore, the communication between neurons is
spatially and temporally sparse. This means that of a given set of neurons only a subset is
actively communicating at any point in time. This sparsity in communication is believed to
be one of the main reasons for the brain’s energy efficiency and neuromorphic systems, by
mimicking this communication scheme, attempt to inherit the efficiency (Roy et al., 2019).
The prospect of combining the powerful and flexible algorithms of deep learning with
an energy-efficient neuromorphic computing system appears highly desirable (Roy et al.,
2019). However, while both deep learning and neuromorphic systems draw inspiration



from the brain, for the former the level of inspiration is significantly more abstract and the
two are not directly compatible. This discrepancy is rooted in the differences in neuron
dynamics and in particular the neuronal communication mechanisms.

In this thesis we aim at bridging the gap between deep learning and neuromorphics by
making error backpropagation, the central learning algorithm for artificial neural networks,
compatible with neuromorphic neural networks. After covering the required background
knowledge from the fields of computational neuroscience, neuromorphic engineering and
deep learning in Chapter 2 and outlining the scientific aims of this thesis in Chapter 3,
we approach this task from two angles: In Chapter 5 we employ a bottom-up, or “device-
up”, method, where we take common features of neuromorphic devices, in this case the
leaky integrate-and-fire (LIF) neurons, as a starting point and develop a variant of the error
backpropagation algorithm designed for these components. Conversely, in Chapter 6 we
attempt a top-down, or “algorithm-down”, approach, where we start out from an algorithm
approximating error backpropagation and improve its practical feasibility and compatibility
to neuromorphic systems in multiple step-wise modifications. Additionally, we introduce a
tool for algorithmic and neuromorphic prototyping in Chapter 4: During our work on the
topics in Chapters 5 and 6 we observed a lack of suitable small-scale benchmarks, which
we solved by developing the small but challenging Yin-Yang classification task. Finally, we
discuss the results obtained in this thesis in Chapter 7 and outline areas that promise further
improvement for both the “device-up” and the “algorithm-down” approach.
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Chapter 2

Background

The topics discussed in this thesis are located at the intersection of three fields of research:
computational neuroscience, neuromorphic engineering and deep learning. In an effort
to keep these introductory sections brief we only discuss those aspects of each field that
are required for the understanding of the results presented in this thesis. Where possible,
references to standard textbooks are included for further reading.

The research fields of computational neuroscience, neuromorphic engineering and also
deep learning have in common that they are, to varying degrees, inspired by or based on
the biology of the brain. Therefore, before introducing the fields in Sections 2.2 to 2.4 we
first describe the biological systems they are rooted in Section 2.1.

2.1 Biological neurons and synapses

In this section we briefly describe the structure and properties of neurons and synapses.
Mathematical and computational models of these biological objects will be detailed in the
following sections. For a more in-depth description on the connection between the bio-
logical systems and their models we recommend the theoretical and computational neuro-
science textbooks by Dayan and Abbott (2005) and Gerstner and Kistler (2002).

2.1.1 Neurons

Neurons are electrically excitable cells that communicate with each other via electrochem-
ical signals. While the exact morphology of neurons varies widely across different neuron
types and brain areas, they share a common structure illustrated in Fig. 2.1. A neuron can
be roughly divided into three parts: The input signals into the neuron arrive at the den-
dritic tree (or dendrites). The soma integrates all inputs from the dendrites and potentially
generates an output signal. When an output signal, called an action potential or spike, is
generated, it travels along the axon. At the end of axon, the axon terminals, the neuron is
connected to other neurons, which then receive the spike signal.

5
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Figure 2.1: Schematic drawing of neuron morphology and action potential. Left: Drawing of a bi-
ological neuron by Rougier (2007) (published under the CC BY-SA 3.0 license). The neuron cell
consists of three main parts: The dendrites or dendritic tree where input from connected neurons
arrives and is transported towards the soma. The cell body or soma where all input is integrated.
If the input is sufficiently strong, an action potential is generated. The action potential then trav-
els along the axon which brings the signal to the connected downstream neurons. Right: Sketch
of an action potential by Chris73 (2007) (published under the CC BY-SA 3.0 license). If the neuron
receives a strong enough input stimulus (black arrow), it reacts with a rapid and strong depolar-
ization followed by a quick drop in the potential. During what is called the refractory period the
membrane voltage is hyperpolarized, i.e. it is below the resting potential. After the refractory
period the membrane potential settles again at the resting potential.

Similar to any other cell type, a neuron is surrounded by a cell membrane which separates
its interior (cytoplasm) from the outside (extra-cellular medium). The membrane is semi-
permeable, which means that it lets small molecules such as water pass but stops larger
molecules or ions. It acts as a capacitor which separates the charged particles inside and
outside of the neuron. Even though the membrane itself is not permeable for ions, it con-
tains transmembrane proteins called ion-channels that allow the exchange of ions between
the inside and outside of the cell. Ion-channels are specific to one type of ion (e.g. sodium)
and can be either passive, which means they are always open and the flow of ions through
them is driven by concentration gradients, or gated by, for example, the voltage across the
cell membrane. In addition to the ion-channels, ion-pumps actively transport ions across
the membrane. Through an interplay between active ion-pumps, passive ion-channels and
gated ion-channels, described in detail in e.g. Gerstner and Kistler (2002), neurons actively
keep a concentration gradient of sodium, potassium, calcium and chlorine ions between the
inside and outside. Due to this imbalance of ion concentrations, there is a charge imbalance
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and a voltage across the cell membrane. In its resting state (i.e. if it receives no input) the
voltage across the membrane is around -70 mV.

Action potentials

If a neuron receives input, its reaction strongly depends on the input strength. To a weak
depolarizing input the membrane voltage reacts with a small deflection from the resting
potential, a postsynaptic potential (PSP), that quickly decays. If however a strong enough
depolarizing input is received, or multiple PSPs of weaker inputs arriving in short succes-
sion stack up to strongly depolarize the membrane potential, an action potential or spike
is triggered (Fig. 2.1).

The action potential is produced by the highly non-linear dynamics of the voltage-gated ion
channels in the membrane. Even though the exact shape of action potentials differs across
neuron types (Bean, 2007), the main features are similar enough that we can describe a
“stereotypical shape” of an action potential': It starts off with a run-away mechanism in
the voltage-gated sodium channels, where an increase in membrane potential causes more
sodium channels to open, which increases the membrane potential even further. This causes
the membrane potential to rise above 0 mV within less than 1 ms. The strong depolariza-
tion is halted by the deactivation of the sodium channels and the opening of the potassium
channels which quickly repolarizes the membrane potential. This is followed by a drop be-
low the resting potential (hyperpolarization), which we call the refractory period. During
this time additional input into the neuron can not trigger another action potential. Typ-
ically, the refractory period lasts for multiple milliseconds before the membrane voltage
returns to the resting potential. This mechanism was first modelled in detail by Hodgkin
and Huxley (1952). As the action potential’s shape is always approximately the same, all
information content of the spike signal is in its timing and not in the exact shape of the
potential produced.

Action potentials or spikes are the main mode of communication between neurons. There-
fore, the spike signal needs to be transported from the point where it is produced to the
connection points to other neurons. These are located at the ends of the axon, the axon
terminals (Fig. 2.1). Action potentials are typically generated at the connection between
the soma and the beginning of the axon and travel along the axon to their destination
point (Clark et al., 2009). The axon consists of multiple segments which are each surrounded
by a myelin sheath (formed by Schwann cells which are located around the axon). By iso-
lating the axon from the extra-cellular medium, the myelin sheath increases the speed with
which the action potential travels along the axon. The sections between the axon segments
are the Ranvier nodes. They are not surrounded by a myelin sheath and reinforce the action
potential signal along its route to the axon terminals.

'Note that there are other types of spikes with different shapes such as calcium or NMDA spikes (Larkum et al., 1999;
Antic et al., 2010) which we do not address here.
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Figure 2.2: Schematic drawing of a chemical synapse. On the left the presynaptic axon terminal is
shown. It releases vesicles of neurotransmitters into the synaptic cleft. The neurotransmitters
travel through the synaptic cleft to the receptors on the dendrite of the postsynaptic neuron
(right side). The presynaptic neuron recycles neurotransmitters from the synaptic cleft into new
vesicles that can then be reused later to transmit another spike event. This figure was adapted
from Splettstoesser (2015) (published under the CC BY-SA 4.0 license).

2.1.2 Synapses

The information exchange between two neurons takes place at the point of contact between
the axon terminals of the one neuron and the dendrite of the other. These points are called
synapses. There are chemical and electrical synapses. Electrical synapses, also called gap-
junctions, allow neurons to exchange electrical signals in both directions. This is in contrast
to the one-way chemical synapses. We will focus on chemical synapses in the following as
they are much more common.

A chemical synapse can develop at the point where the axon terminal of one neuron con-
nects to the dendrite of another neuron (Fig. 2.2). Synaptic connections to the soma can also
occur, but they are significantly less common than dendritic synapses. The neuron sending
the spike signal is called the presynaptic neuron, the receiving one is called the postsynaptic
neuron. When an action potential of the presynaptic neuron arrives at the axon terminal,
the presynaptic neuron releases neurotransmitters into the narrow space between the neu-
rons. This gap between the pre- and postsynaptic neuron is called the synaptic cleft. Once
the neurotransmitters reach the receptors at the postsynaptic neuron they trigger an open-
ing of ion channels. This changes the conductance across the postsynaptic membrane and
gives rise to a postsynaptic current (PSC). The PSC then in turn causes a change in the post-
synaptic membrane potential, a PSP. If the resulting PSP depolarizes the neuron, we call the
synapse that caused it excitatory, if the PSP hyperpolarizes, the synapse is inhibitory.
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Plasticity

The strength of the impact that a presynaptic spike has on the membrane potential of the
postsynaptic neuron is commonly referred to as the synaptic weight of the connection. The
weight of a connection is not constant but can change over time. This is called synaptic
plasticity and is believed to be fundamental to learning, memory and the development of
neural circuits (Dayan and Abbott, 2005).

Synaptic plasticity can take place on multiple timescales. Short-term plasticity (STP) oper-
ates on the timescale of hundreds of milliseconds to seconds and modulates the synaptic
weight via the amount of neurotransmitters that are released into the synaptic cleft during
a synaptic event (Markram and Tsodyks, 1996). As it takes some time for the neuron to
recycle neurotransmitters after they have been released in a synaptic event, many synaptic
events occurring in short succession can deplete the amount of available neurotransmitters.
Then, the amount of neurotransmitters released in the next event is lower and therefore the
synaptic weight is decreased. This effect is called short-term depression. At the same time
the opposite effect, short-term potentiation, is also possible. Here, the occurrence of spike
events increases the calcium levels inside the presynaptic cell, which in turn increases the
release probability of neurotransmitters for the next synaptic event, thereby increasing the
synaptic weight. Both of these effects are non-permanent and after a few seconds without
spiking activity the synaptic weight decays back to its baseline value.

As the effects of STP persist only over time intervals of a few seconds at most, other mech-
anisms which operate on longer timescales are more relevant for the study of task learn-
ing and memory. Pioneering theoretical work in this direction was performed by Hebb
(1949). 1t is colloquially summarized in the famous Hebb rule “What fires together, wires
together”. More precisely Hebb (1949) suggests that if one neuron is frequently involved
in making another neuron fire, the connection from the first neuron to the second one
should be strengthened. Experimental evidence for activity dependent long-term potenti-
ation (LTP) was found by Bliss and Lemo (1973) and shortly after for long-term depression
(LTD) by Dunwiddie and Lynch (1978). Later results suggest that not only the correlation
of pre- and postsynaptic firing is relevant to the weight change but also the timing of it (Bi
and Poo, 1998). The effects of long-term plasticity typically persist on the order of tens of
minutes or longer (Dayan and Abbott, 2005).

The most extreme form of synaptic plasticity is structural plasticity. Instead of changing the
strength of existing connections in the network, structural plasticity changes the connec-
tivity of the network itself by forming new synaptic connections and removing old ones. It
is believed that structural plasticity is involved in the learning of new tasks and the recovery
from injuries to the brain (Johansen-Berg, 2007).
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2.2 Computational models of neurons and synapses

In computational and theoretical neuroscience we use mathematical neuron and synapse
models and simulations of those models to understand the underlying principles of infor-
mation processing in the brain. In the formation of a model there is always a trade-off
between the mathematical/computational complexity and the level of detail with which bi-
ological mechanisms are described. There exists a very large collection of models across the
whole spectrum from detailed and computationally expensive to highly abstract, simplified
and computationally cheap. In this chapter we mainly highlight the ones relevant for this
thesis and again refer the reader to the textbooks of Gerstner and Kistler (2002) and Dayan
and Abbott (2005) for a more in-depth treatment of the subject.

2.2.1 Spiking neuron models

Spiking neuron models include, with a varying degree of abstraction, the all-or-nothing
spike communication mechanism between neurons. A biophysically detailed model of spik-
ing neurons is the Hodgkin-Huxley model, which is based on the recordings from the squid
giant axon (Hodgkin and Huxley, 1952). It consists of four non-linear ordinary differential
equations describing the dynamics of the membrane voltage as well as sodium and potas-
sium ion channels. This allows it to reproduce the characteristic shape of action potentials
(Fig. 2.1), as well as neuronal firing patterns such as adaptation or bursting observed in
biology. However, the level of detail at which the Hodgkin-Huxley model reproduces bio-
logical phenomena comes at the cost of significant computational complexity, which makes
it less suitable for the study of larger networks. For a computationally cheaper model we
can leverage the fact that the actual shape of the action potential is stereotypical, which
means it is always approximately the same?. Therefore, the most information is encoded
in the timing of the action potential and not in its voltage dynamics. This allows us to not
model the shape of the action potential but to treat is as an abstract event (Gerstner and
Kistler, 2002, Chapter 4).

Leaky-integrate-and-fire model

One of the most commonly used neuron models which employs this method to reduce
mathematical and computational complexity is the leaky integrate-and-fire (LIF) neuron
model (Lapicque, 1907; Abbott, 1999; Dayan and Abbott, 2005). Here the ion channel dy-
namics are summarized into one passive leak conductance g, which pulls the membrane
voltage u to a resting potential £y. The differential equation for the membrane voltage is

Ot = g0 (B — (D) + Loalt) + L1 (21)

?Although there are slight variations across different neuron types (Bean, 2007).
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Figure 2.3: LIF neuron schematics and dynamics. (a) Equivalent circuit of the LIF neuron model. The
neuron membrane is modelled as a capacitor Cy,. All ion channels are summarized into one
conductance gy pulling the membrane voltage u towards the leak potential E,. A comparator
(triangle) compares the membrane voltage to a threshold Vj;. If the membrane voltage reaches
the threshold, the comparator sends out a spike signal, which triggers a resetting of the membrane
to Vieset- The external input current I and the synaptic input current Iy, are treated as black-
box current sources here. (b) Membrane voltage u of an LIF neuron receiving an external input
current (shown in (c)). The first current step lets the membrane rise exponentially to a new and
higher membrane voltage, while the second one pulls the membrane below its resting value. The
final current step is strong enough to push the membrane above the threshold. The neuron spikes
two times, each spike is followed by a refractory period at Vet Once the current step ends, the
membrane voltage decays back to its resting potential. (c) External current I, applied to the
neuron. Simulation parameters can be found in Table B.1.

where Cy, is the membrane capacitance and /., and Iy, are input currents to the cell, either
from an external source or synaptic events. The action potential dynamics are replaced by
a simple thresholding mechanism: If the membrane voltage crosses a threshold value V}, at

the time ¢ = #g,., the membrane voltage is reset to a reset potential Viese and held at this
value for the duration of the refractory period 7

U = ‘/reset for te (tspikea tspike + 7—ref} if u(tspike) = ‘/th (22)

The output of the neuron is a sequence of spike events, each at a precise time Zpje;. This
sequence is called a spike train S(¢) and can be written as a sum of delta functions

S<t> = Z 0 (t - tspike,i) . (23)

1E€spikes

The dynamics of the LIF neuron when presented with an external step current, e.g. a patch
clamp stimulus, are illustrated in Fig. 2.3 b and c. We see that a positive input current step
depolarizes the membrane, while a negative current hyperpolarizes it. As long as the input
is low enough that the membrane voltage stays below the spiking threshold, the membrane
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trace is a low-pass filtered version of the input current (see Eqn. (2.1)). The time constant
of the low-pass is given by the neuron parameters 7, = %. If the depolarizing current is
strong enough, it can push the membrane above the threshold and elicit a spike followed by
a reset. In addition to simulating the dynamics described in Eqns. (2.1) and (2.2) as shown
in Fig. 2.3 b, we can also find an electrical circuit where the electrical quantities follow the
same differential equations (Fig. 2.3 a). This is going to be of particular relevance for the
discussion of mixed-signal neuromorphic hardware in Section 2.3.2.

2.2.2 Rate-based neuron models

While spiking neuron models like the LIF neuron describe the neuronal output as distinct
events in time, rate-based neuron models take a simplified approach. They describe the
neuronal output not as a series of events but as the firing rate: the rate at which the neuron
produces output events. The firing rate r can be defined in multiple ways, the simplest of
which being just the number of spikes N produced in a time interval AT

N
AT

r (2.4)
However, rate-based neuron models typically employ a quantity called the instantaneous
firing rate r(t), which is given for any point in time and can not be based on a spike count
in a macroscopic time interval AT'. Instead, it is typically interpreted as the spike count
during a very short (infinitesimal) interval d¢ either averaged over multiple stochastic trials
or a population of neurons. For an extensive treatment of this see Dayan and Abbott (2005,
Chapter 1).

The simplification of no longer treating every single output event, but summarizing them
into a firing rate has both advantages and disadvantages. On the one hand a description of
the neuronal output using the firing rate is not able to capture effects based on spike timing
and spike correlation. On the other hand however rate-based models allow for the easier
inclusion of stochasticity on a network level and reduce the required amount of simulated
neurons by letting one rate-based neuron represent a population of spiking neurons (Dayan
and Abbott, 2005, Chapter 7.1). Additionally, the rate-based models also improve analytical
tractability as we will see in Chapter 6.

In addition to their membrane dynamics, rate-based neurons are characterized by their acti-
vation function ¢ which describes the firing rate of a neuron as a function of its membrane
potential r(¢) = ¢ (u(t)). As it describes a neuronal firing rate, the activation function is
typically positive everywhere and very often bounded on the upper end, as arbitrarily high
firing rates are deemed unrealistic. A common choice for ¢ is the logistic function

a

- 1+ exp (—“_b)

Cc

p(u) (2.5)
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Figure 2.4: Simple multi-compartment neuron model. Left: Illustration of a neuron with 3 compart-
ments: soma, basal dendrite and apical dendrite. Right: The three compartments are modelled by
three leaky integrator circuits which are connected by the conductances gp,s and g,pi. Note that
for visual clarity we have left out the mechanisms to produce an output or receive input for all
compartments in this drawing.

where a determines the maximum firing rate, b is a bias and c scales the steepness of the
activation function.

The rate-based neuron model which we will encounter in Chapter 6 has membrane voltage
dynamics that are similar to the dynamics of the previously discussed LIF neuron: The
membrane voltage u also follows the leaky-integrator dynamics

du
Cma =g [Er—u(t)] + 1(t) (2.6)
where we have subsumed any input currents (external, synaptic or otherwise) into I(¢).
In contrast to the LIF model however, there is no thresholding or reset mechanism. The
output of the rate-based neuron is () = ¢ (u(t)).

2.2.3 Multi-compartment neuron models

So far we have focussed our modelling on the voltage dynamics and output signals of a
neuron. There is however another (somewhat orthogonal) aspect of biology for which we
have to decide on what level of detail we want to model it: the morphology of the neuron.
In Sections 2.2.1 and 2.2.2 we have implicitly already chosen the strongest simplification
possible by fully neglecting the fact that at different locations in the neuron, the voltage
across the membrane can have different values. By describing a neuron with only one
membrane voltage u(t), we implicitly reduced the shape of the neuron to a single point.
Neuron models employing this simplification are grouped under the term “point neuron
models”.

A quite flexible and commonly used method to include neuron morphology is to divide the
neuron into two or more parts, which we will call compartments (Gerstner and Kistler, 2002,
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Chapter 2.6). In the most basic case, we just divide the neuron into a “soma compartment”
and a “dendritic compartment” and assume that the membrane voltage is approximately the
same everywhere within the soma of the neuron but different from the membrane voltage
in the whole dendritic tree. We model the connection between the two compartments as
a constant conductance. To model the complex branching structure of the dendritic tree,
we can also split up one “dendritic compartment” into multiple separated compartments
which can be connected to the soma in an arbitrary tree-like fashion. The voltage dynam-
ics of each compartment is governed by its own differential equation(s), which is coupled
to the equations describing the dynamics of the neighboring compartments. For a com-
partment ¢ which is modelled by leaky-integrator dynamics and connected to a set of other
compartments C the voltage dynamics are

dui
Cm,ig = Gu; [Egﬂ; — U; (t)] -+ [ext,i (t) —+ [syn,z' (t) —+ Z gi,j [Uj (t) — uz(t)] (2.7)
jec

where g; ; is the conductance between the compartments ¢ and j. We see that the dynamics
are the same as for the original leaky integrator in Eqn. (2.1) except for an added current
originating from the connected compartments.

Figure 2.4 illustrates such a multi-compartment setup consisting of a somatic compartment
and two dendritic compartments, the basal dendrites and the apical dendrites. Typically, in
a multi-compartment neuron only the somatic compartment is able to produce an output.
Whether this output is spiking or rate-based depends on the dynamics chosen for the so-
matic compartment. Furthermore, it is common (but not strictly necessary) that only the
dendritic compartments receive synaptic input and forward it to the somatic compartment.

We will reencounter the multi-compartment neuron illustrated in Fig. 2.4 in Sacramento
et al. (2018) and Chapter 6. There however, the dynamics are simplified: While we here
treated the dendritic compartments as leaky-integrators with their own temporal dynam-
ics, in Sacramento et al. (2018) the membrane voltages in the dendritic compartments are
instantaneous functions of their inputs (Eqn. (6.4) to Eqn. (6.6)). Furthermore, while here
each pair of connected compartments is influencing the dynamics of each other, in Sacra-
mento et al. (2018) the dendritic compartments influence the somatic compartment but not
the other way around.

2.2.4 Synapse models

In our discussions of neuron models we have so far not detailed the synaptic interactions
but rather collected the overall effect of all synaptic interactions into a synaptic input cur-
rent [y, onto the membrane. In the following we will, for both a spiking and a rate-based
scenario, detail the modelled mechanisms and the temporal dynamics of the synaptic cur-
rents.
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First however, we need to distinguish between two types of synapse models: As discussed
in Section 2.1.2, neurotransmitters travelling through the synaptic cleft give rise to the
opening of ion-channels once they reach the postsynaptic neuron. This changes the con-
ductance across the cell membrane. We model this as a conductance gqy,(t) which varies
over time and pulls the membrane of the neuron towards a synaptic reversal potential El,.
The resulting current

Lign(t) = gsyn(t) [Erev — u(?)] (2.8)

depends on the current state of the membrane voltage. Synaptic models that are based
on a variation of a synaptic conductance are called conductance-based (CoBa) models. By
assuming that any fluctuation of the membrane voltage caused by the synapse is small com-
pared to the distance between the membrane voltage and the synaptic reversal potential,
we can simplify this model and remove the dependence of Iy, on u(t). Models using this
simplification assume the impact of synaptic input not to be a change in conductance but
directly a current onto the membrane Iy, (¢) and are therefore called current-based (CuBa)
models.

Spike transmission

For both CoBa and CuBa synapse models we assume the impact of different synapses of a
neuron as well as multiple spikes across the same synapse to sum up linearly”:

Gsyn(t) = Z W CoBa Z k(t —ts) for CoBa (2.9)
1 € syn ts € spks(1)

Iyn(t) = Z W; Cuba Z k(t —ts) for CuBa (2.10)
1€ syn ts € spks()

where (1) is the kernel which describes the temporal shape of the synaptic interaction and
w; . is the synaptic weight. For the CoBa case the synaptic weight is a conductance, while
it is a current for the CuBa case. Note that inhibitory synapses are realized differently for
the two model types: CuBa inhibitory synapses are modelled via a negative value for the
synaptic weight w. For CoBa synapses the value of the weight is always positive and the
distinction between excitatory and inhibitory synapses is made via different values for the
reversal potential F., in Eqn. (2.8). The reversal potential F,., is above the resting potential
for excitatory and below for inhibitory synapses.

*For simplicity in the notation we have in the CoBa case assumed that either all synapses are excitatory or all are
inhibitory. If that where not the case, we would need to split the sum over all incoming synapses between inhibitory and
excitatory because the resulting gsyn, exc(t) and geyn, inn (¢) are multiplied with different reversals potential when calculating
the PSC.
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Figure 2.5: LIF neuron with current-based synaptic input. (a) Membrane voltage of an LIF neuron re-
ceiving two spike trains of excitatory and inhibitory input spikes. Each input spike causes a
PSP on the membrane voltage. PSPs that are close together in time stack up. When enough in-
put spikes arrive in short succession, the PSPs add up to a high enough value that reaches the
threshold and the neuron produces and output spike. Afterwards, the membrane voltage is reset
t0 Vieset and held there for the duration of 7ier. (b) The synaptic input currents Iy, caused by
the excitatory and inhibitory input spike train (blue and orange respectively). The synapses are
current-based with an exponential kernel. (c) Raster plot of the spike trains: excitatory input
spike train in blue, inhibitory input spike train in orange and the postsynaptic output spike in
black. Simulation parameters can be found in Table B.1.

The most common kernel shapes used for describing the synaptic interaction are the

K(t) = 0(t) delta kernel (2.11)
t
K(t) = O(t) exp (——) exponential kernel (2.12)
Tsyn
t
k(t) = O(t) t exp <——) alpha kernel (2.13)
Tsyn

where O(t) is the Heaviside-function and 7.y, is the synaptic time constant defining the
timescale of the synaptic interaction.

Figure 2.5 illustrates the PSC induced by current-based synapses with an exponential ker-
nel for a set of excitatory and inhibitory input spikes as well as the resulting PSPs on the
membrane potential of an LIF neuron. The PSPs add up linearly and if the threshold voltage
is reached, a postsynaptic spike is triggered. The model illustrated here, an LIF neuron with
CuBa synapses with exponential kernels, is also the one employed in Chapter 5 and Sec-
tion 6.5 of this thesis.
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Rate transmission

For rate-based neuron models the synaptic interaction is not based on discrete events in
time, but instead the instantaneous firing rate of the presynaptic neuron is sent to the post-
synaptic neuron at every point in time. Again, we can make the distinction between CoBa
and CuBa synapses:

Gsynexc(t) = Z w; ;(t) for CoBa (2.14)
i € exc syn

Gsynjinh (1) = Z w; T;(t) for CoBa (2.15)
7 € inh syn

Iyn(t) = Z w; T;(t) for CuBa (2.16)

i € exc + inh syn

The resulting synaptic current in the CoBa case is

]syn(t) - gsyn,exc(t) [Erev,exc - u(t)] + gsyn,inh(t) [Erev,inh - U(t)] . (217)

An example of the usage of CoBa rate-based synapses can be found in Urbanczik and Senn
(2014). The learning mechanisms introduced in this work form the basis for the learning in
the dendritic microcircuit model in Sacramento et al. (2018) which is prominently featured
in Chapter 6 of this thesis. However, the synapse model in Sacramento et al. (2018) was
simplified to a rate-based CuBa model.

Plasticity

The most commonly modelled form of synaptic plasticity is long-term plasticity (Gerstner
and Kistler, 2002; Dayan and Abbott, 2005). In general, we describe the change in a synaptic
weight between two neurons ¢ and j* with a differential equation

dU)ji

T - f (0,05, w;:) (2.18)

where f is some function of the quantities of the neurons ¢;, 6; and potentially of the
synaptic weight itself. The shape of the function f and the quantities of the neurons that
are part of the plasticity rule varies widely.

In a spike-based setting the relevant neuron quantities are typically the spike trains S(t)
of the neurons. The arguably most famous example for this is spike-timing-dependent
plasticity (STDP), which was first experimentally discovered by Bi and Poo (1998). Here, the

“We choose the convention of indexing a weight as Wpost-idx, pre-idx to match the notation chosen in the publications
presented in Chapters 5 and 6.
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weight update is a function of the relative time differences between pre- and postsynaptic
spike times.

In a rate-based setting, typically time continuous quantities, such as the firing rates r(t)
or the membrane voltages u(t), are used. For example, the most basic form of Hebbian
LTP (Hebb, 1949) can be written as

—L = cri(t)ry(t) (2.19)

where c is a constant and positive parameter and r; and 7; are the pre- and postsynaptic
firing rates. Other examples in this category of “Hebbian-like plasticity rules” are Oja’s
rule (Oja, 1982) and the BCM rule (Bienenstock et al., 1982).

More recently the category of “three-factor learning rules” has grown in popularity (Fré-
maux and Gerstner, 2016; Gerstner et al., 2018). In addition to the variables from the pre-
and postsynaptic neuron, the weight update additionally depends on a third factor. This
third factor can for example be a global modulatory signal like reward or surprise but also
a neuron specific error signal. An in-depth discussion on three-factor learning rules can be
found in a review on this topic by Gerstner et al. (2018). For this thesis however, it suffices
to say that this category contains the Urbanczik-Senn learning rule (upon which plastic-
ity mechanisms in Chapter 6 are based), along with many other plasticity mechanisms in
models for biologically plausible error backpropagation.

2.3 Neuromorphic engineering

In this chapter we aim to provide an overview of neuromorphic engineering with a specific
emphasis on the neuromorphic hardware type and specific chip that we will encounter in
Chapters 5 and 6 of this thesis. As the field of neuromorphic engineering is small compared
to e.g. theoretical neuroscience and at the same time is quite diverse we do not have estab-
lished textbooks to refer to. However, the reviews of Indiveri et al. (2011); Furber (2016);
Schuman et al. (2017); Thakur et al. (2018); Roy et al. (2019) provide a good overview on
neuromorphic hardware platforms. Even though the field is developing rather rapidly and
these reviews are missing some of the more recently developed hardware platforms, we
will base this chapter on them. Where appropriate, we will additionally point to the newer
developments throughout the following sections.

When the term neuromorphic was first coined by Carver Mead, it revolved around the idea
that the characteristics of metal-oxide-semiconductor (MOS) transistors were similar to
the dynamics of ion channels in neurons and that this could be used to build analog silicon
neurons that mimic the behavior of biological neurons (Mead and Ismail, 1989; Mead, 1990).
Nowadays, the term “neuromorphic” is used in a much broader sense and encompasses not
only hardware platforms but also algorithms and sensor technologies that are in some sense
inspired by the mechanisms and dynamics of the nervous system. In this thesis we will
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Figure 2.6: Illustration of the range of computing hardware platforms. We go from conventional com-
puting hardware on the left towards novel (neuromorphic) computing paradigms on the right.
Generally speaking the more conventional platforms have advantages in one or multiple of the
areas of flexibility, precision and ease of use. Conversely, the neuromorphic hardware platforms
tend to be geared towards energy efficiency and/or computation speed, while being less flexible
or precise or easy to use. The red dashed line marks the area in the spectrum where often the
step towards event-based (spiking) communication is made and where often the line between
conventional and neuromorphic hardware is drawn.

focus on the neuromorphic computing platforms, of which there is also a great variety that
we will cover in Section 2.3.1. In spite of this diversity the different approaches share the
brain as a common inspiration and there are several reoccurring design ideas and concepts
across different neuromorphic platforms (Schuman et al., 2017):

« In contrast to conventional von-Neumann computing hardware, which separates the
memory from the processing unit (Von Neumann, 1945), the brain co-locates memory
and processing in the network of neurons and synapses. By inheriting this network
structure, neuromorphic platforms aim to avoid the so-called “von-Neumann bottle-
neck” in information processing.

« Computation is performed by a network of relatively simple compute nodes (neurons).
Each compute node typically operates on locally available information. This allows
for highly parallel information processing with little need for global synchronization.

« The high energy efficiency of the brain is partly credited to the use of a temporally
sparse, event-based communication scheme between neurons (i.e. spikes). Neuromor-
phic platforms often aim to achieve good energy efficiency by copying this commu-
nication mechanism.

« Neuromorphic platforms often aim to mimic the brain’s learning and adaptation
mechanisms by implementing synaptic plasticity in the hope of being able to con-
tinuously adapt to changing environments or tasks.

2.3.1 Variety of neuromorphic platforms

In this section we provide an overview of various types of neuromorphic platforms that
have been or are currently being developed. It can be instructive to arrange the different
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types from very close to conventional computing systems towards relying on completely
novel computing paradigms as done in Fig. 2.6. There, we have also included the con-
ventional (general purpose) computing hardware of central processing units (CPUs) and
graphical processing units (GPUs) as a reference. Generally speaking, more conventional
hardware types are more flexible, easier to use and/or more precise, while the more novel
architectures have advantages in energy efficiency and/or computation speed.

There is an ongoing debate in the fields of neuromorphic engineering and artificial intelli-
gence on what is considered to be neuromorphic and what is not. Sometimes, for example,
application-specific integrated circuits (ASICs) built for the acceleration of artificial neural
networks (ANNs) like the Tensor Processing Unit (Jouppi et al.,, 2017) are counted among
neuromorphic architectures as they are designed to optimally perform computations for a
model that is, at its roots, inspired by the brain. More commonly however the distinction is
made based on the employed communication mechanisms. Spiking communication is seen
as one of the key methods for neuromorphic architectures to inherit the energy efficiency
of the brain (Roy et al., 2019). In this thesis we will focus on spiking hardware systems.

FPGA-based neuromorphic implementations: Field-programmable gate arrays (FPGAs)
are commercially available general purpose computing architectures that can be used to
achieve a more efficient simulation of neural networks (both spiking or non-spiking) com-
pared to simulations performed on a CPU or GPU. An example for this is the FPGA-based
neuromorphic cortex simulator introduced in Wang et al. (2018). In the field of neuromor-
phics they are also commonly used in the development phase of custom digital ASICs as
they allow for cheaper and faster (pre-silicon) testing and benchmarking, as done for ex-
ample in Frenkel et al. (2020).

Custom digital platforms: In contrast to the commercially available and general purpose
FPGAs, custom design digital platforms are highly specialized on the simulation’ of (spik-
ing) neural networks. Nevertheless, the designers have significant freedom to choose the
main goal of their system and the design trade-offs they need to take to achieve it. For
example, the TrueNorth system by IBM (Akopyan et al., 2015) is focused on efficient simu-
lations of network dynamics and trades flexibility for it (fixed neuron model, no plasticity),
while the Loihi chip by Intel (Davies et al.,, 2018) favors online learning capabilities and
supports on-chip learning with configurable plasticity rules. In contrast to these fully cus-
tom platforms, the SpiNNaker system relies on conventional small ARM processors, which
are used for the computation of the neuron dynamics and which communicate with each
other via a custom spike-routing mechanism. The use of ARM processors as neuromorphic

°The terms of simulation and emulation are often not clearly defined in the field of neuromorphics. For this thesis,
we will speak of a simulation, if the neuron and synapse dynamics are calculated using numerical methods (e.g. using
Euler integration to advance the quantities step by step in time), while in an emulation a physical system (e.g. a circuit)
is governed by the same differential equations as the neurons and synapses and we observe the behavior of the physical
system.
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cores in combination with custom spike routing allows for a large flexibility in network ar-
chitectures and simulated neuron as well as synapse models. For TrueNorth, Loihi as well
as SpiNNaker it is possible to combine multiple of the respective chips on a custom board
which connects the individual systems to each other and allows for the simulation of larger
networks than can be achieved with a single chip (Furber, 2016).

Mixed-signal ASICs: Mixed-signal neuromorphic platforms contain both analog and dig-
ital circuitry. The analog circuits replace the numerical simulation of the neuron and
synapse dynamics by a physical emulation. The communication of spikes between neu-
rons is realized using similar digital mechanisms as on the fully digital platforms. The
analog emulation of dynamics offers a significant advantage in terms of energy efficiency®
but comes at the cost of reduced flexibility” as well as increased levels of variability and
noise. We will describe these platforms in detail in Section 2.3.2.

Neuromorphic architectures based on novel devices: While the neuromorphic platforms
discussed so far differ from conventional computing hardware in architecture or tech-
nology use, both fundamentally rely on the complementary metal-oxide-semiconductor
(CMOS) technology. Recent developments in the field of material sciences have shown
that this could be complemented by novel devices, especially in the field of neuromor-
phic computing. The most prominent of these new devices is the memristor (“memory
resistor”) (Strukov et al., 2008). Roughly speaking, a memristor is a resistor with a history-
dependent resistive value. In a neuromorphic context memristors could be used as a low-
power alternative for synaptic circuits, where the memristor functions as an energy efficient
storage for the synaptic weight. Some memristors even exhibit properties resembling the
STDP plasticity mechanism and could therefore directly include a learning mechanism in
the synaptic weight storage (Covi et al., 2015; Acciarito et al., 2016). While promising sig-
nificant gains in energy efficiency, the current generations of memristors still suffer from
large device variability and cycle-to-cycle variability (Pino et al., 2012; Gi et al., 2015), which
limits their practical applicability. In addition to the memristor, other novel technologies
and their application in neuromorphic computing such as phase-change memory, spintron-
ics and optical electronics are currently being investigated. As a detailed description of all
of these technologies is beyond the scope of this thesis, we refer to Schuman et al. (2017,
Section V.B) for an extensive summary.

2.3.2 Mixed-signal neuromorphic platforms

Arguably, the mixed-signal approach, where neuron dynamics are emulated in analog cir-
cuitry is a natural choice, as in biology also neuron dynamics (e.g. membrane voltages)

Sand, depending on the platform, also in terms of emulation speed
"Different neuron models would require different circuits to emulate them. Therefore, mixed-signal platforms typically
restrict themselves to emulate only one neuron model.
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evolve as analog values in continuous time. The routing of spikes from presynaptic to
postsynaptic neurons is handled by digital circuitry, as this allows the most flexibility, e.g.
in the realizable connectivity between the neuron circuits.

As originally proposed by Mead and Ismail (1989), the neuron dynamics are emulated by
finding electronic circuits in which the voltages and currents correspond to neuronal quan-
tities and follow the same temporal dynamics. We have already seen an example of this for
the LIF neuron in Fig. 2.3. However, for the fabrication of a neuromorphic chip we can not
use the common electronic components like the resistors or capacitors shown in Fig. 2.3
as they are simply too large. Instead, we need to rely on transistors and very-large-scale
integration (VLSI) technology. Generally speaking, there are two different ways of using
the analog dynamics of CMOS transistors to emulate neuron dynamics and the choice of
method divides the resulting mixed-signal neuromorphic platforms into two groups.

The first method uses the dynamics of the transistor in the subthreshold regime to emu-
late neuron dynamics. This regime is characterized by low currents and relatively slowly
evolving dynamics which result in a real-time emulation of neurons (i.e. with neuronal time
constants similar to the ones of biological neurons). Examples for neuromorphic platforms
in this category are ROLLS (Qiao et al.,, 2015), the DYNAPs (Moradi et al., 2017) and Neu-
rogrid (Benjamin et al., 2014). These platforms operate in real-time, which makes them
suitable for the control of robotic devices or for interfacing with neuromorphic sensors.
While the sub-threshold regime of the transistors allows them to operate on a low power
budget, this comes at the price of more noisy signals, larger (compared to the second mixed-
signal device category) device-to-device mismatch as well as larger fixed-pattern noise on
a device®.

In the second category transistors operate in the above-threshold regime. This leads to
higher currents and faster evolving dynamics. Neuronal dynamics are emulated faster, with
a speed-up of 10 — 10* compared to biology, hence these platforms are often called “accel-
erated”. The high emulation speeds make the platforms particularly suited for long-running
experiments (e.g. on learning or evolutionary mechanisms) or high throughput applications
(e.g. machine learning style image classification) but less suited for real-time robotic con-
trol. The higher currents compared to the subthreshold regime make these platforms less
susceptible to thermal and fixed-pattern noise but also result in a higher power consump-
tion. The higher power consumption however is, to a certain extent, counterbalanced by
the accelerated emulation speed which shortens experiment duration and thereby limits the
energy consumed. Examples for neuromorphic systems in the category are the chips in the
BrainScaleS series, developed by the Electronic Vision(s) group in Heidelberg, of which we
will describe the newest iteration BrainScaleS-2 in the following section (Schemmel et al.,
2007, 2010, 2022).

¥The term fixed-pattern noise describes the fact that due to production imperfections no two transistors on a chip are
exactly identical. This leads to variations between e.g. neuron circuits even if they are parameterized identically.
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Figure 2.7: BrainScaleS-2 HICANN-X ASIC photograph and block diagram. Left: Photograph of the
HICANN-X ASIC. The locations of the neuron circuits (green), the synapse drivers (white) and the
synapse array (yellow) are marked on the photograph. Image taken with permission from (Czis-
chek et al., 2022, Figure 5a). Right: Block diagram of the main components of the HICANN-X
chip. The analog neuromorphic core contains the neuron and synapse circuits. The synapses are
arranged in a matrix called the synapse array. Spike signals are sent into the synapse array via the
synapse drivers (triangles). The analog parameter storage provides bias currents and voltages for
the parametrization of the neuron circuits. The correlation analog-to-digital-converter (CADC)
makes synaptic correlation data available as a digital signal. Spike signals produced by the neu-
rons are sent outside of the analog core to the digital circuitry which handles event-routing. The
plasticity processing unit (PPU) has access to spike data, traces from the CADC and the synaptic
weights and can implement programmable plasticity mechanisms. This diagram was taken with
permission from (Billaudelle et al., 2021, Figure 1a).

BrainScaleS-2: HICANN-X

The HICANN-X ASIC is the newest chip in the BrainScaleS-2 series. In contrast to the
previous BrainScaleS-1 generation it is fabricated in the newer 65 nm CMOS process and
runs with a 1000-fold speed-up compared to biological timescales. Figure 2.7 shows a pho-
tograph of the chip as well as a block diagram illustrating the main components of the
chip.

The analog network core contains 512 neuron circuits emulating the adaptive exponen-
tial leaky integrate-and-fire (AdEx) neuron model (Brette and Gerstner, 2005). The AdEx
model is an extension of the LIF neuron model, which adds both an adaptation current
and an exponential spike onset. This allows for more biologically plausible voltage dynam-
ics and in particular the reproduction of neuronal firing patterns recorded from biological
neurons (Naud et al., 2008). For the applications in this thesis both the adaptation and the
exponential circuits were disabled through parametrization such that the standard LIF dy-
namics were recovered’. The synaptic input can be configured to be either CoBa or CuBa

°For more details on the analog implementation of the AdEx neurons we recommend Billaudelle (2022); Billaudelle
et al. (2022).
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with an exponential kernel.'® The membrane capacitances of the neurons can be coupled,
similarly to the illustration in Fig. 2.4, to form multi-compartment neurons. Additionally, a
mechanism to model nonlinear dendritic action potentials is implemented (Schemmel et al.,
2017)."' Each neuron can be configured individually using bias currents and voltages that
are stored in the analog parameter storage called the “CapMem” (Hock et al., 2013) as well
as digital configuration parameters stored in local static random-access memory (SRAM)
to enable or disable parts of the circuit.

The synapse circuits are arranged in a grid called the synapse array (see Fig. 2.7). Their
main task is to transform the digital event they receive if the presynaptic neuron emits a
spike into an analog signal that travels to the postsynaptic neuron. This analog signal is
a current pulse. Each synapse has 6 bit of local SRAM storage where the synaptic weight
is stored. The larger the synaptic weight, the stronger the current pulse that is sent to the
postsynaptic neuron. Additionally, each synapse contains analog circuitry to accumulate
correlation measurements between pre- and postsynaptic spike times.

The arrangement of synapse circuits in a grid is to facilitate the routing of spike events
from the presynaptic to the postsynaptic neurons. Below each column of synapses in the
grid is one neuron circuit (circles in Fig. 2.7). This neuron is the postsynaptic neuron of all
synapses in that column. Therefore, once a synapse has emitted a current pulse indicating
a presynaptic event, the current pulse only needs to travel down the column to reach the
correct postsynaptic neuron. Routing a presynaptic spike event to the correct synapse is
more difficult: When a neuron spikes, a digital signal, which carries information about the
identity of the spiking neuron, is sent to an event-handler. The event-handler knows which
neurons are connected to the neuron that sent the spike and based on this information then
forwards the signal to one or multiple synapse drivers (triangles in Fig. 2.7). Each synapse
driver is connected to two rows in the synaptic array and can receive spike events from 64
sources. The synapse driver forwards the received signal to the rows in the synapse array it
is connected to. Therefore, all synapse circuits in the two rows receive the event. However,
each synapse is configured to only react to events coming from one specific presynaptic
neuron. As each spike event carries information about the neuron that produced it, each
synapse circuit can compare this information to its configuration and only produce a cur-
rent pulse if the event came from the right source. The presynaptic source of a synapse
can be changed while the chip is emulating a network. This allows for a reconfiguration of
the network topology, implementing a form of structural plasticity on the chip (Billaudelle
et al,, 2021).

“There were multiple iterations of the HICANN-X chip. Only the newest version (at the time of writing) HICANN-
X v3 includes the CoBa synaptic input. For the experiments shown in this thesis the older generation of HICANN-X v2
was used (both the experiments in Chapter 5 and Chapter 6 required CuBa synaptic input). After the publication the
experiments shown in Chapter 5 have also been reproduced on the v3 chip version.

"'This publication describes an older prototype chip version (HICANN DLS3) but the mechanisms are also realized in
the current iteration.



2.4. DEEP LEARNING 25

The structural as well as synaptic plasticity mechanisms are handled via the plasticity pro-
cessing unit (PPU) (Friedmann et al., 2013). The PPU is an embedded microprocessor that
has access to several observables on the chip including membrane voltages, spike counts
and spike-time correlations measured in the synapse circuits. In addition to that the PPU
can modify the values of the synaptic weights stored in the SRAM in the synapse circuits.
Using this and the available observables, the PPU can perform synaptic weight updates that
follow freely programmable plasticity rules.

2.4 Deep learning

In this section we introduce the basic techniques and ideas of deep learning with a particular
focus on the relation of ANNs and their biological counterparts. It is important to note that
this is not a review of advanced deep learning models and techniques (for this we refer
the reader to e.g. Goodfellow et al. (2016)) but rather we cover the fundamental ideas upon
which modern deep learning is built.

2.4.1 Artificial neural networks

While modern deep learning uses many different architectures of ANNs (e.g. Krizhevsky
et al. (2017); Kingma and Welling (2013); Hochreiter and Schmidhuber (1997)) we will focus
here on the most basic one, the fully-connected feedforward network. It consists of multiple
layers (groups of artificial neurons) where each layer only receives input from the layer
directly adjacent it (Fig. 2.8). All neurons in layer n — 1 are connected to all neurons in
layer n via a weight matrix w,, 1. The first layer is called the input layer, all intermediate
ones are hidden layers and the final one is called the output layer. The employed neuron
model is highly simplified compared to the more biological ones described in the previous
chapters: We call the outputs of the neurons in the n-th layer y,,. The ANN equivalent of
the membrane voltage we call a,, with

Qp = Wy n—1Yn—1 + bn (220)
Yn = ¢ (ay) (2.21)

where b, is a learnable bias for each neuron and ¢ is the activation function of the neuron.
Common choices for this activation function are a rectified linear unit (ReLU) (Krizhevsky
et al., 2012b), a sigmoidal function or tanh(.). Note that in the machine learning literature
this setup is colloquially referred to as multilayer perceptron (MLP) (Goodfellow et al., 2016,
Chapter 6), even though this is historically only correct for binary activation functions ¢,
which nowadays are rarely used (Rosenblatt, 1958).

When the network is presented with an input sample in the lowest layer, the outputs of the
neurons are calculated layer by layer until the output layer is reached (Fig. 2.8). The output
yn of the neurons in the output layer /V determines the network’s response to the given
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Figure 2.8: Information propagation in ANNs Schematic drawing of a small fully-connected feedforward
ANN. The input layer is shown in green, the hidden layer in blue and the output layer in red.
When input is presented to the network, activities y travel from left to right to the output layer.
The loss function (black box with label L) takes the network’s output and evaluates how well the

network performs, e.g. by comparing the output to a target. For the learning step “error signals”,

which indicate how much each activity contributed to the loss 25, are sent backwards through

Oyn
the network.

input sample. This response is fed into a task-dependent loss function £ which determines
how good the produced output is for the given input sample.

2.4.2 Error backpropagation

ANN s are trained to solve a task by adjusting their weights and biases using gradient de-
scent on the loss function

AN TR—— vy (2.22)
Ab, = -V, L (2.23)

with a small learning rate 7. Optimally, each update step should be based on the value of
the loss £ obtained for all available training examples, however in practice this is typically
not feasible. If the number of training samples (the training set) is too large, each update
step is calculated on the basis of only a subset of the training samples (a “batch”). This
is commonly called stochastic gradient descent (definitions in machine learning literature
vary, sometimes stochastic gradient descent only refers to a batch size of 1 sample).
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The algorithm employed to realize the gradient descent steps in ANNs is called “error back-
propagation” (Rumelhart et al., 1986). In its essence the error backpropagation algorithm
is a layer-wise application of the chain-rule for derivatives and results in weight update
equations that are based on a layer-wise recursive error signal. Here we present the weight
updates and recursive error calculation that are derived in Appendix A.1.

The updates of the synaptic weights from layer n — 1 to n are derived from gradient descent
on some task-dependent loss function £

AW,y = -V L (2.24)
= - "(a,) y} 2.25
nngGsa(a)yn_l (2.25)
=en
. T
= —"nNe€y ynfl (226)

where we define the error signal for the layer n as e,, = BBTER © ¢ (ay).
The error signal can be calculated recursively from the error signal in the layer above

o,
en = gy OF (an) (2.27)
= [wz—l—l,ne?ﬂ-l] © 90/ (a’n) . (228)

Fig. 2.8 illustrates how this can be realized in a network when the derivative of the loss
with respect to the layers’ activity % is propagated backwards through the layers. Note
that ¢’ (a,,) does not need to be sent backwards from layer n + 1 as it is a local quantity of
layer n.

2.4.3 Biological plausibility

Even though ANNSs are to a certain extent inspired by the brain, they and especially the
error backpropagation mechanism employed to train them have been deemed biologically
implausible for a long time (Crick, 1989; Grossberg, 1987). Nevertheless, there has been
a large interest both in the field of computational neuroscience and Al to find alternative
formulations or approximations of error backpropagation that address the biologically im-
plausible aspects of the original version (Richards et al., 2019; Whittington and Bogacz,
2019; Lillicrap et al., 2020). We detail here the areas of implausibility which need to be
addressed by a biologically-plausible variant of deep learning and error backpropagation.
These aspects are collected from reviews on this topic by Whittington and Bogacz (2019)
and Lillicrap et al. (2020).

« Symmetry of forward and backward connectivity: In an ANN information can
flow forward and backward through the same synaptic connection. As biological
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(chemical) synapses are one-way connections, this information flow would need to
be realized by having two biological synapses with opposite directions but the same
synaptic strength for each artificial one. This is however problematic since the synap-
tic strength of the feedforward synapse changes during learning and the feedback
synapse, which is physically separate from it, would need to somehow notice this
change and adjust itself accordingly. This issue is commonly referred to as the “weight
transport problem”. A biologically plausible model needs to either not require the
symmetry between forward and backward connectivity or find a biologically plausible
learning mechanism that keeps the feedback connections symmetric to the forward
ones.

Phased computation: During the training of an ANN we alternate between feed-
forward and feedback phases. In the feedforward phase an input is presented to the
network and travels from lowest to highest layer towards the output layer of the net-
work. In the feedback phase an error signal is sent into the network in the output layer
and travels backwards. The information flow is strictly unidirectional in both phases
and since the phases are separate, the error signals never mix or interfere with the
feedforward information flow. Such phased and strictly separated information flow
is unrealistic. A biologically plausible model needs to be able to handle simultaneous
forward and backward information flow as well as the interference of both.

Non-local weight updates: The synaptic weight updates of an ANN are calculated
by an external algorithm (error backpropagation) which has access to all state vari-
ables in the network. However, it is assumed that a biological synapse can only rely
on quantities represented in the pre- and postsynaptic neurons and maybe a global
(i.e. network wide) factor through neuromodulators (Gerstner et al., 2018). Therefore,
a biologically plausible model must include mechanisms to represent the required
quantities for the weight updates locally in space and time, which means at the time
of the synaptic update within the pre- or postsynaptic cell.

Signed error signals: The error signals propagating backwards through the network
can be of both positive and negative value. This is in disagreement with the assump-
tion that biological neurons communicate via spikes or firing rates. Neither of them
are directly able to communicate a signed value, because spikes are just a 1-bit signal
and firing rates are strictly positive. A biologically plausible model should be able
to represent, communicate or calculate the signed error signals with only spikes or
positive firing rates.

Unrealistic neuron model: The neuron model employed in an ANN is highly sim-
plified, as it has for example no notion of time. A more biologically plausible model
should include a neuron model which more closely matches the behavior of biological
neurons and exhibits temporal dynamics.
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In recent years significant progress has been made in addressing the above-mentioned
points. One of the most prominent findings, upon which many subsequent studies rely,
is the mechanism of feedback alignment (FA) by Lillicrap et al. (2016). It tackles the
weight transport problem by showing that the synaptic weights used for the backward pass
through the network do not need to be the transposed of the forward weights but instead
can be replaced with a random (and constant throughout the training) set of weights. While
losing some performance, the FA networks are still able to learn tasks with a high degree
of accuracy. Lillicrap et al. (2016) attributes this to the forward weights roughly aligning
themselves (throughout the training) with the randomly chosen backward weights. Due to
this alignment the errors propagated using the random feedback weights point roughly in
a similar direction as the “correct ones” which the network would have propagated if the
transposed of the forward weights would have been used. In practice, it turns out that the
errors pointing roughly in the right direction is often good enough to eventually learn to
solve a task. Even though later studies have shown that FA is not feasible for all network ar-
chitectures and sizes (Bartunov et al., 2018; Moskovitz et al., 2018; Max et al., 2022) it is still
widely used due to the fact that it completely avoids the weight transport problem while
not requiring any architectural changes to the network or any other additional complexity.
There are many recent studies attempting to address the biological implausibilities of error
backpropagation by suggesting approximative solutions that prevent one or multiple of
the above-mentioned implausibilities (Whittington and Bogacz, 2017; Scellier and Bengio,
2017; Guerguiev et al., 2017; Sacramento et al., 2018; Mesnard et al., 2019; Song et al., 2020;
Millidge et al., 2020a,b; Pozzi et al., 2020; Payeur et al., 2021; Tang et al., 2021). Among them
is the dendritic microcircuit model of Sacramento et al. (2018) which we will summarize,
discuss and improve upon in multiple aspects in Chapter 6.
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Chapter 3

Hypothesis and Aim

Within the last decade deep learning has revolutionized the field of machine intelligence
starting from breakthroughs in computer vision (Krizhevsky et al., 2012a) to nowadays
approaching human-level performance in a variety of areas such as complex strategical
planning and natural language processing (Vinyals et al., 2019; Brown et al., 2020; Rae
et al., 2021). This progress was fueled by the ever-increasing amount of available compute
power, mainly carried by the exponential growth of transistor densities on chips, com-
monly referred to as Moore’s law (Moore et al., 1965). However, as transistor dimensions
are approaching the sizes of single atoms, this growth is slowing down and the contin-
uation of Moore’s law is uncertain. Currently, parallelization techniques in combination
with specialized deep learning hardware are employed to fulfill the increasing demand on
computational power, but also this approach is expected to struggle to keep up in the fu-
ture (Thompson et al., 2020; Leiserson et al., 2020). Nonetheless, new deep learning models
are tackling increasingly challenging tasks while growing ever larger and requiring more
compute power. Already a few years ago it was not out of the ordinary for state-of-the-
art models to require the equivalent of several hundred GPUs (consuming dozens of kW
of power) to perform a task at human level (Silver et al., 2016; Economist, 2016). This is
not sustainable, in particular if we remind ourselves that the original inspiration of these
artificial neural networks, the human brain, is able to solve such tasks at a power budget of
around 20 W.

The field of neuromorphic engineering aims to develop novel computing architectures that
are more closely related to the mechanisms in the brain. They thereby hope to inherit the
efficiency of their biological role model. Neuromorphic computing architectures that strive
to mimic the brain’s ability to learn, need to include mechanisms that allow for the adaption
of their neural networks such that they can learn or be trained to perform a large variety
of tasks. However, since it is so far not fully understood how learning in the brain works
in detail, there is no ready-made blueprint of how the learning mechanisms on neuromor-
phic architectures should look like. In contrast to the only partially understood learning in
biological neural networks, the mechanisms for training artificial neural networks, in par-
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ticular the error backpropagation algorithm, are known since the 1980s (Rumelhart et al.,
1986). Since then, the error backpropagation algorithm has demonstrated its flexibility and
ability to train artificial neural networks in a variety of scenarios and is at the center of the
resounding success of deep learning.

We therefore hypothesize that the combination of neuromorphic hardware and error back-
propagation can yield powerful and flexible devices for the deployment of neural networks
and present an energy-eflicient alternative to classical deep learning on conventional com-
puting hardware.

Even though both, classical deep neural networks and current neuromorphic platforms,
draw inspiration from the same archetype, they are not directly compatible with each other.
In this thesis we aim at bridging this gap. There are two possible angles from which we
can approach this task, both of which we will explore in this thesis. The first option is
to start from current neuromorphic design philosophies, to identify common components
of recent neuromorphic platforms and to develop a method of performing error backprop-
agation based on these components (Chapter 5). The second option is to start out with
an already existing biologically plausible approximation of error backpropagation and to
modify it step-by-step to make it amenable to hardware implementation (Chapter 6). Be-
fore we can address either of these topics however, we need to solve an often over-looked
difficulty (Chapter 4):

Chapter 4: A dataset for algorithmic and neuromorphic prototyping

As it is our aim to implement a variant or approximation of error backpropagation on a
neuromorphic platform, we need to ensure, both during the development process of the
algorithm and during the deployment on the hardware platform, that the implemented/de-
ployed algorithm actually correctly propagates the errors as intended. Theoretically, this
can simply be tested by attempting to learn a task which is only solvable by if appropriate
error signals reach all layers of the network. In practice however, this is a difficult prob-
lem: Common benchmarks, for which we are confident that they are difficult enough and
therefore sensitive to a potential flaw in an implementation, e.g. CIFAR (Krizhevsky et al.,
2014) or Imagenet (Deng et al., 2009), are simply too large. They typically require extensive
training runs which can hinder quick iterations when developing and testing an algorithm.
Additionally, the relatively large size of the networks required to solve them can prohibit
the deployment on neuromorphic prototype hardware which often has only limited re-
sources. Conversely, smaller tasks, such as the classification of the MNIST dataset (LeCun
et al., 1998) or XOR, are unsuitable because they are not sensitive enough to expose imple-
mentation flaws. In Chapter 4 we therefore aim to engineer a task, the Yin-Yang dataset,
that is suitable both for algorithmic as well as hardware prototyping. For this we require it
to be a difficult enough test case to spot implementation flaws while at the same time being
small enough to be deployable on small-scale neuromorphic systems.
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Chapter 5: Error backpropagation compatible with neuromorphic LIF neurons

One of the big obstacles for implementing error backpropagation on neuromorphic chips
is the fact that the original error backpropagation mechanism is not directly applicable to
networks of spiking neurons. This is due to the fact that it requires differentiability of ac-
tivities and spikes are, in principle, non-differentiable, all-or-nothing signals. Therefore,
developing an error backpropagation algorithm compatible with spiking neurons has been
an active field of research in recent years (Mostafa, 2017; Neftci et al., 2019). In Chapter 5
we go a step further and not only aim to find an algorithm that is compatible with LIF neu-
rons, one of the most common spiking neuron types on neuromorphic platforms, but is also
robust to neuromorphic hardware constraints and distortion effects (Goltz et al., 2021). In
particular, we both evaluate our algorithm in an ideal simulated setting and investigate the
effects of fixed-pattern noise and quantized weight values. Finally, we demonstrate the algo-
rithm’s suitability for neuromorphic deployment by implementing it on the BrainScaleS-2
platform. We show that our algorithm is able to leverage the efficiency and speed of the
BrainScaleS-2 platform and achieve competitive results in accuracy, classification speed as
well as power consumption.

Chapter 6: Adapting a biologically plausible algorithm for deployment on neuro-
morphic hardware

In contrast to the original error backpropagation algorithm its biologically plausible vari-
ants are more likely to be amenable to an implementation on neuromorphic platforms. This
is due to the fact that the biologically plausible variants operate, to varying extend, under
similar constraints as those imposed by neuromorphic platforms, such as for example the
locality of learning rules. The dendritic microcircuits of Sacramento et al. (2018) are one of
the recently developed models that approximate error backpropagation in a local, phase-
free and bio-plausible fashion. However, despite their biological plausibility, the dendritic
microcircuits are still not directly deployable on current neuromorphic systems. This is
due to for example their rate-based exchange of information, which contrasts the spike- or
event-based communication on neuromorphic hardware. In Chapter 6 we assess the model
with the focus on practical feasibility and neuromorphic implementability. We, further-
more, propose multiple extensions that make a neuromorphic deployment more feasible
and can also inform the development of future hardware generations.
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Chapter 4

Result I: A proper test case for
prototyping

This chapter contains the article The Yin-Yang dataset. It was published in the Association
for Computing Machinery’s (ACM) Proceedings of the Neuro-inspired Computational Elements
Workshop 2022" and a preprint is available on arXiv.* The format was adapted to the format
of this thesis and the references have been included in the main bibliography.

Author contributions

The project idea was developed jointly by LK, JG and MAP. LK and JG designed the ex-
periments, LK wrote the necessary software, prepared it for publication on GitHub? and
performed the experiments in Fig. 4.1, Fig. 4.2 and Fig. 4.3. The Fig. 4.4 was created by JG.
LK, JG and MAP collectively wrote the article.

'Kriener et al. (2022)
*Kriener et al. (2021a)
*Kriener et al. (2021b)
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The Yin-Yang dataset

L. Kriener!, J. Goltz*'!, M. A. Petrovicil?

! Department of Physiology, University of Bern, 3012 Bern, Switzerland.
? Kirchhoff-Institute for Physics, Heidelberg University, 69120 Heidelberg, Germany.

Abstract

The Yin-Yang dataset was developed for research on biologically plausible error backprop-
agation and deep learning in spiking neural networks. It serves as an alternative to classic
deep learning datasets, especially in early-stage prototyping scenarios for both network
models and hardware platforms, for which it provides several advantages. First, it is smaller
and therefore faster to learn, thereby being better suited for small-scale exploratory stud-
ies in both software simulations and hardware prototypes. Second, it exhibits a very clear
gap between the accuracies achievable using shallow as compared to deep neural networks.
Third, it is easily transferable between spatial and temporal input domains, making it in-
teresting for different types of classification scenarios.

4.1 Introduction

We introduce the Yin-Yang dataset for learning in hierarchical networks (Kriener et al.,
2021b). It is tailored to the requirements of research on biologically plausible error back-
propagation algorithms, learning in spiking neural networks and hierarchical networks on
neuromorphic hardware. These fields typically require small but at the same time not triv-
ially solvable datasets to prototype and test network architectures and learning algorithms.
Setups commonly used for this purpose involve either elementary logic tasks such as XOR
or small-scale datasets such as MNIST or fashion-MNIST (LeCun et al., 1998; Xiao et al.,
2017) and reduced versions thereof. However, these setups often do not adequately ful-
fill their purpose. Binary XOR only has a tiny number of input patterns and therefore a
very limited, discrete set of reachable accuracies, making the evaluation and comparison of
learning algorithms difficult. In turn, MNIST-type datasets have other drawbacks. For one,
they require comparatively large networks, which might not be feasible during prototyp-
ing. But even more importantly, and despite this ostensible difficulty, they can nevertheless
be classified with high accuracy even by shallow networks or networks without learning
in the lower layers. This is problematic because training a deep network with an imperfect
learning algorithm can result in performance indistinguishable from that of a shallow net-
work or a network with plasticity only in the last layer. Conversely, a test on the MNIST
dataset can fail to reveal the inability of the training algorithm to propagate error signals
through the network, as the achieved high accuracies obscure the underlying problem.
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Figure 4.1: Training, validation and test dataset. Each dot in the yin-yang symbol represents one sample

»

of the dataset. The color of the dot denotes its class (“Yin”, “Yang” or “Dot”). This figure was
generated using the default settings for random seeds and dataset sizes (5000 samples for the
training set and 1000 samples each for the validation and test set).

The Yin-Yang dataset can provide an alternative for these testing and prototyping scenarios
as it is solvable by smaller networks, contains fewer samples and most importantly exhibits
a large gap between the accuracies reached by shallow or partly fixed networks on the one
hand and correctly trained deep networks on the other. Note that here, we use “deep” in
opposition to “shallow”, i.e., any network that has latent variables through which errors
need to propagate. We consider a shallow network to be the equivalent of a single-layer
perceptron, with only an input layer connected directly to a label layer.

4.2 Dataset

Each sample in the dataset represents a point in a two-dimensional representation of the
yin-yang symbol. Depending on their location in the symbol the samples are classified into
the “Yin”, “Yang” or “Dot” class (Fig. 4.1). Even though the areas in the yin-yang symbol
covered by the different classes have different sizes, the dataset is designed to be balanced,
which means that all classes are represented by approximately the same amount of sam-
ples. Note that therefore the density of samples is higher in the “Dot”-class regions, as the
combined area of these regions is smaller than that of the others.

The samples are randomly generated using rejection sampling. The exact version of a gen-
erated set of samples is therefore determined by the random seed and dataset size. This
makes it possible to produce multiple dataset versions by providing different random seeds
and dataset sizes. In the default configuration the training set has 5000 samples while the
validation and test sets have 1000 samples respectively, each generated with a different
random seed.
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Figure 4.2: Comparison of exemplary training results for different network setups. Network param-
eters are given in Table 4.2. Left column: Evolution of the validation and training error during
training. Right column: training result illustrated on the test set. (A) Network with one hid-
den layer and fully functional synaptic plasticity via classical error backpropagation. (B) Shallow
network. (C) Network with one hidden layer and frozen lower weights.
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Figure 4.3: Impact of hidden layer size on network performance. (A) Validation errors during training
for three different network architectures with different hidden layer sizes. For each architecture,
ten training runs with different random weight initialization are overlaid. (B) Mean and standard
deviation of the final test error depending on hidden layer size of the network. The colored data
points correspond to the runs shown in A.

Table 4.1: Mean and standard deviation of the test accuracy for 20 training runs with different random ini-
tializations for different network configurations. Training parameters can be found in Table 4.2.

network ‘ hidden layer with 20 neurons hidden layer with 30 neurons
deep network (97.0+1.6)% (97.6 £15)%

deep network (frozen lower weights) (783+7.8)% (85.5+5.8)%

shallow network ‘ (63.8+1.0)%

As can be seen in Fig. 4.1, values of all samples in the dataset are strictly positive. This is the
case to accommodate network models which require positive input values only (common in
the field of biologically-plausible networks, as firing rates as well as spike times are typically
denoted by positive numbers). Because of that the yin-yang symbol is not centered around
zero. This however complicates training in neuron models without intrinsic (learnable)
bias. To facilitate training for these models, each sample in the dataset consists not only of
the coordinates (x, y) determining the position in the yin-yang symbol but additionally also
the values (1 —x, 1 —y). This effectively symmetrizes the input and removes the need for a
bias even though the yin-yang symbol is not centered around the origin of the coordinate
system.
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4.3 Training results

As a baseline for further applications of this dataset we also provide some training results
achieved with classical artificial neural networks. In particular, we compare network per-
formance in three scenarios:

1. a network with one hidden layer and fully functional error backpropagation;
2. a shallow network with only an input and an output layer;

3. a network with one hidden layer, but with frozen weights between the input and the
hidden layer to emulate training with a faulty error backpropagation algorithm.

For all scenarios, we use very small network sizes to emulate a model or hardware proto-
typing environment. Incidentally, this is also helpful in highlighting another problem that
is frequently overlooked when increasing the network size: because a large enough hidden
layer can mask faulty error backpropagation, larger-scale networks are often inadequate
for a quantitative verification of credit assignment (precise error propagation) within the
studied network model. This is discussed below in more detail.

The comparison between the three scenarios (Table 4.1 and Fig. 4.2) illustrates a manifest
advantage of the Yin-Yang dataset compared to other commonly used datasets of compa-
rable size: both the shallow network and the one with the frozen lower weights are clearly
unable to learn the required features to successfully classify the dataset. This leads to a gap
of more than 30 % between the accuracies achieved by a shallow and a deep network.

The failure of the partially frozen network highlights another important issue for various
proposals of bio-plausible solutions to the credit assignment problem. In large enough
networks, the large hidden layers project the input into a very high-dimensional space,
which makes classification tasks more easily solvable by the linear classifier embodied by
the top layer. This is commonly referred to as the “kernel trick” (see e.g. Scholkopf (2001)).
This can easily mask the inability of a network to correctly propagate errors and perform
true gradient descent learning. While this issue would become observable when dealing
with more complicated classification problems, it would require using large, deep networks
that are not only difficult to debug but, more importantly, would lie beyond the capabilities
of typical prototype devices or software simulations.

The Yin-Yang dataset addresses both problems simultaneously, by clearly highlighting
faulty error backpropagation already within resource-efficient implementations with hid-
den layer sizes of around 20 to 30 neurons (see Table 4.1). Under these circumstances, the
difference between the accuracy reached by a properly trained network and the network
where only the top weights are trained lies around 20 % and 12 % respectively. This is a
much higher gap than in a comparable example with the MNIST dataset, where networks
need several hundred hidden neurons to show significant performance improvements be-
yond linear classifiers LeCun et al. (1998). However, such sizes automatically introduce the
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Table 4.2: Training parameters used to produce the results in Fig. 4.2. Fig. 4.3 uses the same parameters
except for the size of the hidden layer.

parameter name ‘ value
activation function ReLU
size input 4

size hidden layer (for deep net) 30

size output layer 3
training epochs 300
batch size 20
optimizer Adam, (Kingma and Ba, 2014)
Adam parameter (3 (0.9,0.999)
Adam parameter € 1078
learning rate 0.01

kernel trick: a network with 500 hidden units reaches on average 98.3 % on MNIST, while
the same network with only training in the top layer reaches 94.8 %. Unmasking these is-
sues can become crucial in research on biologically plausible forms of credit assignment
and (local) synaptic plasticity, where exact error backpropagation is notoriously difficult to
realize, both for rate-based models and, even more pronouncedly, for spiking networks.

Another advantage of the Yin-Yang dataset over many other commonly used datasets is the
dimensionality of its samples and the network sizes required to learn the task. Each sam-
ple consists of only four input values (compared to, e.g., the 784 input channels required
by MNIST), which significantly reduces the required fan-in for hidden neurons. This can
be especially beneficial on neuromorphic platforms, where the number of synaptic connec-
tions to a neuron is very often limited by the chip architecture, even more so for early-stage
prototypes (e.g. (Binas et al., 2016, Section 3.3), Moradi and Indiveri (2013); Schemmel et al.
(2017); Frenkel et al. (2018); Nair and Indiveri (2019); Billaudelle et al. (2020)).

Also, this dataset can be learned with a single hidden layer of reasonably small size (Fig. 4.3).
For consistently high final accuracies, a hidden layer of 20 to 30 neurons is required, but
for a small proof-of-concept demonstration of a learning algorithm or hardware prototype,
even 10 hidden units are enough to achieve results (around 88 % accuracy) that would be
impossible with shallow networks, or with algorithms that cannot profit from a network’s
representational hierarchy. The full set of training parameters can be found in Table 4.2.

In addition to the results shown here, the dataset has already been used to showcase al-
gorithms for error backpropagation in spiking neural networks in (Géltz et al., 2021) and
(Wunderlich and Pehle, 2021).
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Figure 4.4: Spatio-temporal input encoding scheme and classification results on the neuromorphic
chip BrainScaleS-2. Panels (B-D) taken from Goltz et al. (2019). (A) Encoding of the z, y-
coordinates of the Yin-Yang pattern as input spike times ¢; and ¢5 illustrated on one sample each
for the three classes. (B) Image of the BrainScaleS-2 ASIC. (C) Confusion matrix after training
the BrainScaleS-2 chip to classify the Yin-Yang dataset. (D) Classification result of the chip on the
test set. For each input sample the color indicates the class determined by the trained network.
Wrong classifications are marked with a black X. The wrongly classified samples all lie very close
to the border between two classes.

4.4 Input encoding

The Yin-Yang dataset can be adapted to suit the needs of very different network models.
Depending on the used network architecture, neuron model and mode of communication
between the neurons, different types of information encoding become necessary. In the
following, we discuss several encoding methods that are well-suited for a variety of different
network and neuron types.

4.4.1 Spatio-temporal input encoding

Using this dataset for spiking neural networks requires an explicit spatio-temporal input
encoding. In Goltz et al. (2021) and Wunderlich and Pehle (2021), the four input features of
the dataset were directly interpreted as the spike times of 4 input neurons (Fig. 4.4 A). This
was done by choosing parameters t,i1, and #j, as the earliest and latest possible time the
input neurons are allowed to spike. Then the dataset values x = (z,y,1 — z,1 — y) were
translated into the four spike times t = (¢y, t5, t3, t4) as follows:

t= tearly +x- (tlate - tearly) (41)
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The choice of teaiynte is dependent on the network architecture and employed learning
algorithms. For Goltz et al. (2021) it has proven beneficial to choose fe.1y slightly after the
start of the experiment and ¢}, as the sum of the two neuron time constants Zj,e = Ty + Toyn.
The classification results achieved with the BrainScaleS-2 chip are shown in Fig. 4.4.
Alternatively, a different spike-based spatio-temporal encoding can be achieved implicitly
by manipulating input currents, as proposed for example in Cramer et al. (2020b). Here,
each input variable is interpreted as the strength of a constant input current into a leaky-
integrate and fire neuron. The timing of the output spike of the input neurons depends on
the strength of the input current / with

tspike = Tm log (4'2)

I —6
where 7,,, denotes the membrane time constant and #; the minimal current necessary to
evoke an output spike.

4.4.2 Rate-based input encoding

Many models for biologically plausible error backpropagation are built around rate-based
neuron models (e.g. Sacramento et al. (2018); Scellier and Bengio (2017); Haider et al. (2021),
for a review see also Whittington and Bogacz (2019)). These approaches use continuous
rates as an idealized version of rate coding in spiking neurons. Others build on the same
approximations but explicitly use spike-based communication in their neural network im-
plementations (e.g. Schmitt et al. (2017); Esser et al. (2015); Guerguiev et al. (2017)). For
such rate-based models, a suitable encoding scheme can be easily realized by designating
4 input neurons and setting their output rates proportional to the values of the respective
input feature.

In case of spiking neurons, these four input neurons can produce Poisson spike trains with
the same rates as their rate-based counterparts, as, for example, in Schmitt et al. (2017).
Alternatively, regular spike trains could also be used to represent firing rates; while more
precise than the intrinsicly stochastic Poisson solution, this scheme has its own potential
drawback of making the neuronal input-output function dependent on not just the rate, but
also the phase of a neuron’s afferents. Under certain circumstances, encoding an input as
a single neuron may not be viable, for example when synaptic bandwidth or neuron firing
rate are limited. In this case, one input can be represented by a population of neurons with
a mean firing rate equal to the value of the input.

Code and data availability

Code for the Yin-Yang data set is available at https://github.com/lkriener/yin_
yang_data_set. The example notebook in the repository includes the plotting of the data
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samples (Fig. 4.1) and the training of deep and shallow networks (Fig. 4.2). Additional data
available on request from the authors.
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Abstract

For a biological agent operating under environmental pressure, energy consumption and
reaction times are of critical importance. Similarly, engineered systems are optimized for
short time-to-solution and low energy-to-solution characteristics. At the level of neuronal
implementation, this implies achieving the desired results with as few and as early spikes
as possible. With time-to-first-spike coding both of these goals are inherently emerging
features of learning. Here, we describe a rigorous derivation of a learning rule for such first-
spike times in networks of leaky integrate-and-fire neurons, relying solely on input and out-
put spike times, and show how this mechanism can implement error backpropagation in hi-
erarchical spiking networks. Furthermore, we emulate our framework on the BrainScaleS-2
neuromorphic system and demonstrate its capability of harnessing the system’s speed and
energy characteristics. Finally, we examine how our approach generalizes to other neuro-
morphic platforms by studying how its performance is affected by typical distortive effects
induced by neuromorphic substrates.

5.1 Introduction

In recent years, the machine learning landscape has been dominated by deep learning meth-
ods. Among the benchmark problems they managed to crack, some were thought to still
remain elusive for a long time (Krizhevsky et al., 2012a; Silver et al., 2017; Brown et al.,
2020). It is thus not exaggerated to say that deep learning dominates our understanding of
“artificial intelligence” (Brooks et al., 2012; Ng, 2016; Hassabis et al., 2017; Sejnowski, 2018;
Richards et al., 2019).

Compared to abstract neural networks used in deep learning, their more biological
archetypes — spiking neural networks — still lag behind in performance and scalability
(Pfeiffer and Pfeil, 2018). Reasons for this difference in success are numerous; for instance,
unlike abstract neurons, even an individual biological neuron represents a complex system,
with finite response times, membrane dynamics and spike-based communication (Gerstner,
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2001; Izhikevich, 2004), making it more challenging to find reliable coding and computa-
tion paradigms (Gerstner, 1998; Maass, 2016; Davies, 2019). Furthermore, one of the major
driving forces behind the success of deep learning, the backpropagation of errors algorithm
(Linnainmaa, 1970; Werbos, 1982; Rumelhart et al., 1986), remained incompatible with spik-
ing neural networks until only very recently (Tavanaei et al., 2018a; Neftci et al., 2019).

Despite these challenges, spiking neural networks promise to hold some important advan-
tages. The time information inherent to spikes allows a coding scheme for spike-based
communication that utilizes both spatial and temporal dimensions (Giitig and Sompolin-
sky, 2006), unlike spike-count-based approaches (Cao et al., 2015; Diehl et al., 2016; Schmitt
et al,, 2017; Wu et al,, 2019), where the information of spike times is at least partially di-
luted due to temporal or population averaging. Owing to the inherent parallelism of all
biological, as well as many biologically-inspired, spiking neuromorphic systems Thakur
et al. (2018), this promises fast, sparse and energy-efficient information processing, and
provides a blueprint for computing architectures that could one day rival the efficiency of
the brain itself (Mead, 1990; Roy et al., 2019; Pfeiffer and Pfeil, 2018; Thakur et al., 2018).
This makes spiking neural networks implemented on specialized neuromorphic devices po-
tentially more powerful — at least in principle — than the “conventional”, simple machine
learning models currently used on von-Neumann machines, even though this potential still
remains mostly unexploited (Pfeiffer and Pfeil, 2018).

Many attempts have been made to reconcile spiking neural networks with their abstract
counterparts in terms of functionality, e.g., featuring spike-based inference models (Petro-
vici et al., 2013; Neftci et al., 2014; Petrovici et al., 2016; Neftci et al., 2016; Leng et al., 2018;
Kungl et al., 2019; Dold et al., 2019; Jordan et al., 2019; Hunsberger and Eliasmith, 2016) and
deep models trained on target spike times by shallow learning rules (Kheradpisheh et al.,
2018; Illing et al., 2019) or using spike-compatible versions of the error backpropagation al-
gorithm (Bohte et al., 2000; Zenke and Ganguli, 2018; Huh and Sejnowski, 2018). Especially
for tasks operating on static information, a particularly elegant way of utilizing the tem-
poral aspect of exact spike times is the time-to-first-spike (TTFS) coding scheme (Thorpe
et al,, 2001). Here, a neuron encodes its real-valued response to a stimulus as the time
elapsed before its first spike in reaction to that stimulus. Such single-spike coding enables
fast information processing by explicitly encouraging the emission of as few spikes as early
as possible, which meets physiological constraints and reaction times observed in humans
and animals (Thorpe et al., 1996, 2001; Johansson and Birznieks, 2004; Gollisch and Meister,
2008). Apart from biological plausibility, such a fast and sparse coding scheme is a natu-
ral fit for neuromorphic systems that offer energy-efficient and fast emulation of spiking
neural networks (Schemmel et al., 2010; Akopyan et al., 2015; Billaudelle et al., 2019; Davies
et al., 2018; Mayr et al., 2019; Pei et al., 2019; Moradi et al., 2017).

For hierarchical TTFS networks, a gradient-descent-based learning rule was proposed in
(Mostafa, 2017; Kheradpisheh and Masquelier, 2020), using error backpropagation on a con-
tinuous function of output spike times. However, this approach is limited to a neuron model
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without leak, which is neither biologically plausible, nor compatible with most analog very-
large-scale integration (VLSI) neuron dynamics (Thakur et al., 2018). We propose a solution
for leaky integrate-and-fire (LIF) neurons with current-based (CuBa) synapses — a widely-
used dynamical model of spiking neurons with realistic integration behavior (Rauch et al.,
2003; Gerstner and Naud, 2009; Teeter et al., 2018). An early version of this work was pre-
sented in Goltz (2019).

For several specific configurations of time constants, we provide analytical expressions for
first-spike timing, which, in turn, allow the calculation of exact gradients of any differ-
entiable cost function that depends on these spike times. In hierarchical networks of LIF
neurons using the TTES coding scheme, this enables exact error backpropagation, allow-
ing us to train such networks as universal classifiers on both continuous and discrete data
spaces.

As our algorithm only requires knowledge about afferent and efferent spike times of all neu-
rons, it lends itself to emulation on neuromorphic hardware. The accelerated, yet power-
efficient BrainScaleS-2 platform (Friedmann et al., 2017; Billaudelle et al., 2019) pairs espe-
cially well with the sparseness and low latency already inherent to TTFS coding. We show
how an implementation of our algorithm on BrainScaleS-2 can obtain similar classification
accuracies to software simulations, while displaying highly competitive time and power
characteristics, with a combination of 48 ps and 8.4 pJ per classification.

By incorporating information generated on the hardware for updates during training, the
algorithm automatically adapts to potential imperfections of neuromorphic circuits, as im-
plicitly demonstrated by our neuromorphic implementation. In further software simula-
tions, we show that our model deals well with various levels of substrate-induced distor-
tions such as fixed-pattern noise and limited parameter precision and control, thus pro-
viding a rigorous algorithmic backbone for a wide range of neuromorphic substrates and
applications. Such robustness with respect to imperfections of the underlying neuronal
substrate represents an indispensable property for any network model aiming for biological
plausibility and for every application geared towards physical computing systems (Prodro-
makis and Toumazou, 2010; Esser et al., 2015; van De Burgt et al., 2018; Wunderlich et al.,
2019; Kungl et al., 2019; Dold et al., 2019; Feldmann et al., 2019).

In the following, we first introduce the CuBa LIF model and the TTFS coding scheme, be-
fore we demonstrate how both inference and training via error backpropagation can be
performed analytically with such dynamics. Finally, the presented model is evaluated both
in software simulations and neuromorphic emulations, before studying effects of several
types of substrate-induced distortions.
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Figure 5.1: Time-to-first-spike coding and learning. Top: single neurons. (a) Postsynaptic potential
(PSP) shapes for different ratios of time constants 7y and 7,. The finiteness of time constants
causes the neuron to gradually forget prior input. (b) One key challenge of this finite memory
arises when small variations of the synaptic weights result in disappearing/appearing output
spikes, which elicits a discontinuity in the function describing output spike timing. Bottom:
application to feedforward hierarchical networks. (c) Network structure. The geometric
shape of the neurons represents a notation of their respective types (input 0, hidden o, label A).
The shading of the input neurons is a representation of the corresponding data, such as pixel
brightness (m,...,m,...,0). The color of the label neurons represents their respective class (A,
A, A). (d) Time-to-first-spike (TTFS) coding exemplified in a raster plot. As an example of input
encoding, the brightness of an input pixel is encoded in the lateness of a spike. Note that in our
framework, TTFS coding simultaneously refers to two individual aspects, namely the input-to-
spike-time conversion and the determination of the inferred class by the identity of the first label
neuron to fire (A). In all figures we denote units in square brackets; in particular, we use [a. u.]
for arbitrary units, and [1] for dimensionless quantities, and [7;] for times that are measured in
multiples of the synaptic time constant 7.
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5.2 Results

Leaky integrate-and-fire dynamics The dynamics of an LIF neuron with CuBa synapses
are given by

. t—1

Cnt(t) = go|Ee — u(t)] + ;wl tzie(t t;) exp < - ) : (5.1)
with membrane capacitance C,,, leak conductance g, (from which the membrane time con-
stant 7, = Cy,/ge follows), presynaptic weights w; and spike times ¢;, synaptic time con-
stant 7; and 6 the Heaviside step function. The first sum runs over all presynaptic neurons
while the second sum runs over all spikes for each presynaptic neuron. The neuron elicits a
spike at time 7" when the presynaptic input pushes the membrane potential above a thresh-
old ¥. After spiking, a neuron becomes refractory for a time period 7., which is modeled
by clamping its membrane potential to a reset value o: u(t') = pfor T < t/ < T + Tyer.
For convenience and without loss of generality, we set the leak potential £, = 0. Eqn. (5.1)
can be solved analytically and yields subthreshold dynamics as described by Eqn. (5.9). The
choice of 7, and 7, ultimately influences the shape of a postsynaptic potential (PSP), start-
ing from a simple exponential (7, < 7;), to a difference of exponentials (with an alpha
function for the special case of 7, = 7;) to a graded step function (7, > 7;) (Fig. 5.1a). Note
that all of these scenarios are conserved under exchange of 7, and 7,,, as is apparent from
the symmetry of the analytical solution (Eqn. 5.9).
The first two cases with finite membrane time constant 7, are markedly different from the
last one, which is also known as either the non-leaky integrate-and-fire (nLIF) or simply
integrate-and-fire (IF) model and was used in previous work (Mostafa, 2017). In the nLIF
model, input to the membrane is never forgotten until a neuron spikes, as opposed to the
LIF model, where the PSP reaches a peak after finite time and subsequently decays back to
its baseline. In other words, presynaptic spikes in the LIF model have a purely local effect
in time, unlike in the nLIF model, where only the onset of a PSP is localized in time, but
the postsynaptic effect remains forever, or until the postsynaptic neuron spikes. A pair of
finite time constants thus assigns much more importance to the time differences between
input spikes and introduces discontinuities in the neuronal output that make an analytical
treatment more difficult (Fig. 5.1b).

First-spike times Our spike-timing-based neural code follows an idea first proposed in
(Mostafa, 2017). Unlike coding in artificial neural networks (ANNs) and different from
spike-count-based codes in spiking neural networks (SNNs), this scheme explicitly uses
the timing of individual spikes for encoding information. In time-to-first-spike (TTFS) cod-
ing, the presence of a feature in a stimulus is reflected by the timing of a neuron’s first
spike after the onset of the stimulus, with earlier spikes representing a more strongly mani-
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fested feature. This has the effect that important information inherently propagates quickly
through the network, with potentially only few spikes needed for the network to process
an input. Consequently, this scheme enables efficient processing of inputs, both in terms
of time-to-solution and energy-to-solution (assuming the latter depends, in general on the
total number of spikes and the time required for the network to solve, e.g., an input classi-
fication problem).

In order to formulate the optimization of a first-spike time 7" as a gradient-descent problem,
we derive an analytical expression for 7'. This is equivalent to finding the time of the first
threshold crossing by solving u(7") = ¥ for T'. Even though there is no general closed-form
solution for this problem, analytical solutions exist for specific cases. For example, we show
that (see Methods)

b 0, b
T:TS{——W[—gLeXp (—)}} for m, = 7 (5.2)
aq aq aq
and
2&1
T =271n for 7, = 27, (5.3)
as + /a3 — 4ay g0

where W is the Lambert W function and using the shorthand notations a,, and b for sums
over the set of causal presynaptic spikes C' = {i | t; < T'} (see Eqns. (5.11) and (5.12)). We
note that, when calculating the output spike time for a large number of input neurons,
determining C' can be computationally intensive (see Methods). One inherent advantage of
physical emulation is the reduction of this calculational burden.

The above equations are differentiable with respect to synaptic weights and presynaptic
spike times. As will be shown in the following, this directly translates to solving the credit
assignment problem and thus allows exact error propagation through networks of spiking
neurons. For easier reading, we focus on one specific case (7, = 75), but the others can be
treated analogously.

Exact error backpropagation with spikes Learning in SNNs requires the ability to relate
efferent spiking to both afferent weights and spike times. For the output spike time of a
neuron k with presynaptic partners i, the first relationship can be formally described by
the derivative of the output spike time with respect to the presynaptic weights (Eqn. 5.22).
Using certain properties of WV, we can find a simple expression that can, additionally, be
made to depend on the output spike time 7, itself:

oty 1 &P (t?)

8wki N _a1 W(Z) +1

(ty — t;) , (5.4)
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with a; and z representing functions of wy; and ¢; as defined in Eqns. (5.11) and (5.18). Using
the output spike time as additional information optimizes learning in scenarios where the
exact neuron parameters are unknown and the real output spike time differs from the one
calculated under ideal assumptions, as discussed later.

Second, the capability to relate errors in the output spike time to errors in the input spike
times allows us to recursively propagate changes from neurons to their presynaptic part-

ners.
ti

8tk . 1 exp <T_s> Wi

8752 N aq W(Z) +1 Ts
Together, Eqns. (5.4) and (5.5) effectively and exactly solve the credit assignment problem
in appropriately parametrized LIF networks of arbitrary architecture.

(ty —t; — 75) - (5.5)

We can now apply the findings above to study learning in a layered network. Figure 5.1c
shows a schematic of our feedforward networks and their spiking activity. The input uses
the same coding scheme as all other neurons: more prominent features are encoded by
earlier spikes. The output of the network is defined by the identity of the label neuron that
spikes first (Fig. 5.1d).

We denote by t,(gl) the output spike time of the kth neuron in the /th layer; for example, in
a network with NV layers, ") is the spike time of the nth neuron in the label layer. The
weight projecting to the kth neuron of layer [ from the ¢th neuron of layer [ — 1 is denoted
by w,(cli).

To apply the error backpropagation algorithm (Linnainmaa, 1970; Rumelhart et al., 1986),
we choose a loss function that is differentiable with respect to synaptic weights and spike
times. During learning, the objective is to maximize the temporal difference between the
correct and all other label spikes. The following loss function fulfills the above require-
ments:

(N) %] _ 1 (N) L (N)
LitY™) n*] = dist <tn* ,tn;én*)

L) )
= log [Zn: exp <—§—Tsn>] , (5.6)

where tV) denotes the vector of label spike times tglN), n* the index of the correct label and

¢ € R* is a scaling parameter. This loss function represents a cross entropy between the
true label distribution and the softmax-scaled label spike times produced by the network
(see Methods). Reducing its value therefore increases the temporal difference between the
output spike of the correct label neuron and all other label neurons. Notably, it only de-
pends on the spike time difference and is invariant under absolute time shifts, making it
independent of the concrete choice of the experiment start which defines ¢ = 0. In case of

a non-spiking label neuron we treat its spike time as ") = 50. In this case however, the
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equation Eqn. (5.2) is not defined and neither are its derivatives. We therefore introduce a
simple, local heuristic to encourage spiking behavior in large portions of the network (see
Methods). In some scenarios, learning can be facilitated by the addition of a spike-time-
dependent regularization term (see Methods).

Gradient descent on the loss function Eqn. (5.6) can now be easily performed by repeated
application of the chain rule. Using the exact derivatives Eqns. (5.4) and (5.5), this yields
the synaptic plasticity rule

OL[tN) n*
Aw' o _OLE, ) (5.7)
ki aw(l)
ki
o) L™ e o) oty )

ow? ot owl) e~ ot

—— J
s

A compact formulation for hierarchical networks that highlights the backpropagation of
errors can be found in Eqns. (5.38) to (5.40). In either form, only the label layer error and the
neuron spike times are required for training, which can either be calculated using Eqn. (5.2)
or by simulating (or emulating) the LIF dynamics (Eqn. 5.1).

The computational complexity of the synaptic plasticity rule — a potential limiting factor for
on-chip implementations — can be drastically reduced by appropriate approximations. In
the Supplementary Information SL.D we present early results using such an approach. Note
that the simplification is only used in Supplementary Information SLD and all other results
we report in the following were produced using the full analytical equations Eqns. (5.4)
and (5.5).

5.2.1 Simulations

After deriving the learning algorithm in the previous chapter, we show its classification ca-
pabilities in software simulations. In these simulations we demonstrate successful learning
and provide a baseline for the hardware emulations that follow.

We use two data sets that emphasize different aspects of interesting real-world scenarios.
As an example for low-dimensional, “continuous” data spaces, in which points belonging
to different classes can be arbitrarily close together (thus making separation particularly
challenging), we chose the Yin-Yang data set (Kriener et al., 2021a). For higher-dimensional,
discrete input, we used the MNIST data set (LeCun et al., 1998) as a small-scale image clas-
sification scenario.

The results in this section are based on Eqn. (5.2) for calculating the spike times in the
forward pass, and Eqn. (5.40) for calculating weight updates; for details regarding imple-
mentation see Methods. For hyperparameters of the discussed experiments see Tables SL.F1
and SLF2.
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Figure 5.2: Classification of the Yin-Yang data set. (a) Illustration of the Yin-Yang data set. The samples
are separated into three classes, Yin (@), Yang (®) and Dot (®). The yellow symbols (O, A, () mark
samples for which the training process is illustrated in (b). The input times ¢, and ¢, correspond
to the spike time of the inputs associated with the = and y coordinates of individual samples.
(b) Training mechanism for three exemplary data samples (cf. (a)). For the first three rows, the
left and middle columns depict voltage dynamics in the label layer before and after training for
300 epochs, respectively. The voltage traces of the three label neurons are color-coded according
to their corresponding class as in (a). Before training, the random initialization of the weights
causes the label neurons to show similar voltage traces and almost indistinguishable spike times.
After training there is a clear separation between the spike time of the correct label neuron and
all others, with the correct neuron spiking first. The evolution of the label spike times during
training is shown in the right column for the first 70 epochs. Bottom row: spike histograms over
all training samples. Our learning algorithm induces a clear separation between the spike times
of correct and wrong label neurons. (c) Training progress (validation loss as given in Eqn. (5.6)
and error rate) over 300 epochs for 20 training runs with random initializations (gray). The run
shown in panels b and d-f'is plotted in blue. (d) Classification result on the test set (1000 samples).
The color of each sample indicates the class determined by the trained network. The wrongly
classified samples (marked with black X) all lie very close to the border between classes. (e) Spike
times of the Yin, Yang and Dot neurons for all test samples after training. For each sample, spike
times were normalized by subtracting the earliest spike time in the label layer. Bright yellow
denotes zero difference, i.e., the respective label neuron was the first to spike and the sample was
assigned to its class. The bright yellow areas resemble the shapes of the Yin, Yang and Dot areas,

reflecting the high classification accuracy after training. (f) Confusion matrix for the test set after
training.
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Yin-Yang classification task: The first data set consists of points in the yin-yang figure
(Fig. 5.2a). Each point is defined by a pair of Cartesian coordinates (z,y) € [0,1]?. To
build in redundancy and capture the intrinsic symmetry of the yin-yang motive, the data
set is augmented with mirrored coordinates (1 — 2,1 — y) enabling networks of neurons
without trainable bias to learn the task (Kriener et al., 2021a). The three classes are labeled
as per the respective area they occupy, i.e., Yin, Yang or Dot. This augmented data set was
specifically designed to require latent variables for classification: a shallow non-spiking
classifier reaches (64.3 4 0.2)% test accuracy, an ANN with one hidden layer of size 120
typically around (98.7 £ 0.3)%. Due to this large gap, our Yin-Yang data set represents an
expressive test of error backpropagation in our hierarchical spiking networks. At the same
time, it can be learned by networks that are compatible in size with the current revision of
BrainScaleS-2 (Schemmel et al., 2020).

After translation of the four features to spike times (see Fig. 5.1 and Methods for more de-
tails), they were joined with a bias spike at fixed time, and these five spikes served as input
to a network with 120 hidden and 3 label neurons. We illustrate the training mechanism
with voltage traces for three samples belonging to different classes (Fig. 5.2b). The algo-
rithm changes the weights to create a separation in the label spike times (cf. left and middle
column) that corresponds to correct classification. Note that the voltage traces were just
recorded for illustration, as only spike times are required for calculating weight updates.
After 300 epochs our networks reached (95.9 + 0.7)% test accuracy for training with 20
different random seeds (Fig. 5.2c). The classification failed only for samples that were ex-
tremely close to the border between two classes (Fig. 5.2d). Figure 5.2e shows the spike
times of the label neurons. These vary continuously for inputs belonging to other classes,
but drop abruptly at the boundary of the area belonging to their own class, which denotes a
clear separation — see, for example, the abrupt change from red (late spike time) to yellow
(early spike time) of the Yin-neuron when moving from Yang to Yin (Fig. 5.2e, left panel).

MNIST classification task: To study the scalability of our approach to larger and more high-
dimensional data sets, we applied it to the classification of MNIST handwritten digits (Le-
Cun et al., 1998). Figure 5.3 shows training results for networks with 784-350-10 neurons,
where pixel intensities were translated to spike times. During training, noise was added to
the input samples to aid generalization, but no bias spikes were used. As seen in Fig. 5.3a,
training converges for 10 different initial random seeds, reaching a final test accuracy of
(97.1 £ 0.1)%. Similar results are also achieved for deeper architectures with multiple
hidden layers (see Table SI.B1 for additional simulation runs with different network archi-
tectures).

For reference, we consider several other results obtained with spiking-time coding. In
Mostafa (2017), a maximum test accuracy of 97.55% using a network with a hidden layer of
800 neurons is reported; note that this work uses non-leaky neurons with effectively infi-
nite membrane memory. Also for non-leaky neurons, but using an approximative approach
for calculating gradients, Kheradpisheh and Masquelier (2020) report 97.4% using 400 hid-
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Figure 5.3: Classification of the MNIST data set. (a) Training progress of a network over 150 epochs for
10 different random initializations. The run drawn in blue is the one which produced the results
in (b). (b) Confusion matrix for the test set after training.

den neurons. In Comsa et al. (2020), a maximum test accuracy of 97.96% was achieved
using 340 hidden neurons, supported by a regular spike grid and extensive hyperparameter
search.

We note that there also exist trial-averaging and spike-count-based approaches that have
the benefit of more straight-forward learning rules, but these approaches sacrifice precision,
neuronal real-estate or time-to-solution in comparison to frameworks based on the precise
timing of single output spikes.

For example, Esser et al. (2015) report 92.7% using 512 neurons, while Tavanaei et al. (2018b)
require 1000 hidden neurons to achieve 96.6%.

5.2.2 Fast neuromorphic classification

In our framework, the time to solution is a function of the network depth and the time con-
stants 7, and 7;. Assuming typical biological timescales, most input patterns in the above
scenario are classified within several milliseconds. By leveraging the speedup of neuromor-
phic systems such as BrainScaleS (Schemmel et al., 2010, 2020), with intrinsic acceleration
factors of 10° to 10, the same computation can be achieved within microseconds. In the
following, we present an implementation of our framework on BrainScaleS-2 and discuss
its performance in conjunction with the achieved classification speed and energy consump-
tion. For a proof-of-concept implementation on its predecessor BrainScaleS-1, we refer to
Supplementary Information SI.A.

The advantages of such a neuromorphic implementation come at the cost of reduced con-
trol. Training needs to cope with phenomena such as spike jitter, limited weight range and
granularity, as well as neuron parameter variability, among others. In general, an important
aspect of any theory aiming for compatibility with physical substrates, be they biological
or artificial, is its robustness to substrate imperfections; our results on BrainScaleS-2 im-
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Figure 5.4: Classification on the BrainScaleS-2 neuromorphic platform. (a) Photograph of a
BrainScaleS-2 chip. (b-e) Yin-Yang data set (b) Training progress over 200 epochs for 11 dif-
ferent random initializations. The run drawn in blue also produced the results shown in panel
(b-d). (c) Confusion matrix for the test set after training. (d) Classification result on the test set.
For each input sample the color indicates the class determined by the trained network. Wrong
classifications are marked with a black X. The wrongly classified samples all lie very close to the
border between two classes. (e) Separation of label spike times (cf. Fig. 5.2¢). For each of the label
neurons, bright yellow dots represent data samples for which it was the first to spike, thereby
assigning them its class. Similarly to the software simulations, the bright yellow areas align well
with the shapes of the Yin, Yang and Dot areas of the data set. (f-h) MNIST data set (f) Evolu-
tion of training over 50 epochs for 10 different random initializations. The run drawn in blue is
the one which produced the results shown in panel (g) and (h). (g) Confusion matrix for the test
set after training. (h) Exemplary membrane voltage traces on BrainScaleS-2 after training. FEach
panel shows color-coded voltage traces of four label neurons for one input that was presented
repeatedly to the network (inlays show the input and its correct class). Each trace was recorded
four times to point out the trial-to-trial variations.

plicitly represent a powerful demonstration of this property. To further substantiate the
generalizability of our algorithm to different substrates, we complement our experimental
results with a simulation study of various substrate-induced distortive effects.

Learning on BrainScaleS-2: BrainScaleS-2 is a mixed-signal accelerated neuromorphic plat-
form with 512 physical neurons, each being able to receive inputs via 256 configurable syn-
apses. These neurons can be coupled to form larger logical neurons with a correspondingly
increased number of inputs. At the heart of each neuron is an analog circuit emulating
LIF neuronal dynamics with an acceleration factor of 10°> to 10* compared to biological
timescales.

Due to variations in the manufacturing process, the realized circuits systematically deviate
from each other (fixed-pattern noise). Although these variations can be reduced by calibrat-
ing each circuit (Aamir et al., 2018b), considerable differences remain (standard deviation
on the order of 5% on BrainScaleS-2) and pose a challenge for possible neuromorphic al-
gorithms — along with other features of physical model systems such as spike time jitter
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Table 5.1: Comparison of pattern recognition models on the MNIST data set emulated on neuromorphic back-ends, sorted by classification speed.
For reference, an ANN running on GPU is included in the top row. Note that we include only references which present measurements
for both energy and throughput in addition to accuracy. An extended table containing results with partial or estimated measurements
can be found in Supplementary Information, Table SL.F3.

. input network data augmentation/  energy per classifications test

platform type  technology coding . . ... . . 1 reference
resolution  size/structure regularization classification  per second' accuracy

Nvidia Tesla P100  digital 14nm ANN 28 x 28 CNN? dropout 852 puJ 125000 99.2% see SLE
SpiNNaker digital 130nm rate 28 x 28 784-600-500-10 noisy input encoding 3.3m] 91 95.0 % Stromatias et al. (2015)
True North digital 28 nm rate 28 x 28 CNN noisy input encoding 0.27 uJ 1000 92.7 % Esser et al. (2015)
True North digital 28 nm rate 28 x 28 CNN noisy input encoding 108 pJ 1000 99.4% Esser et al. (2015)
Loihi digital 14nm bin. rate (20 x 20)* 400-400-10 n.a. 2.5y 5917 96.2% Renner et al. (2021)
unnamed (Intel) digital 10 nm temporal (28 x 28)* 236-20 stochastic spike loss 1oy 6250 88.0% Chen et al. (2018)
BrainScaleS-2 mixed 65nm temporal 16 x 16 256-246-10 input noise 8.4p] 20800 96.9 % this work,

3

see also SLE

Note that some platforms achieve a high number of classifications per second simply by processing a large number of samples in parallel,
while other platforms rely on the sequential (but fast) processing of individual samples.
Standard architecture given as an example in the PyTorch repository, for details see Supplementary Information SLE.
Four (empty) pixels on each margin are cropped to yield the 20 x 20 center from the 28 x 28 image.
The 28 x 28 image is preprocessed using 5 x 5 Gabor-filters and 3 X 3 pooling before being sent into the chip.
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or spike loss (Petrovici et al., 2014; Wunderlich et al., 2019; Kungl et al., 2019; Dold et al,,
2019).

The chip’s synaptic arrays were configured to support arbitrary fully-connected networks
of up to 256 emulated neurons with a maximum of 256 inputs per neuron. Each such logical
connection was realized via two physical synapses in order to allow transitions between an
excitatory and an inhibitory regime. Synaptic weights on the chip are configurable with 6
bit precision. More details about our setup can be found in the Methods section.

We used an in-the-loop training approach (Schmitt et al., 2017; Kungl et al., 2019; Cramer
et al., 2020a), where inference runs emulated on the neuromorphic substrate were inter-
leaved with host-based weight update calculations. For emulating the forward pass, the
spike times for each sample in a mini-batch were joined sequentially into one long spike
train and then injected into the neuromorphic system via a field-programmable gate array
(FPGA). The latter was also used to record the spikes emitted by the hidden and label layers.
Figure 5.4a-d shows the results of training a spiking network with 120 hidden neurons on
BrainScaleS-2 on the Yin-Yang data set. The system quickly learned to discriminate between
the presented patterns, with an average test accuracy of (95.0 £+ 0.9)%.

The hardware emulation performs similarly to the software simulations (Fig. 5.2), with the
wrong classifications still only happening along the borders of the areas with different labels
(Fig. 5.4c). The remaining difference in performance after training is attributable to the
substrate variability (cf. also Fig. 5.4h). Considering that one of the specific challenges built
into the Yin-Yang data set resides in the continuity of its input space and abrupt class switch
between bordering areas, this result highlights the robustness of our approach.

To classify the MNIST data set using the BrainScaleS-2 system, we emulated and trained
a network of size 256-246-10 (Fig. 5.4f-h). Due to the restrictions imposed by the hard-
ware on the input dimensionality, we used downsampled images of 16 x 16 pixels. Across
multiple initializations, we achieved a test accuracy of (96.9 & 0.1)%; similarly to the Yin-
Yang data set, this is only slightly lower than in software simulations of equally sized net-
works (Table 5.2). The ability of our framework to achieve reliable classification despite
such substrate-induced distortions is well-illustrated by post-training membrane dynamics
measured on the chip Fig. 5.4h. In all cases shown here, the correct label neuron spikes
before 10 us and is clearly separable from all other label neurons.

Due to its short intrinsic time constants and overall energy efficiency, the BrainScaleS-2 sys-
tem enables very fast and energy-efficient acquisition of classification results. Classification
of the 10 000 MNIST test samples takes a total of 0.937 s, including data transmission, emula-
tion of dynamics and return of the classification results. The total time on the BrainScaleS-2
chip was 480 ms, a detailed breakdown of the execution time is shown in Supplementary
Information SLE. The power consumption of the chip, measured during runtime, including
all chip components needed for spike generation and processing (i.e., excluding the host
and FPGA) amounted to 175 mW. For measurement details and scalability considerations
we refer to Supplementary Information SLE. This results in an average energy consumption
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Table 5.2: Summary of the presented results. Accuracies are given as mean value and standard deviation. For
comparison, on the Yin-Yang data set a linear classifier achieves (64.3 0.2) % test accuracy, while a
(non-spiking, not particularly optimized) ANN with 120 hidden neurons achieves (98.7 0.3) %. As
a reference for the MNIST data set we trained a 784-350-10 fully connected ANN which reached
an average test accuracy of (98.2 0.1) %. The results in this table were obtained without extensive
hyperparameter tuning.

data set hidden accuracy [%].
neurons test ‘ train

Yin-Yang

in SW 120 95.9+0.7 | 96.3 £ 0.7

on HW 120 95.04+0.9 | 95.3+0.7

MNIST

in SW 350 97.1+£0.1 | 99.6+0.1

in SW (75 = 271y 350 97.24+0.1 | 99.7+0.1

MNIST 16x16

in SW 246 97.44+0.2 | 99.24+0.1

on HW 246 96.9+0.1 | 98.2+0.1

of 8.4 ] per classification. For a comparison to other neuromorphic platforms, we refer to
Table 5.1.

Note that the networks on the other neuromorphic platforms differ in their architectures,
coding schemes and training methods, and while we list some of these differences in the
table, a direct comparison in terms of individual numbers remains difficult.

This table only includes references in which measurements for both classification rate and
energy are reported. A more comprehensive overview, including studies that lack some of
the above measurements, can be found in the Supplementary Information, Table SLF3.
Our current experimental setup leaves room for significant optimization. For an estima-
tion of possible improvements and their potential effect on classification rate and energy
consumption, we refer to Supplementary Information SLE and (Cramer et al., 2020a). With
these improvements we expect to increase the classification rate by up to a factor of four
while simultaneously decreasing the energy-per-classification value by up to a factor of 3.

5.2.3 Robustness of time-to-first-spike learning

As noted earlier, a learning scheme operating only on spike times combined with our cod-
ing represents a natural fit for neuromorphic hardware, both for requiring commonly ac-
cessible observables (i.e., spike times, as opposed to, e.g., membrane potentials or synap-
tic currents) and due to its intrinsic efficiency, as it emphasizes few and early spikes. An
important indicator of a model’s feasibility for neuromorphic emulation is its robustness
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Figure 5.5: Effects of substrate imperfections. Modeled constraints were added artificially into simulated
networks. All panels show median, quartiles, minimum, and maximum of the final test accuracy
on the Yin-Yang data set for 20 different initializations. (a) Limited weight range. The weights
were clipped to the range [—weip, Welip) during training and evaluation. The triangle, square and
circle mark the clip values that are used in panel (b). (b) Limited weight resolution. For the three
weight ranges marked in (a) the weight resolution was reduced from a double precision float
value down to 2 bits. Here, n-bit precision denotes a setup where the interval [—wiip, Welip) 18
discretized into 2 - 2" — 1 samples (n weight bits plus sign). (c) Time constants with fixed-pattern
noise. For these simulations each neuron received a random 7, and 7, independently drawn
from the distribution N(7s,0r,,,). This means that the ratio of time constants was essentially
never the one assumed by the learning rule. (d) Systematic shift between time constants. Here 75
was drawn from N (7, o, ) while 7, was drawn from N (7, 0+, ) for each neuron for varying
mean T,, and fixed o,,, = 0.17;. The orange curve illustrates a training where the backward
pass performs “naive” gradient descent, without using explicit information about output spike
times. The blue curve, as all other panels, has the output spike time as an observable.
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towards substrate-induced distortions. By experimentally demonstrating its capabilities on
BrainScaleS-2, we have implicitly provided one substantive data point for our framework.
Here, we present a more comprehensive study of the robustness of our approach.

Most physical neuronal substrates have several forms of variability in common (Petrovici,
2016, Chapter 5). In both digital and mixed-signal systems, synaptic weights are typi-
cally limited in both range and resolution. Additionally, parameters of analog neuron and
synapse circuits exhibit a certain spread.

To study the impact of these effects, we included them in software simulations of our model
applied to the Yin-Yang classification task.

In this context, we highlight the importance of a detail mentioned in the derivation of
Eqn. (5.4). The output spike time given in Eqn. (5.2) depends only on neuron parame-
ters, presynaptic spike times and weights, thus its derivatives share the same dependencies
(Eqns. 5.22 and 5.23). With some manipulations, the equation for the actual output spike
time can be inserted (Eqns. 5.24 and 5.25), producing a version of the learning rule that
directly depends on the output spike time itself. This version thus allows the incorpora-
tion of additional information gained in the forward pass and is therefore expected to be
significantly more stable, which is confirmed below.

Using dimensionless weight units (scaled by the inverse threshold), we observe that an
upper weight limit of approximately 3 is sufficient for achieving peak performance (Fig-
ure 5.5a). This weight value is equivalent to a PSP that covers the distance between leak
potential and firing threshold.

If this is not achievable within the typical parametrization range of a neuromorphic chip,
the effective maximum weight to the hidden layer can be increased by multiplexing each
input into the network (cf. Methods).

In the experiments with limited weight resolution (both in software and on hardware),
a floating-point-precision “shadow” copy of synaptic weights was kept in memory. The
forward and backward pass used discretized weight values, while the calculated weight
updates were applied to the shadow weights (Hubara et al., 2017). Our model shows ap-
proximately constant performance for weight resolutions down to 5 bit, followed by gradual
degradation below (Figure 5.5b).

Interestingly, adding variability to the synapse and membrane time constants has no dis-
cernible effects (Figure 5.5c). This is a direct consequence of having used the true output
spike times for the learning rule in the backward pass. A comparison to “naive” gradient
descent without this information is shown in (Figure 5.5d). These simulations show that the
algorithm can be expected to adequately cope with a large amount of fixed-pattern noise
on the time constants if the mean of the distributions for 7, and 7, match reasonably well
with the values assumed by the learning rule (up to 10-20% difference).

Additionally, in Supplementary Information SI.C we investigate trained networks regard-
ing their robustness to adverse effects that appear only after training, such as temperature-
induced parameter variations or inactivation of neurons. Our simulations show that trained
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networks can cope with such effects, suggesting that our training algorithm develops net-
work structures robust even to distortions not present during training.

Finally, we note that all of the effects addressed above also have biological correlates. While
not directly reflecting the variability of biological neurons and synapses, our simulations
do suggest that biological variability does not present a fundamental obstacle to our form
of TTFS computation.

5.3 Discussion

We have proposed a model of first-spike-time learning that builds on a rigorous analysis of
neuro-synaptic dynamics with finite time constants and provides exact learning rules for
optimizing first-spike times. The resulting form of synaptic plasticity operates on pre- and
postsynaptic spike times and effectively solves the credit assignment problem in spiking
networks; for the specific case of hierarchical feedforward topologies, it yields a spike-
based form of error backpropagation. In this manuscript, we have applied this algorithm
to networks with one and two hidden layers. Given the reported results, we are confident
that our approach scales to even larger and deeper networks.

While TTES coding is an exceptionally appealing paradigm for reasons of speed and effi-
ciency, our approach is not restricted to this particular coding scheme. Our learning rules
enable a rigorous manipulation of spike times and can be used for a variety of loss func-
tions that target other relationships between spike timings. The time-to-first-spike scenario
studied here merely represents the simplest, yet arguably also the fastest and most efficient
paradigm for spike-based classification of static patterns. Additionally, our derived theory
is applicable to more complex, e.g., recurrent, network structures and multi-spike coding
schemes which are needed for processing temporal data streams.

First-spike coding schemes are particularly relevant in the context of biology, where deci-
sions often have to be taken under pressure of time. The action to be taken in response to a
stimulus can be considerably sped up by encoding it in first-spike times. In turn, such fast
decision making on the order of ~100 ms (Thorpe et al., 1996, 2001) will have a particularly
sensitive dependence on exact spike times and thus require a corresponding precision of
parameters.

At first glance, demands for precision appear at odds with the imperfect, variable nature
of microscopic physical substrates, both biological and artificial. We met this challenge
by incorporating output spike times directly into the backward pass. With this, the theo-
retical requirement of exact ratios of membrane to synaptic time constants is significantly
softened, which greatly extends the applicability of our framework to a wide range of sub-
strates, including, in particular, BrainScaleS-2.

By requiring only spike times, the proposed learning framework has minimal demands for
neuromorphic hardware and becomes inherently robust towards substrate-induced distor-
tions. This further enhances its suitability for a wide range of neuromorphic platforms.
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Bolstered by the design characteristics of the BrainScaleS-2 system, our implementation
achieves a time-to-classification of about 10 ps after receiving the first spike. Including re-
laxation between patterns and communication, the complete MNIST test set with 10 000
samples is classified in less than 1s with an energy consumption of about 8.4 puJ per clas-
sification, which compares favorably with other neuromorphic solutions for pattern clas-
sification. The time characteristics of this implementation do not deteriorate for increased
layer sizes because neurons communicate asynchronously and their dynamics are emulated
independently. For the current incarnation of BrainScaleS-2, an increase in spiking activity
only has a negligible effect on power consumption. Furthermore, for larger numbers of
neurons we would expect only a weak increase of the power drain.

We also stress that, in contrast to, e.g., GPUs, our system was used to process input data
sequentially. Our reported classification speed is thus a direct consequence of our coding
scheme combined with the system’s accelerated dynamics. Further increasing the through-
put by parallelization (simultaneously using multiple chips) is straightforward and would
not affect the required energy per classification.

Due to the complexity of our exact gradient-based rules, our hardware networks were
trained using updates calculated off-chip based on emulated spike times. Early, promising
simulations using a significantly simplified learning rule, however, suggest the possibility
of an on-chip implementation of our framework. Furthermore, we note that our learning
rules require three components that can all be made available at the locus of the synapse:
pre- and post-synaptic spikes, as in classical spike-timing-dependent plasticity, and an error
term, which could be propagated by mechanisms such as those proposed in, e.g., (Payeur
etal., 2020; Sacramento et al., 2018). This raises the intriguing possibility for our framework
to help explain learning in biological substrates as well.

Since, compared to the von-Neumann paradigm, artificial brain-inspired computing is only
in its infancy, its range of possible applications still remains an open question. This is
reflected by most state-of-the-art neuromorphic approaches to information processing,
which, in order to accommodate a wide range of spike-based computational paradigms,
aim for a large degree of flexibility in network topology and parametrization. Despite the
obvious efficiency trade-off of such general-purpose platforms, we have shown that an em-
bedded version of our framework can achieve a powerful combination of performance,
speed, efficiency and robustness. This gives us confidence that a more specialized neu-
romorphic implementation of our model represents a competitive alternative to current
solutions based on von-Neumann architectures, especially in edge computing scenarios.
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5.4 Methods

Preliminaries In this section we derive the equations from the main manuscript, starting
with the learning rule for 7, — o0, then 7, = 7, Eqn. (5.2) and finally 7, = 27, Eqn. (5.3).
The case 7, — 00 has already been discussed in Mostafa (2017) and was reproduced here
for completeness and comparison. Due to the symmetry in 7,, and 75 of the PSP (Eqn. 5.14),
the 7, = 27, case describes the 7, = %TS case as well.

For each, a solution for the spike time 7', defined by

uw(T) =1, (5.8)
has to be found, given LIF dynamics
(0 = &= (t—t) 59
u = — W;kR\L — 15), .
CYm Tm — Ts _*
spikes t;
t t
k(t) = 0(t) [exp (——) — exp (——)} , (5.10)
Tm Ts
with membrane time constant 7, = Cy,/g, and the PSP kernel x given by a difference

of exponentials. Here we already assumed our TTFS use case in which each neuron only
produces one relevant spike and the second sum in Eqn. (5.1) reduces to a single term.
For convenience, we use the following definitions

t;
Qy 1= Zwi exp ( ) , (5.11)
nTs

ieC
t; t;
b:= E w;—exp | — |, (5.12)
. TS TS
ieC

with summation over the set of causal presynaptic spikes C' = {i | t; < T'}.

In practice, this definition of the causal set C' is not a closed-form expression because the
output spike time 7' depends explicitly on C. However, it can be computed straightfor-
wardly by iterating over the ordered sets of input spike times (for n presynaptic spikes
there are n sets C; each comprising of the 7 first input spikes). For each set C; one calcu-
lates an output spike time 7; and determines if this happens later than the last input of this
set and before the next input (the ¢+ 1th input spike). The earliest such spike 7; is the actual
output spike time and the corresponding C; is the correct causal set. If no such causal set
C; exists, the neuron did not spike and we assign it the spike time 7" = oo.

nLIF learning rule for 7, — oo With this choice of 7,,, the first term in Eqn. (5.10) be-
comes 1 and we recover the nLIF case discussed in (Mostafa, 2017). Given the existence
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of an output spike, in Eqn. (5.8) the spike time 7" appears only in one place and simple

reordering yields
T aq
—=In|— 5.13

Ts . {aoo—ﬁC'm/TJ ’ (5:13)

where we used Eqn. (5.11) for n = 1 and n = oo, the latter being the sum over the weights.

Learning rule for 7, = 7, According to 'Hoépital’s rule, in the limit 7, — 7, Eqn. (5.9)
becomes a sum over a-functions of the form

u(t) = Cim S wlt — )« (¢ 1) exp (—t - ti) . (5.14)

Ts

Using these voltage dynamics for the equation of the spike time Eqn. (5.8), together with
the definitions Eqns. (5.11) and (5.12) and 7, = C\,,/gs, we get the equation

T T
0 = gy exp (;) +b— al; : (5.15)
S S

The variable y is introduced to bring the equation into the form
hexp(h) = z (5.16)

which can be solved with the differentiable Lambert W function » = W(z). The goal is
now to bring Eqn. (5.15) into this form, this is achieved by reformulation in terms of y

b
0= gmexp (—) exp (_ﬂ) +vy (5.17)
ay ay
9 b
Y exp (i) = —gLexp{ (—)} : (5.18)
aq aq aq aq
S~~~ (& ~ J
= h =z

Z = ﬁ — W{_@ exp (i):| . (5.19)

Branch choice: Given that a spike happens, there will be two threshold crossings: One from
below at the actual spike time, and one from above when the voltage decays back to the leak
potential (Fig. SL.F1a,b). Correspondingly, the Lambert W function (Fig. SI.F1c,d) has two
real branches (in addition to infinite imaginary ones), and we need to choose the branch



5.4. METHODS 67

that returns the earlier solution. In case the voltage is only tangent to the threshold at its
maximum, the Lambert W function only has one solution.

For choosing the branch in the other cases we need to look at / from the definition, i.e.

b T
h=2_2_2 (5.20)
ai ai Ts
In a setting with only one strong enough input spike, the summations in a,, and b reduce
to yield h = (t; — T') /7. Because the maximum of the PSP for 7, = 7; occurs at ¢; + 75, we
know that the spike must occur at 7" < ¢; 4 7, and therefore

t;—T

Ts

—-1<

= h. (5.21)

This corresponds to the branch cut of the Lambert W function meaning we must choose
the branch with A > —1. For a general setting, if we know a spike exists, we expect a,,
and b to be positive. In order to get the earlier threshold crossing, we need the branch that
returns the larger W (Fig. SLF1d), that is where W = h > —1.

Derivatives: The derivatives for t; in the causal set i € C' come down to

ar

9w, (w, t) (5.22)
s ) / i b /
:all exp (%) [ZW (z) + (i—s — a_1> (1—2W (z))} ,
orT
a_ti(w’t) (5.23)

= e (j_) {1 ¥ (j— - aﬁ) (1~ zW(z))} -

A crucial step is to reinsert the definition of the spike time where it is possible (cf. Fig. 5.5d).
For this we need the derivative of the Lambert W function zW'(z) = Wyf;fll that follows
from differentiating its definition Eqn. (5.16) with h = W(z) with respect to z. With this
equation one can calculate the derivative of Eqn. (5.19) with respect to incoming weights

and times as functions of presynaptic weights, input spike times and output spike time:

oT 1 1 t;

t.7) = — B — (T —¢; .24
g Wb T =~ F 1 o0 (TS>( ti) (5.24)
oT 1 1 ti\ w;
- T=—— o — — )| = (T —1t, — . 2

These equations are equivalent to the Eqns. (5.4) and (5.5) shown in the main text.
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Learning rule for 7, = 27, Inserting the voltage (Eqn. 5.9) into the spike time (Eqn. 5.8)
yields

g0 = exp <_T£) Zwi exp (;—Z> — (5.26)

m

ieC
T t;
exp (——) E w; eXp (—) .
Ts ) © Ts
1eC

Reordering and rewriting this in terms of a4, as, and 7, (wWith 7, = 27;) we get

T\1? T
0=—a [exp (—§>} + a9 exp (—;) — g0 (5.27)

This is written such that its quadratic nature becomes apparent, making it possible to solve
for exp(—T1"/27) and thus

T
— =2In

Ts

(5.28)

2(11
as + /a3 — 4ay g0 '

Branch choice: The quadratic equation has two solutions that correspond to the voltage
crossing at spike time and relaxation towards the leak later; again, we want the earlier of
the two solutions. It follows from the monotonicity of the logarithm that the earlier time is
the one with the larger denominator. Due to an output spike requiring an excess of recent
positively weighted input spikes, a,, are positive, and the + solution is the correct one.

Derivatives: ~ Using the definition 2 = +/a% — 4a;g,9 for brevity, the derivatives of
Eqn. (5.28) are

oT
Em (w,t) (5.29)
or, | L 4 2909 B 225 o (Lo
— T a;  (az + x)x P Ts P 215)
oT
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Again, inserting the output spike time yields

oT

t, T 5.31
(08 T) 5:31)

275 [ gev ( T )] (tz) 275 ( ti )

= — |(l1+—exp|(—||exp|— )| ——exp|— ),
1 27—5 Ts 2 s

aT

t, T 5.32
i (vt (532)

Error backpropagation in a layered network Our goal is to update the network’s weights
such that they minimize the loss function L[t™), n*]. For weights projecting into the label
layer, updates are calculated via

) OL™ n7] At OL[E™) n¥)
Awy’ X —— 55— =~ 0 (5.33)
ow,,; ow,,; Otn

The weight updates of deeper layers can be calculated iteratively by application of the chain
rule:

* 0
Z oy, oy

where the second term is a propagated error that can be calculated recursively with a sum
over the neurons in layer (I + 1):

(5.35)

In the following we treat the 7,,, = 7, case but the calculations can be performed analogously
for the other cases. Rewriting Eqns. (5.24) and (5.25) in a layer-wise setting, the derivatives
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of the spike time for a neuron k in arbitrary layer [ are

8t(l)
%(w,t“_l),t(”) (5.36)
ow,;
1 t Y 1 () _ (-1
= —— L ) — > ,
alexp( T VV(Z)—i—l("C ’
8t(l)
5 (zkil) (w, t=D £0) (5.37)
$

)

1 f 1wy o e
_ = i (I SO _ s) .
a P ( 7 ] W(z)+1 7 ( k ! k

Inserting Eqns. (5.35) to (5.37) into Eqns. (5.33) and (5.34) yields a synaptic learning rule
which implements exact error backpropagation on spike times.

This learning rule can be rewritten to resemble the standard error backpropagation algo-
rithm for ANNSs:

oL
N) = 2~
6 = s (5.38)
s0-1 — <§(l) _ 1) ®p' o (w(l),T(;(l)) : (5.39)
Aw® = —pr, (5<Z>p(l—1>,T) o ]_E;(l), (5.40)

where © is the element-wise product, the 7T-superscript denotes the transpose of a matrix
and U~V is a vector containing the backpropagated errors of layer (I — 1). The individual
elements of the tensors above are given by

G
" 1 # 1
= ——¢ — | =Y, 5.41
Pi a Xp(TS>W(Z)+1 (541)
) (I-1)
~ TS
BY =k & (5.42)
Ts

BrainScaleS-2 The application-specific integrated circuit (ASIC) is built around an ana-
log neuromorphic core which emulates the dynamics of neurons and synapses. All state
variables, such as membrane potentials and synaptic currents, are physically represented in
their respective circuits and evolve continuously in time. Considering the natural time con-
stants of such integrated analog circuits, this emulation takes place at 1000-fold accelerated
time scales compared to the biological nervous system. One BrainScaleS-2 chip features 512
adaptive exponential leaky integrate-and-fire (AdEx) neurons, which can be freely config-
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ured; these circuits can be restricted to LIF dynamics as required by our training framework
(Aamir et al., 2018a). Both the membrane and synaptic time constants were calibrated to
6 s.

Each neuron circuit is connected to one of four synapse matrices on the chip, and integrates
stimuli from its column of 256 CuBa synapses (Friedmann et al., 2017). Each synapse holds
a 6 bit weight value; its sign is shared with all other synapses located on the same synaptic
row. The presented training scheme, however, allows weights to continuously transition
between excitation and inhibition. We therefore allocated pairs of synapse rows to convey
the activity of single presynaptic partners, one configured for excitation, the other one for
inhibition.

Synapses receive their inputs from an event routing module allowing to connect neurons
within a chip as well as to inject stimuli from external sources. Events emitted by the neu-
ron circuits are annotated with a time stamp and then sent off-chip. The neuromorphic
ASIC is accompanied by a FPGA to handle the communication with the host computer.
It also provides mechanisms for low-latency experiment control including the timed re-
lease of spike trains into the neuromorphic core. The FPGA is furthermore used to record
events and digitized membrane traces originating from the ASIC. BrainScaleS-2 only per-
mits recording one membrane trace at a time. Each membrane voltage shown in Fig. 5.4h
therefore originates from a different repetition of the experiment.

The ASIC is controlled by a layered software stack (Miiller et al., 2020) which exposes the
necessary interfaces to a high-level user via Python bindings. These were used in our frame-
work that is described in the following.

Simulation software Our experiments were performed using custom modules for the deep
learning library PyTorch (Paszke et al., 2019). The network module implements layers of
LIF neurons whose spike times are calculated according to Eqn. (5.2). This method of deter-
mining the spike times of the neurons is fastest, but also memory-intensive. An alternative
implementation integrates the dynamical equations of the LIF neurons in a layer, which
also yields the neuron spike times. Even though both approaches are technically equiva-
lent, this method is slower and should only be employed if the computing resources are
limited.

The activations passed between the layers during the forward pass are the spike times. The
equations describing the weight updates for the network (Eqn. 5.40) are realized in a custom
backward-pass module for the network.

Training and regularization methods In order to train a given data set using our learning
framework, the input data has to be translated into spike times first. We do this by defining
the times of the earliest and latest possible input spike ?c,s1y and ¢j, and mapping the range
of input values linearly to the time interval [teary, tiate]-



72 CHAPTER 5. RESULT II

If the data set requires a bias to be solvable, our framework allows its addition. These bias
spikes essentially represent additional input spikes for a layer, which have the same spike
time for any input. The weights from the neurons to these “bias sources” is learned in
the same way as all the other synaptic weights. For the Yin-Yang data set, the addition
of a bias spike facilitated training. For some samples, due to the low number of inputs,
the relatively low activity that is received by the network is spread out over a long time
interval. The additional spike in the middle of the available interval decreases the maximum
distance between input spikes for the hidden layer. In contrast, the MNIST data set has a
much higher input dimensionality and the spikes are more distributed over the input time
interval. Therefore, the activity provided to the hidden layer at any point in time is high
even without additional bias.

Implementing our learning algorithm as custom PyTorch modules allows us to use the train-
ing architecture provided by the library. The simulations were performed using mini-batch
training in combination with with the Adam optimizer (Kingma and Ba, 2014) and learning
rate scheduling (the parameters can be found in Tables SLF1 and SLF2).

To assist learning we employ several regularization techniques. The term
+a [exp <t£§)/ﬁn> - 1}

with scaling parameters a, § € R, can be added to the loss in Eqn. (5.6). This regularizer
further pushes the correct neuron towards earlier spike times.

Gaussian noise on the input spike times can be used to combat overfitting. This proved
beneficial for the training of the MNIST data set.

Weight updates Aw with absolute value larger than a given hyperparameter are set to zero
to compensate divergence for vanishing denominator in Eqn. (5.40).

As noted previously, the weight update equations are only defined for neurons that elicit
a spike. To prevent fully quiescent networks we add a hyperparameter which controls
how many neurons without an output spike are allowed. If the portion of non-spiking
neurons is above this threshold, we increase the input weights of the silent neurons. In
case of multiple layers where this applies, only the first such layer with insufficient spikes
is boosted. If neurons in a layer are too inactive multiple times in direct succession, the
boost to the weights increases exponentially.

Training on hardware In principle our training framework can be used to train any neu-
romorphic hardware platform that (i) can receive a set of input spikes and yield the output
spike times of all neurons in the emulated network and (ii) can update the weight configu-
ration on the hardware according to the calculated weight updates. In our framework the
hardware replaces the computed forward-pass through the network. For the calculation of
the loss and the following backward pass, the hardware output spikes are treated as if they
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had been produced by a forward pass in simulation. The backward pass is identical to pure
simulation.

As accessible value ranges of neuron parameters are typically determined by the hardware
platform in use, a translation factor between the neuron parameters and weights in soft-
ware and the parameters realized on hardware needs to be determined. In our experiments
with BrainScaleS-2 the translation between hardware and software parameter domain was
determined by matching of PSP shapes and spike times predicted by a software forward
pass to the ones produced by the chip.

The implicit assumption of having only the first spike emitted by every neuron be relevant
for downstream processing can effectively be ensured by using a long enough refractory
period. Since the only information-carrying signal that is not reset upon firing is the synap-
tic current, which is forgotten on the time scale of 7, we found that, in practice, setting the
refractory time 7, > 7, leads to most neurons eliciting only one spike before the classifi-
cation of a given input pattern.

For training the Yin-Yang data set on BrainScaleS-2, having only five inputs proved in-
sufficient due to the combination of limited weights and neuron variability. We therefore
multiplexed each logical input into five physical spike sources, totalling 25 inputs spikes
per pattern. Adding further copies of the inputs effectively increased the weights for each
individual input. This method has the added benefit of averaging out some of the effects of
the fixed-pattern noise on the input circuits as multiple of them are employed for the same
task.

Data availability

We used the MNIST LeCun et al. (1998) and the Yin-Yang data set Kriener et al. (2021a), for
the latter code is available at https://github.com/lkriener/yin_yang_data_set

Code availability

Code for the simulations Goltz et al. (2021) is available at https://github.com/
JulianGoeltz/fastAndDeep.
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5.5 Supplementary Information

SILA Learning with time-to-first-spike (T'TFS) coding on BrainScaleS-1

To demonstrate the applicability of our approach to different neuromorphic substrates, we
also tested it on the BrainScaleS-1 system (Schemmel et al., 2010). This version of Brain-
ScaleS has a very similar architecture to BrainScaleS-2, but its component chips are inter-
connected through post-processing on their shared wafer (wafer-scale integration). More
importantly for our coding scheme and learning rules, its circuits emulate conductance-
based (CoBa) instead of CuBa neurons. Furthermore, due to the different fabrication tech-
nology and design choices (in particular, the floating-gate parameter memory, see Srowig
et al., 2007; Schemmel et al., 2010; Koke, 2017), the parameter variability and spike time
jitter are significantly higher than on BrainScaleS-2 (Schmitt et al., 2017).

The training procedure was analogous to the one used on BrainScaleS-2 although using a
different code base. To accommodate the CoBa synapse dynamics, we introduced global
weight scale factors that modeled the distance between reversal and leak potentials and the
total conductance, which were multiplied to the synaptic weights to achieve a CuBa. This
approximation could then be trained with our learning rules. Despite this approximation
and the considerable substrate variability, our framework was able to compensate well and
classify the data set (Fig. SI. A1) correctly after only few training steps.

SI.LB Additional experiments

In addition to the simulation results collected in Table 5.2 we provide additional training
results on the MNIST data set here (Table SI.B1). We quantify the effect of noisy input spike
times on generalization by comparing a noiseless training run and a run with input noise,
both using the hyperparameters shown in Table SLF1. Additionally, we train a network
with a larger hidden layer as well as a deeper network with two hidden layers. Finally, we
illustrate the effect of the weight quantization on the training of the MNIST data set by
using the same 6-bit quantization as on the BrainScaleS-2.

SI.C Robustness to post-training variations

We have already shown that our learning mechanism is able to cope well with noise and
parameter variability which are present during training (Figs. 5.4 and 5.5). In addition to
these distortions which can be accounted for by the learning mechanism, it is interesting
to measure the performance of the trained network under adverse effects that were not
present during training. This is especially relevant for analog circuits where, for example,
temperature changes can lead to shifts in the analog neuron parameters. We model this ef-
fect by training 10 networks on the MNIST data set using the ideal parameters of ¥ = 1 and
Ts = Tm = 1 for the neuron threshold and time constant and then evaluating their perfor-
mance on the test data set for shifted values of the threshold and time constant (Fig. SI.C1
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Figure SI.A1: Training a spiking network on the wafer-scale BrainScaleS-1 system. (a) Simple data
set consisting of 4 classes with 7 x 7 input pixels. Accuracy (b) and loss (c) during training
of the four pattern data set. (d-g) Evolution of the spike times in the label layer for the four
different patterns. In each, the neuron coding the correct class is shown with a solid line and
in full color. (h) Raster plot for the second pattern (e, correct class A) after training.

Table SI.B1: Additional simulation runs on the MNIST data set. The values given as the baseline are taken
from Table 5.2. With the noted exception of training length. Apart from the number of training
epochs (see footnotes), the hyperparameters for simulations with the input resolution of 28 x 28
are the same as in Table SLF1 and the simulations for the input resolution of 16 x 16 used the
hyperparameters given in Table SL.F2.

. . input hidden accuracy [%]
simulation . .
resolution | neurons test ‘ train
baseline 28 x 28 350 97.1+0.1 | 99.6 +0.1
without noise 28 x 28 350 95.7+0.3 | 99.7+0.1
larger hidden layer 28 x 28 800 97.3+£0.1 | 99.8 +0.1
two hidden layers! 28 x 28 400-400 | 97.1+0.1 | 99.5+0.1
baseline? 16 x 16 246 97.4+0.2 | 99.2+0.1
6-bit weight resolution?| 16 x 16 246 97.3+0.1 | 99.1£0.1

! This network was trained for 300 epochs.
? This network was trained for 150 epochs.
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Figure SI.C1: Robustness to variations not present during training. All panels show median (black),
quartiles (dark gray), as well as the entire range between minimum and maximum (light gray)
in the shaded regions. (a) Dependence of test accuracy for evaluation for 10 trained networks
with shifted threshold value 6. (b) Test accuracies for shifts in the neuron time constant 75 and
Tm. (c) Influence of random deletion of hidden neurons on test accuracies. For each neuron
death ratio, 10 different random sets of hidden neurons were deleted. These ten deletion sets
were applied to the same ten networks as in (a) and (b).

a, b). These simulations show that the trained networks cope well, even if the relative shifts
to the parameters are much larger than what can be typically expected due to temperature
changes on BrainScaleS-2.

Furthermore, we consider a scenario which is less likely on neuromorphic platforms, but
may be more relevant in biological networks. In biology, neural networks have to be ro-
bust against the death of neuron cells within the network. For each of the 10 fully trained
networks we delete a percentage of its hidden population and evaluate the performance on
the test set. As the consequences of this procedure strongly depend on exact choice of the
deleted neurons, we repeat each deletion scenario for each network 10 times with different
random seeds. Figure SI.Clc shows that networks trained with our learning mechanism
exhibit stability towards sudden neuron death after training and even for 5 % neuron death
the bound of the second quartile is still at 92.3 % accuracy. Note also that if plasticity is
ongoing, the network can learn to recover much of its performance after apoptosis.
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Figure SI.D1: Training on the Yin-Yang data set with a simplified learning rule. We approximated
the learning rule to have less complex updates (Eqns. SI.D1 and SLD2). (a) shows the train-
ing process of 150 epochs. We reach a test accuracy of (91.7 + 1.4) % and training accuracy
(91.7 £ 1.2) % averaged over 10 seeds. (b) shows the classification as in Fig. 5.2 after training

for the highlighted training in (a).

SI.D Simplification of the learning rule

The learning rule for 7, = 7, described in the main paper and derived in the Methods is
computationally rather demanding: it needs multiple evaluations of the exponential func-
tion as well as an evaluation of the Lambert W function W, for which no closed form exists.
As the computational complexity of plasticity mechanisms on many neuromorphic chips is
limited, we investigate the possibility of approximating the derivatives Eqns. (5.4) and (5.5)
by replacing the exponential functions as well as V) by a constant \*:

oty

= — — 1 1.D1
0wk;i >\ (tk tl) ) (S )
oty Wy
o = A (—ti= ) (SLD2)

The approximated version consists only of simple differences and multiplications making
this learning rule more amenable for on-chip implementations.

To examine the approximated learning rule in the standard setup with 7, = 7, we chose
A = 0.0192 by evaluating a—llm for a few inputs into the hidden layer. Using this
extreme simplification we trained a network to classify the Yin-Yang data set (Fig. SLD1).
While the network learned the task correctly and achieved a test accuracy of (91.7 + 1.4) %,
this represents a small but noticeable drop in accuracy compared to the full learning rule
(Table 5.2). We also observed that these simplified rules led to more instability for longer

training periods (not shown here). Nonetheless, these promising results give us confidence

*This effectively leads to p being a constant in Eqns. (5.39) and (5.40).
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that that a more careful choice of the constant or a replacement with a simple, but non-
constant term can alleviate these problems while retaining a simple form of the learning
rule.

Note, in particular, that Eqn. (SLD2) explicitly contains the term ¢; 4 7;. This term represents
the maximum of a PSP and changes sign when the output spike at 7" happens before versus
after the maximum. This simple difference captures the major non-monotonic relationship
in the time derivative. As the maximum of the PSP is given by a closed form solution

TmTs

tmax = t;i+-"- log = for arbitrary combinations of 7, and 7y, it seems natural to investigate

Ts—Th

a slightly altered lea;‘ning rule for different time constants.

SLLE Power consumption and execution time measurements

Table 5.1 in the main manuscript compares the energy consumption and classification speed
of our model on BrainScaleS-2 with other neuromorphic platforms and an ANN on a GPU.
This section details how the power and classification speed measurements were performed,
as well as their implications for the scalability of and potential improvements to our setup.
Additionally, we present our measurement technique for the GPU reference.

BrainScaleS-2

Power breakdown The full BrainScaleS-2 chip consumed a total of 175 mW measured dur-
ing runtime with the INA219 chip Tex (2015). This overall figure encompasses the chip’s
high-speed communication links (approx. 60 mW), the digital periphery as well as its clock-
ing infrastructure (approx. 80 mW), and the biasing of analog circuits (approx. 35mW).
Importantly, we could not observe a significant change in power consumption between the
network during inference and an emulation of an inactive network. This implies that the
cost of event transport and synaptic processing is negligible on the reported scales and that
the overall figure would not be impacted by increased activity levels. As inactive synapses
mostly contribute to the overall power consumption through negligible leakage currents,
the power consumption would not be impacted by an increase of the neuron circuit’s fan-in
that would allow the training on larger input spaces.

Execution time breakdown We define the round-trip time for an on-chip inference run as
starting before the forward pass through the network in our PyTorch implementation and
ending when all classification results produced by the chip are available in PyTorch. For
the classification of the full MNIST test data set on BrainScaleS-2 we measured a round-trip
time of 0.937 s.

Due to this conservative definition of the round-trip time, our measurement includes a sig-
nificant amount of time on the host (for data pre- and post-processing) and for communica-
tion between host and the neuromorphic system. Fig. SLE1 shows a detailed breakdown of
the execution time. We see that once the data arrives on the chip, it takes 480 ms to process
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Figure SI.LE1: Breakdown of the execution time for inference on the MNIST test set. The total time of
about one second consists of an encoding, an experiment and a decoding phase. The encoding
phase includes the translation of PyTorch tensors into spike trains and the encoding of the spike
trains into instructions for the neuromorphic chip. In the experiment phase the instructions
are sent from the host to the chip, the emulation is performed and the results are read out from
the chip and communicated back to the host. In the final decoding phase the emulations results
are converted back to PyTorch tensors.

the 10 000 images of the test set. This results in a classification every 48 pus or equivalently
a classification rate of 20 800 images per second.

Considering the relevant hardware time constants of 7; ~ 7,,, =~ 6 ps and the typical time to
solution of around 1 7, to 1.5 7y, a classification duration per sample of 48 us seems surpris-
ingly long. This is owed to the sequential presentation of data samples to the network, for
which we need to ensure that all residual activity — membrane voltages as well as synap-
tic currents — from the last sample has fully decayed before the next sample is presented.
Currently, this is achieved by simply waiting between samples, but Cramer et al. (2020a)
present an alternative: The plasticity processing unit (PPU) is able to trigger a reset of all
membrane voltages and synaptic currents on the chip. Using this mechanism, Cramer et al.
(2020a) shorten the classification time per image to 11.8 us. The usage of artificial resets
would also be a viable optimization for our model. It would require the previously switched
off PPU to be activated and would therefore slightly increase the power consumption (by
approximately 20 mW). This increase in power would however be more than compensated
by the approximately quadrupled sample throughput.

GPU

For comparison to conventional computing hardware we add power and classification
speed measurements on a Nvidia Tesla P100 GPU to Table 5.1. For the measure-
ments on the GPU we use the convolutional neural network given as standard ex-
ample in the PyTorch repository (https://github.com/pytorch/examples/blob/
507493d7b5fab51d55af88c5df9eadceb144fb67/mnist/main. py).


https://github.com/pytorch/examples/blob/507493d7b5fab51d55af88c5df9eadceb144fb67/mnist/main.py
https://github.com/pytorch/examples/blob/507493d7b5fab51d55af88c5df9eadceb144fb67/mnist/main.py
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The power measurements are performed using the tool nvidia-smi which is running in the
background while in the foreground we run a PyTorch program which repeats the classi-
fication of the MNIST test data set (in one batch of size 10 000) for 10 times. Figure SLE2
shows the power consumption over the full program runtime. We see that the GPU is only
active for 10 short periods, the duration of which match the measured times during which
the PyTorch program uses the GPU (Fig. SLE2 b). The power consumption is calculated as
an average over these intervals, resulting in 106.5W.

The speed measurements were performed using time measurements in Python and aver-
aged over the 10 classifications, resulting in a classification time per image of 8 pus. This
amounts to an energy-per-classification value of 852 pJ.

As an additional reference we attempted to determine the power consumption and classifi-
cation speed for a fully connected network with a hidden layer of 246 neurons (same size as
the hidden layer on BrainScaleS-2) on GPU. However, due to the fact that the classification
was a factor of 20 to 25 faster than for the CNN, we were not able to measure the power
in a fine enough resolution with nvidia-smi to yield reliable values. To estimate a lower-
bound for the energy per classification in this case, we can take the power consumption of
the GPU in the phases where it was not actively used in the CNN measurement (i.e. power
values between the peaks in Fig. SLE2a) which is approximately 34 W. This “idle” power
consumption for the CNN case seemed to approximately match the averaged power drain
for the fully connected network. This amounts to a lower-bound estimate of the energy-
per-classification value on the order of 10 pJ.

SLLF Additional data
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Figure SLLE2: Power consumption of Nvidia Tesla P100 GPU during classification of MNIST test
data. (a) Power consumption of a standard PyTorch network for MNIST classification while
running inference on the test data set for 10 times. (b) Zoom on a peak in the power con-
sumption. The shaded area corresponds to the time during which the GPU is actively used

(measured from within Python).
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Figure SI.F1:
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(a) Membrane dynamics for one strong input spike at ¢; (upward arrow) with two threshold

crossings due to leak pullback (earlier violet, later brown). The change induced by a reduction
of the input weight is shown in red. (b) Edge case without crossing and exactly one time where
u(t) = 9. (c) Defining relation for the Lambert W function W, evidently not an injective map.
(d) Distinguishing between h < —1 allows to define the inverse function of (c), the Lambert
W function W.
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Table SI.F1: Neuron, network and training parameters used to produce the results in Figs. 5.2 and 5.3.

Parameter name Yin-Yang MNIST
Neuron parameters

e 1.0 1.0
E, 0.0 0.0

9 1.0 1.0
Tm 1.0 1.0

Ts 1.0 1.0
Network parameters

size input ) 784
size hidden layer 120 350
size output layer 3 10
bias time! [0.975, 0.97] no bias
weight init mean! [1.5,0.5] [0.05,0.15]
weight init stdev! [0.8,0.8] [0.8,0.8]
Learly 0.157 0.157
tlate 2.07 2.07
Training parameters

training epochs 300 150
batch size 150 80
optimizer Adam Adam
Adam parameter (3 (0.9,0.999) | (0.9,0.999)
Adam parameter € 1078 1078
learning rate 0.005 0.005
Ir-scheduler StepLR StepLR
Ir-scheduler step size 20 15
Ir-scheduler v 0.95 0.9
input noise o no noise 0.3
max ratio missing spikes'|  [0.3,0.0] [0.15,0.05]
max allowed Aw 0.2 0.2
weight bump value 0.0005 0.005
o 0.005 0.005
£2 0.2 0.2

! Parameter given layer wise [hidden layer, output

layer].

2 ¢ implemented differently in code-base developed by

the authors.
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Table SLF2: Network and training parameters for training on BrainScaleS-2 used to produce the results in
Fig. 5.4. In contrast to Table SL.F1, the neuron parameters are not given here, as they are deter-

mined by the used chip.
Parameter name Yin-Yang 1616 MNIST
Network parameters
size input 25 256
size hidden layer 120 246
size output layer 3 10
bias time! [0.97¢, no bias] no bias
weight init mean! [0.1,0.075] [0.01,0.006]
weight init stdev’ [0.12,0.15] [0.03,0.1]
Learly 0.157¢ 0.157
tlate 2.075 2.073
Training parameters
training epochs 400 50
batch size 40 50
optimizer Adam Adam
Adam parameter (3 (0.9,0.999) (0.9,0.999)
Adam parameter € 10-8 10-8
learning rate 0.002 0.003
Ir-scheduler StepLR StepLR
Ir-scheduler step size 20 10
Ir-scheduler 0.95 0.9
input noise o no noise 0.3
max ratio missing spikes'|  [0.3,0.05] [0.5,0.5]
max allowed Aw 0.2 0.2
weight bump value 0.0005 0.005
o 0.005 0.005
€2 0.2 0.2

! Parameter given layer wise [hidden layer, output layer].
2 ¢ implemented differently in code-base developed by the au-

thors.

3 After translation of pixel values to spike times, inputs spikes
with Zinput = tiae Were not sent into the network.
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Table SI.F3: Extension of literature review for pattern recognition models on neuromorphic back-ends, including results which do not detail
certain measurements.

platform type  coding . network oSmwmu\ per classifications test reference
size/structure  classification  per second accuracy
SpiNNaker digital rate 764-600-500—-10 3.3mJ 91 95.0 % Stromatias et al. (2015)
True North! digital rate CNN 0.27 WJ 1000 92.7% Esser et al. (2015)
True North! digital rate CNN 108 pJ 1000 99.4% Esser et al. (2015)
FPGA (nLIF neurons)? digital temporal 784-600-10 - - 96.8% Mostafa et al. (2017)
Loihi digital bin. rate 400-400-10 2.5y 5917 96.2% Renner et al. (2021)
Loihi® digital temporal 1920-10 - - 96.4 % Lin et al. (2018)
unnamed (Intel)* digital temporal 236-20 1.0pJ 6250 88.0% Chen et al. (2018)
unnamed (Intel)’ digital temporal 784-1024-512.-10 12.4 ] - 98.2% Chen et al. (2018)
unnamed (Intel)® digital temporal 784-1024-512-10 1.7y — 97.9% Chen et al. (2018)
SPOON® digital temporal CNN 0.3 8547 97.5% Frenkel et al. (2020)
BrainScaleS-2 mixed temporal 256-246-10 8.4yJ 20800 96.9% this work

! In Esser et al. (2015) it is stated that “The instrumentation available measures active power for the network in operation
and leakage power for the entire chip, which consists of 4096 cores. We report energy numbers as active power plus the
fraction of leakage power for the cores in use”. For the first result 5 cores were used, while the second result requires 1920
cores.

2 No energy or speed measurements reported.

3 No energy or speed measurements reported. Images were preprocessed with an algorithm described as °
encoders”.

* Images preprocessed with 4 5 x 5 Gabor filters and 3 x 3 pooling.

> No speed measurements reported.

® Reported energy values are pre-silicon simulations.

3

using scan-line



Chapter 6

Result III: Towards dendritic
microcircuits on neuromorphic
hardware

6.1 Introduction

In this chapter we employ an opposite approach to the one in Chapter 5: There, we took
the leaky integrate-and-fire (LIF) neuron which is commonly utilized on neuromorphic plat-
forms as starting point and derived an error backpropagation method for its spike times.
Here, we start from an already existing form of error backpropagation and make it more
amenable to a neuromorphic implementation. As the design of neuromorphic platforms
is inspired by the brain, they share some of the constraints that biology imposes. One
example for this is the requirement for plasticity to be local in space and time. Thus, bio-
logically plausible models, in addition to forming hypotheses about learning in the brain,
provide a better starting point for neuromorphic implementations, as they inherently take
some neuromorphic constraints into account. However, these models (a collection of them
can be found in Section 2.4.3) are typically not designed with an immediate neuromorphic
implementation in mind and are therefore not directly portable to currently existing neu-
romorphic platforms’.

Out of the many available models we choose the dendritic microcircuits of Sacramento
et al. (2018) because it is able to approximate the error backpropagation algorithm (see
Appendix A.2) while also addressing all of the aspects of biological implausibility detailed
in Section 2.4.3:

« Through the usage of feedback alignment (FA) the dendritic microcircuits do not suf-
fer from the weight transport problem.

The exception here is Tang et al. (2021), however even in this case the algorithm is only approximately portable to
the Loihi platform and suffers a severe loss in achieved accuracy on the task.

87
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« There are no separate forward- and backward propagation phases. Through the re-
currency of the dendritic microcircuit network information flows forward and back-
ward simultaneously. There is also no phasing in plasticity, so the network constantly
learns.

« All synaptic weight updates are local in space and time. The synaptic update rules
only rely on information available within the pre- and postsynaptic neurons at the
time of the update.

« Errors are not sent through the network via synaptic connections but instead com-
puted locally from different firing rates arriving at the neuron. This also avoids the
issue of having to communicate negative values via firing rates.

+ The microcircuits consist of multi-compartment neurons with leaky dynamics which
makes them more realistic than the artificial neurons in an artificial neural network
(ANN).

Nevertheless, the dendritic microcircuits are not directly portable to neuromorphic plat-
forms. In the following we will evaluate the dendritic microcircuit in detail (Section 6.2),
highlight the challenges for the implementability on neuromorphic systems (Section 6.2.3)
and address the drawbacks step-by-step to make it more practically feasible (Sections 6.3
to 6.5).

6.2 Biologically plausible error backpropagation in dendritic mi-
crocircuits

The article Dendritic cortical microcircuits approximate the backpropagation algorithm was
published by Sacramento et al. in Advances in Neural Information Processing Systems 31
(NeurIPS 2018)*. Since the rest of Chapter 6 builds on and extends this model, we here lay
the groundwork with a detailed description of the model in the state of the original publica-
tion (Sacramento et al., 2018). This includes not only the dynamics and functional principles
of the model as stated in the publication but also our assumptions on implementation details
where information was incomplete. We also reiterate how the model approximates error
backpropagation in a from that is more easily transferable to the content of the following
sections than the approach chosen in Sacramento et al. (2018). Finally, we highlight key
points which need to be addressed to improve the model’s practical feasibility and neuro-
morphic implementability. Note that for consistency with the publications in Section 6.3
and Section 6.4, we here use a notation that differs from the original publication.

Sacramento et al. (2018)
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Figure 6.1: Schematic of a dendritic microcircuit network. Left: Layered network of dendritic microcir-
cuits. Information travels from bottom to top. The pyramidal neurons are drawn in red (soma)
and orange (dendrites) while the interneurons are colored in blue. In contrast to the hidden layer
pyramidal neurons, the ones in the top layer only have a basal dendrite and no apical dendrite.
The gray box marks the area drawn in detail on the right. Right: Single microcircuit consisting
of a pyramidal neuron (red) in layer ¢ and ¢ + 1 and an interneuron (blue). The lines between
neurons represent synaptic connections, where the lateral connections are drawn in blue, the
backward connections in gray and the forward connections in red. For clarity, the schematic of
the connections is simplified here: In general, solid lines represent all-to-all connections between
neurons, i.e. Wi, ;,, W[, WY and B}”, | are matrices. For example WY, ; connects all pyra-
midal neurons in layer 7 to all pyramidal ¢ 4 1, but here we only draw the one synapse connecting
the two pyramidal neurons in the magnified drawing. The dotted connection represents the one-
to-one nudging from a higher layer pyramidal neuron to the interneuron which is supposed to
mimic it.

6.2.1 Summary of network-, neuron- and plasticity model
Network structure and dynamics

Networks of dendritic microcircuits as illustrated in Fig. 6.1 contain three types of multi-
compartment neurons: the interneuron, the pyramidal neurons in the hidden layers of the
network and the pyramidal neurons in the output layer of the network which differ slightly
from their counterparts in the lower layers. A pyramidal neuron in a hidden layer has
two dendritic compartments: the basal compartment which receives bottom-up input and
the apical compartment which receives top-down and lateral input from the interneurons
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in the same layer. An interneuron has only one dendritic compartment but receives an
additional input which we call a nudging current and which will be detailed later. The
top-layer pyramidal neurons, in contrast to their lower-layer counterpart, do not have an
apical compartment since there are no interneurons in the top-layer nor another layer above
from which an apical compartment could receive input (Fig. 6.1). Instead, these pyramidal
neurons also receive a nudging current which is used to provide a learning target to the
network. The differential equations describing the somatic membrane dynamics of the three
neuron types are similar

Cotf = g1 (B = uf) + g™ (o} — wf) + g% (o} — ) | (6.1)
C’mulg =g (E ug) 4 gden ( den ug) + inudge,l 7 (62)
Cntly = g1 (B — uly) + g™ (vR° — uly) + ™% (6.3)

where the respective somatic voltage w is driven by a leak gj, conductive coupling with
gP3s/den/apt o the dendritic voltages v/ and for the interneuron and the top-layer pyra-
midal a nudging current i. The index ¢ or N denotes the layer of the neurons. Note that
the bold notation indicates a vector that contains the voltages of all neurons in a layer. The
dendritic voltages v are instantaneous functions of their input

G/ WM 1% (Ue 1) ; (6.4)
apl B@ 1P (u£+1) WZIESD (ulz) ) (6.5)
den - W KQD (IU/Z) (6.6)

where W;;_, is the synaptic weight matrix from the pyramidal neurons in layer £ — 1 to
the pyramidal neurons in layer ¢, By, is the matrix of backward pyramidal to pyramidal
connections from layer ¢ + 1 to layer ¢ and WZ}} and WKI}Z are lateral connections from the
interneurons to the pyramidal neurons and the other way around within the same layer.
The weight matrices are multiplied by the firing rates of the presynaptic neurons which
are given as a non-linear function of the presynaptic somatic voltage ©(u). To simplify the
notation we will in the following assume without loss of generality a membrane capacitance
of C,, = 1 and a leak potential of £} = 0.

Plasticity

Plasticity in the dendritic microcircuit model is implemented via a rate-based variant of
the Urbanczik-Senn plasticity rule (Urbanczik and Senn, 2014). In this rule the bottom-up
synapses w which connect to a dendritic compartment are learned with

W =1 [p(u) — p(v")] Tin (6.7)
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where u is the somatic and v dendritic voltage and ry, the presynaptic firing rate. v* is a
scaled version of the dendritic voltage. The scaling ensures that, in the case where the soma
receives no other input than the one from its dendritic compartment, v* matches the somatic
voltage u. In that case we can see that Eqn. (6.7) would result in zero weight change. If an
additional input is now applied to the soma that is proportional to an error signal u'8' — u,
the somatic voltage wu is closer to its target than if the additional input was not present
(which is represented by v*). This process is called nudging the somatic voltage towards its
target. Now the difference calculated in the plasticity rule is no longer zero and results in a
weight change. The changing weight converges to a value that allows the dendritic input
into the soma alone to produce a somatic voltage which matches the target.

The plasticity in the network of dendritic microcircuits is divided into two stages: The first
stage starts from a completely random weight initialization and learns what is called the
self-predicting state. In that state the lateral connectivity in the network is set up such
that, in the second stage, error signals are correctly propagated in the network and the
feedforward weights can learn to solve a task. Note that this first stage of network setup
is only used once before the actual training starts. Once the self-predicting state is reached
and the learning of a task has begun, the network automatically retains the self-predicting
state.

To learn the self-predicting state from a random initialization, the network receives random
inputs but is not given any target or error signal. The self-predicting state is characterized
by two requirements: Firstly, each interneuron mimics (i.e. produces the same output) as
its corresponding pyramidal neuron in the layer above (see Fig. 6.1). The nudging input
received by the interneurons in layer /¢ is

inudge,l _ gnudge,l (u§+1 . u%) ) (6.8)

The input weights to the interneurons W can then be learned analogously to Eqn. (6.7)

. den
W = o (ul) o (5 i) | o (u) ©9

den
. g den __ ,.denx
with o A

The second requirement for the self-predicting state is that all apical voltages v in the
network must be zero. Since they are used to store local error signals during the second
stage of learning, they need to be zero if no error/target signal is provided to the network.
This goal is reached by adjusting the lateral weights from interneurons to the apical com-
partments of the pyramidal neurons W¥!

W= | o] o (uh) (6.10)
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This learning rule is a slight variant of Eqn. (6.7), as it is no longer based on the difference
of rates ¢(u) — ¢(v*) but instead on the difference of the potentials £} — v*' with E; = 0.
When both lateral weights are learned correctly, each interneuron receives the same input
as the pyramidal neuron it is supposed to mimic. Therefore, both interneuron and above-
layer pyramidal neuron will produce the same output. Additionally, the weights connecting
to the apical compartments have been set up in a way so the signals from the interneurons
and from the above-layer pyramidal neurons cancel each other out and the apical voltage
is at rest. An example of a small network learning the self-predicting state can be found
in Fig. 6.3 b, c. Note that for this figure the network dynamics have been modified but the
principle of learning the self-predicting state remains the same®.

It is possible to initialize the network directly in a self-predicting state by setting

bas den
+
L gy— (9 i ) W, (6.11)
) g en (91 + g as | gap1> )
Wi =—B,, (6.12)

in the lower layers and

gbas (91 T gden) op

WIP —
N—-1,N—-1 gde“ (91 + gbas) N,N—1

(6.13)
in the last layer which contains interneurons.

Once the network is in the self-predicting state, the learning of the task can start. To this
end pairs of input- and target signals are provided to the network. The pyramidal neurons
in the top-layer receive a nudging signal

jrudge, gt _ gnudge, tgt (utgt _ U?v) i (6.14)

With this the weight from the last hidden layer to the top-layer pyramidal neurons can be
learnt analogously to Eqn. (6.7)

bas
X g as
Wiy =1n [tp (uly) —¢ (—91 " gbasv}’v )} o (uh_1) (6.15)
where gf:;las 0 = v?\?s’*‘

In the hidden layers the nudging of the somatic voltage is not done via a nudging current
but via the apical dendrite. If the top-layer pyramidal neurons receive external nudging to
drive them closer to the target, the interneurons in the layer below can no longer exactly
mimic the pyramidal neurons as they only receive their bottom-up input. Therefore, the

3This figure was produced for Haider et al. (2021) to illustrate the learning mechanisms of dendritic microcircuits with
neuron dynamics that contain the Latent Equilibrium mechanism.
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two signals arriving at the apical dendrites in the last hidden layer no longer perfectly cancel
out and what remains serves as local error to nudge these hidden pyramidal neurons.
This local error which nudges the pyramidal neurons in the highest hidden layer is in turn
not available to interneurons in the layer below and therefore the signals arriving at the
apical dendrites in the layer below also do not cancel and provide a local error to those
pyramidal neurons too. And with that, all pyramidal neurons in all layers receive a back-
propagated error signal which is stored in the apical dendrite and serves as nudging for
learning:

bas
Wi =t W) —p(— b uy 6.16
e0—1 =Tl 90( e) 2 o+ g + g ¢ %0( z—l) (6.16)

Note that in the hidden layers v?as’* = %v?“ includes the apical conductance which
is not present in the top-layer.

During learning the self-predicting state has to be maintained in order to keep the error
propagation mechanism functional. Therefore, whenever the feedforward weights W**
change, the lateral weights W™ need to be adapted accordingly. As there are no phases
in the learning process, this has to be done simultaneously to learning the feedforward
weights. The update rule is the same as shown for the self-predicting state in Eqn. (6.9). In
Section 6.2.2 and Appendix A.2 we show how the learning mechanisms in dendritic micro-
circuits under certain circumstances approximate the error backpropagation algorithm.

Implementation

We have found that in practice numerical stability of the simulations is improved if we
rewrite the differential equations for the neurons to

Cnts = — (u — ) | (6.17)

Teff (6.18)

- q+ gbas/den + gapi/nudge ’

uf represents the voltage at which the somatic voltage will settle once the steady state is
reached. The steady-state voltage is calculated differently for the different neuron types:

b+ bas,Ubas + apivapi
wehP - DAY 0 T T (6.19)
g1 + gb* + gapi

den,,den nudge, I, ,P
eir QB+ gTT U + 9"

e qa+ gden + gnudge,l ’ (620)
b+ bas,vbas + nudge, tgty tat
u;f;f,P _ 95 Tg YN 9 ' (6.21)

aq + gbas + gnudge, tgt
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If no target is presented to the top-layer pyramidal neurons their steady state changes to

bas, ,bas
tp Q1B+ g vy

(6.22)
N aq + gbas

We have also found in practice that for larger networks and more complicated tasks it is ad-
visable to initialize the network directly in the self-predicting state as shown in Eqn. (6.11)
to Eqn. (6.13). We believe that the reason for that is that for larger networks this weight
configuration is not the only one which (at least approximately, for the limited number of
inputs shown) fulfills the requirements of the self-predicting state. Large networks trying
to learn the self-predicting state will typically converge to an approximate weight config-
uration which is closest to their initialization. This can be problematic for learning, since
these alternative solutions are highly dependent on the feedforward weights and on the
input samples shown. If the feedforward weights change slightly during the learning of
the task, a self-predicting state which was initialized with Eqn. (6.11) can be reestablished
with only a slight change in the lateral weights, while the alternative solutions typically re-
quire much larger weight changes. This slows down the learning of the task as it requires
the learning rates for the feedforward weights to be lowered drastically compared to when
Eqn. (6.11) to Eqn. (6.13) is used for network initialization.

6.2.2 Approximation of the error backpropagation algorithm

Under the following assumptions it can be shown that the dendritic microcircuit architec-
ture approximates the error backpropagation algorithm:

» No FA (i.e. random and fixed B}*, ;) but B¥, , = W/, instead
« Perfect self-predicting state at all times (see Eqns. (6.11) to (6.13))

« Interneurons match their corresponding above-layer pyramidal neurons perfectly.
This requires the self-predicting state and the nudging on the interneurons (i ™!
in Eqn. (6.8)) is negligible such that u}, = v}

+ Only the steady-state solutions of the somatic membrane voltages (i.e. the value to
which the somatic membrane voltage settles for constant input) are regarded.

We will see in Section 6.3 that among these assumptions the steady-state approximation is
the most problematic one.

It is important to note that in contrast to ANNs, dendritic microcircuit networks are recur-
sively connected networks. Due to the recursive connectivity the information flowing from
top-to-bottom has an impact on the signals travelling along the feedforward pathway in the
network. This is different to an ANN where the flow of forward and backward information
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are separated into different phases and do not interfere with each other. Therefore, the den-
dritic microcircuits can only approximate error backpropagation under the condition that
the backward information flow has only a weak influence on the feedforward pathway.
Under these conditions it can be shown (see Appendix A.2) that there is a layer-wise recur-
sive formulation for the apical voltages

o =AW (o 0 ¢ (vi) (6.23)
and that the weight update rule for the feedforward weights can be rewritten to
W =naof o¢ (o)) ¢ (uf,)" (6.24)
By identifying the error signal as
e =v 0y (vlgas’*> (6.25)

we achieve a correspondence to the error backpropagation equations Eqn. (2.26) and
Eqn. (2.28). For a more detailed discussion of this correspondence and the treatment of
the top-layer see Appendix A.2.2. While the mechanism for error backpropagation in mi-
crocircuits is derived for an arbitrary number of hidden layers, in practice it is very difficult
to train a larger network with more than one hidden layer. In Appendix A.2.3 we give an
explanation on why this is the case.

6.2.3 Neuromorphic implementability and known drawbacks

While the dendritic microcircuit addresses many of the points of biological implausibility
in the error backpropagation algorithm, we have identified three main drawbacks of the
model that stand in the way of practical implementations in physical systems. These three
points will be addressed in the following sections.

« Section 6.3: The choice of leaky-integrator dynamics for the neurons makes them
more biologically plausible than their ANN counterparts. However, this comes with
the disadvantage of slow information propagation through the network which has a
severely negative impact on learning performance and speed (see Section 6.3.2).

« Section 6.4: Dendritic microcircuits employ the FA mechanism to avoid the weight-
transport problem. However, the effectiveness of FA is highly task-dependent and is
suboptimal both for too small or too deep networks.

« Section 6.5: The model is fundamentally rate-based, which is not amenable to cur-
rently available, typically spiking, neuromorphic hardware.
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6.3 Latent equilibrium: A unified learning theory for arbitrarily
fast computation with arbitrarily slow neurons

6.3.1 Article and author contribution

The article Latent equilibrium: A unified learning theory for arbitrarily fast computation with
arbitrarily slow neurons was published by Haider et al. in Advances in Neural Information
Processing Systems 34 (NeurIPS 2021)*. LK produced the experimental setup and results for
Figure 3 and Figure 5 (shown as Fig. 6.4 and Fig. 6.3 here) and was involved in the writing
of the corresponding Sections 5 and 14.

6.3.2 Summary

In the following we summarize the main contents of Haider et al. (2021) while focussing in
particular on its impact on dendritic microcircuits.

The relaxation problem

The dendritic microcircuit model (Sacramento et al., 2018) as well as a whole host of other
models for biologically plausible error backpropagation (Whittington and Bogacz, 2017,
Scellier and Bengio, 2017; Guerguiev et al., 2017; Song et al., 2020; Millidge et al., 2020a,b)
suffer from what we call the relaxation problem. The relaxation problem is caused by the
output of a neuron reacting slowly to a change in the neuron’s input. One common example
for this are neurons with leaky integrator dynamics:

Cmtt = — g1t + Tinput (6.26)

where the membrane voltage u is a low-pass filtered version of the input with the membrane
time constant 7, = C—’l“ Here, a sudden jump from one value of the input current to a new
one will trigger the membrane voltage to decay exponentially to its new value with the
time constant 7,,,. If we now imagine a hierarchical setup where the lowest layer of leaky
integrators receives an input from outside the system and the output of the network (for
example a classification result) is observed in the highest layer, we see that a network with
n layers will take on the order of n 7, to settle to the output value which corresponds to
the new input.

This is problematic for two reasons: Firstly, in an inference setting the response time of
the network is increased with network depth which might make it unsuitable in situations
where fast reaction times to inputs are required. Secondly and more importantly, the de-
layed network response disrupts the learning process: In a setting where the network is
trained with pairs of inputs and corresponding target- or teaching-signals, the difference

*Haider et al. (2021)
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between the output of the network and the target is driving the learning. But what should
ideally drive the learning instead is the difference between the converged output and the
target. Using the non-converged network output leads to wrong error- or learning signals
being passed into the network during the time when the network has not yet reached its
settled state.

This effect is illustrated in a simple example with a chain of two neurons in Fig. 6.2. We
see that in a system where the output, once settled, matches the target, learning does take
place and changes the weights. This is due to the mismatch of output and target before
the output has reached its settled state. This mismatch is transported as an error-signal
into the network and drives plasticity. The plasticity “over corrects” and pushes the output
above the target. Even though, towards the end of the experiment, the output reaches the
target again, the synaptic weights have permanently changed, so the previous synaptic
weights, which already were able to produce a correct output, were unlearned. This can be
problematic, if we imagine that the first set of weights was able to provide a good solution
to a given task for all possible inputs. The new weights that the network settled on provide
a correct solution for the one specific input that was shown, but can be much for the other
inputs, since there was only this one specific input present during their learning.

Previously there have been two common ways of mitigating or weakening this effect: On
the one hand phasing of the plasticity can be introduced: Plasticity is switched off until
the network has reached its settled state, so all “wrong” error signals from the pre-settling
phase have no impact on the weights. This method requires an external and global schedul-
ing mechanism, which, while easily implemented in a software simulation, might be hard
to realize in an asynchronous neuromorphic or biological system. The other option is to
decrease the learning rate drastically and present each stimulus for a long time. Then the
“wrong” learning in the beginning has a low impact and there is enough time once the
settled state is reached to undo it and learn with the correct error signals. This has the
obvious drawback that each input has to be presented for a long time and therefore the
training process of the network is very slow.

Latent equilibrium

Here we introduce a new and superior solution to the relaxation problem. For this we first
define a new network state ,, which depends on the network’s membrane voltages u and
their derivatives o

Uy = U+ T . (6.27)

Intuitively, this ,, is a prediction of the future membrane voltages in the network, given the
current membrane voltages u and their derivatives. To reflect this we call it the “prospective
voltages” of the network.
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Figure 6.2: Relaxation problem in learning with slow neurons. Figure and caption adapted from (Haider
et al, 2021, Fig. 1a,c). Left: A simple, functionally feedforward network of two neurons. Note the
recurrence induced by the propagation of both bottom-up signals and top-down errors. Right:
Continuous learning during relaxation without prospective coding. Dotted black: target mem-
brane potential. Solid lines: trajectories for vanishing learning rates. Dashed lines: trajectories
for nonzero learning rates. Purple: membrane potentials. Note the overshoot that occurs when
learning is continuously active. Green/red: presynaptic weights w1, wo of 1st/2nd neuron.

We then define an energy for the network state of prospective voltages
v Lo . .
B (t) = 5 ||t — Wep(iim) — BI|” + SL(th) (6.28)

with the weight matrix W, neuronal biases b, activation function ¢ and a loss term L. The
first part of the energy is a mismatch energy between “what neurons guess that they will
be doing in the future” (u,,) and “what their biases and presynaptic afferents believe they
should be doing” (b + W (1, )). The second part is a task-dependent loss which provides
a measure on how well the neurons perform at the chosen task.

By requiring the energy function to be extremal we can now derive the dynamics of the
neurons

Vi, E =0 = mu=—-u+Wp(u,) +b+e, (6.29)

with Wp(1i,,) as the bottom-up input and top-down error signals

e =@ (U)W [ty — Wep(tiy) — b] . (6.30)
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For top-layer neurons which receive direct teaching input the error-signalise = —5Vy_ L.
In a layered network the error signals can be rewritten to a layer-wise recursive form e, =
@' (lm) WL e,11, therefore performing a variant of error backpropagation. For the detailed
derivation of these results see (Haider et al., 2021, Supplementary Information, Section 11).
The stationarity requirement on the energy function enforces our networks to evolve, for
a constant input, on a constant-energy manifold, we therefore call our approach Latent
Equilibrium (LE).

From the differential equation for the membrane voltage in Eqn. (6.29) we see that the neu-
rons in our model are leaky integrators. With this and the definition for ,, we can show
that the breve operator exactly “un-does” the slow low-pass filtering of the leaky integrator,
see (Haider et al., 2021, Supplementary Information, Section 10). Then, the neurons’ mem-
brane voltages u react slowly to a jump in the input, while the corresponding prospective
voltages u,, immediately jump to the value that u will reach once settled. We now define
the output firing rate of the neuron as r = ¢ (1,,), in contrast to the previous definition
r = ¢ (u). This allows information to travel instantaneously through the network, even
though the actual membrane voltages of the neurons have not reached their settled state.
Synaptic plasticity is derived as gradient descent on the energy function:

Wx -VwE = W =ny[tn— Wr—b]r’ (6.31)

The resulting weight updates evolve continuously in time and rely only on information and
error signals that are locally available. Plasticity in the output layer depends on the chosen
loss function L. For the least squares loss on the output rates and a target rate the weight
updates are

Wy = nwh[ry —rvlris .

The ability to train networks of slow leaky integrator neuron with time-continuous and
fast-changing inputs is demonstrated on the MNIST (LeCun et al., 1998) and the more
challenging CIFAR10 (Krizhevsky, 2009) datasets. The LE networks achieve test errors
of (1.1 £0.1) % (MNIST) and (38.0 + 1.3) % (CIFAR10). For reference a classical ANN with
the same structure was trained and achieves (1.08 + 0.07) % (MNIST) and (39.4 + 5.6) % (CI-
FAR10).

Application to dendritic microcircuits

The dendritic microcircuit model (Sacramento et al., 2018) suffers from the relaxation prob-
lem and in practice requires such long presentation times for each input sample to make it
practically unfeasible®. However, the ideas of LE can be applied to the model to alleviate

>This can be seen in the original publication, where only the small scale examples are simulated with full dynamics.
For the larger simulations on the MNIST dataset a highly simplified steady-state approximation of the model has to be
used, to shorten the simulation times.
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Figure 6.3: Learning to mimic a teacher microcircuit with LE. Figure and caption taken from (Haider
et al.,, 2021, Fig. 5). (a) Microcircuit architecture following Sacramento et al. (2018). (b) Learn-
ing of the lateral weights W{*; and W', to implement the self-predicting state. (c) Prospective
membrane voltages during learning of the self-predicting state where (in absence of a target) the
top-down activity is matched by the activity of the interneuron. (d, €) Comparison between the
prospective membrane voltage %5 of the output pyramidal neuron and the target voltage u'8" be-
fore (d) and after (e) training. (f) Weight evolution during learning.

this issue with only two changes: Firstly, the firing rates of all neurons are no longer calcu-
lated as ¢ () but as (). Note that here we use . instead of #y,. This is due to the fact
that for the multi-compartment neurons the time constant of the low-pass filtering is not
only the time constant of the leak 7, = % but the effective time constant 7. = wgiﬁ
which combines the influence of leak and compartmental coupling. For notational simplic-
ity we will in the following omit the index indicating the time constant and write @ instead
of lvl,eff.

The replacement of ¢ (u) with () occurs at all points where the activation function is ap-
plied to a somatic voltage: the calculation of the dendritic membrane potentials (Eqn. (6.4)),
the calculation of neuronal output firing rates as well as the weight updates (Eqn. (6.60)).
And finally, the interneurons must also be nudged with the prospective voltage of the pyra-

midal neuron in the layer above

den,,den nudge, I~ P
el — QB+ g™ o™ + g™ e
14 g1+ gden + gnudge,l

(6.32)

Fig. 6.3 illustrates on a simple teacher-student-mimic task that the addition of the LE mech-
anism preserves the basic microcircuit functionality, while at the same time adding near
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Figure 6.4: Dendritic microcircuits with LE mechanism. Figure and caption taken from (Haider et al.,
2021, Fig. 3). (a,b) Model architecture following Sacramento et al. (2018). Red: pyramidal cells,
blue: interneurons; somatic compartments have darker colors. Each soma sends out a single axon
that transmits either ¢(u) (Sacramento et al.) or ¢(i,,) (LE). Except for top-down synapses, all
synapses are plastic. (c) Synthetic dataset with 8 images grouped in 3 classes used to train a 3-
layer network with 9-30-3 pyramidal cells. (d) Model performance during (top) and after (bottom)
learning with (blue) and without (orange) LE. Top: Note the similarity in performance gains at
the beginning of training, before the disruptive effects of relaxation begin to dominate. For better
visualization, fluctuations are smoothed with a sliding window over 10 epochs. Bottom: Model
performance (min, max and mean over 10 seeds) after 1000 epochs for different input presentation
times.

instantaneous information propagation in the network. First, as a preparation for the learn-
ing of the actual task, the self-predicting state is learned by the lateral weights from a fully
random weight initialization (Fig. 6.3 b, c). At this stage random input but no targets are
provided to the network. Once the self-predicting state is reached, the network is taught to
reproduce an input-output relationship which is produced by a teacher network of the same
size but with different synaptic weights (Fig. 6.3 d — f)°. Note how, even though neurons
in this microcircuit are simulated with an effective time constant 7.4 = 5 ms, the inputs
into the networks change every 1 ms and the prospective voltages of the top-layer and in-
terneuron instantaneously react to those changes (Fig. 6.3 ¢ — e). The slow change in the

SWe use a teacher network to produce the input-output pairs in order to guarantee that the input-output relationship
is actually realizable by a network of the chosen architecture.
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interneuron voltage %! in Fig. 6.3 c is due to its slowly adapting W' and not due to the
neuron dynamics.

To illustrate the effect of the inclusion of LE in the microcircuit model on its learning ca-
pabilities we compare the adapted model and the original as described in Sacramento et al.
(2018) on a small classification task (Fig. 6.4). We see that the microcircuit model with LE
is able to fully learn the task even for presentation times of each input sample that are
far below its effective time constant 7.¢. In contrast, the original model is unable to learn
the task if each sample is not at least presented for 100 7.¢. This shows that the inclusion
of the LE mechanism into the dendritic microcircuit model is absolutely crucial to bring
the required presentation times (and by that also the effective training durations) into a
biologically plausible and practically feasible range.



6.3. LEARNING EFFICIENT BACKPROJECTIONS 103

6.4 Learning efficient backprojections across cortical hierarchies in
real time

This chapter contains the article Learning efficient backprojections across cortical hierarchies
in real time. It is available as a preprint on arXiv’. The format was adapted to the format of
this thesis and the references have been included in the main bibliography.

Author contributions

KM derived, with contributions by LK and MAP, the phaseless alignment learning (PAL)
algorithm. KM and LK adapted the dendritic microcircuit model to include PAL for learning
the feedback weights. GG and TN developed a dendritic microcircuit module for the GeNN
simulator. LK added the latent equilibrium and PAL mechanisms to the module. KM and
LK performed the simulation experiments (KM: Figs. 6.5 to 6.7, 6.9 and 6.10; LK: Fig. 6.8).
The manuscript was mainly written by KM, aided by LK and MAP.

"Max et al. (2022)
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Learning efficient backprojections across cortical hierarchies
in real time

K. Max!, L. Kriener!, G. Garcia?, T. Nowotny?, W. Senn!, M. A. Petrovici'

! Department of Physiology, University of Bern, 3012 Bern, Switzerland.
% School of Engineering and Informatics, University of Sussex, BN1 9RH Brighton, United Kingdom.

Abstract

Models of sensory processing and learning in the cortex need to efficiently assign credit to
synapses in all areas. In deep learning, a known solution is error backpropagation, which
however requires biologically implausible weight transport from feed-forward to feedback
paths.

We introduce Phaseless Alignment Learning (PAL), a bio-plausible method to learn efficient
feedback weights in layered cortical hierarchies. This is achieved by exploiting the noise
naturally found in biophysical systems as an additional carrier of information. In our dy-
namical system, all weights are learned simultaneously with always-on plasticity and using
only information locally available to the synapses. Our method is completely phase-free (no
forward and backward passes or phased learning) and allows for efficient error propaga-
tion across multi-layer cortical hierarchies, while maintaining biologically plausible signal
transport and learning.

Our method is applicable to a wide class of models and improves on previously known
biologically plausible ways of credit assignment: compared to random synaptic feedback,
it can solve complex tasks with less neurons and learn more useful latent representations.
We demonstrate this on various classification tasks using a cortical microcircuit model with
prospective coding.

6.4.1 Introduction

Deep learning has originally been inspired by neuroscience, being influenced by the de-
scription of the visual cortex in particular. Nonetheless, these two fields remain at vastly
different levels in the description of their respective subjects. While deep learning has made
great leaps in terms of applicability and real-world usage in the past decade, the study of
biological neural systems has revealed a plethora of different brain areas, connection types,
cell types, and neuron as well as system states. Currently, no clear organization scheme
of computations and information transfer in the brain is known, and the question of how
ANNSs are related to models of the cortex remains an active field of research (Yamins and
DiCarlo, 2016; Richards et al., 2019; Lillicrap et al., 2020).

However, progress is being made in bridging the gap between these two fields (Roelfsema
and Ooyen; Costa et al., 2017; Scellier and Bengio, 2017; Whittington and Bogacz, 2017;
Sacramento et al., 2018; Haider et al.,, 2021; Lillicrap et al., 2016; Yamins and DiCarlo, 2016;
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Payeur et al., 2021). For recent review articles, see Marblestone et al. (2016) and Richards
et al. (2019). In particular, important similarities between cortical and artificial informa-
tion processing have been highlighted: as in the cortex (Haak and Beckmann, 2018), most
ANN architectures process information hierarchically. Additionally, external stimuli gener-
ate activity in functional units (neurons), which utilize bottom-up and top-down informa-
tion (Zmarz and Keller, 2016; Jordan and Keller, 2020; Cerliani et al., 2022). Neural activity
is modulated through learning, i.e. long-term adaptation of synaptic weights. However, it is
currently unclear how weights are adapted across the cortex in order to competently solve
a task. This is commonly referred to as the credit assignment problem, where neuroscience
may learn from deep learning (Friedrich et al., 2011; Richards et al., 2019).

In the case of ANNS, an efficient solution to this problem is known: currently, error back-
propagation (BP) (Rumelhart et al., 1986; LeCun et al., 1988) is the gold standard for learn-
ing in artificial networks. However, BP has several biologically implausible requirements.
ANNSs trained with BP operate in distinct forward and backward phases, where inference
and learning alternate. Between phases, network activities need to be buffered — i.e., in-
formation is processed non-locally in time. Furthermore, error propagation occurs through
weights which need to be mirrored at synapses in different layers (weight transport prob-
lem).

In order to explain credit assignment for analog, physical computing (in the cortex or on
neuromorphic hardware), physically plausible architectures and algorithms are therefore
needed. We assume such dynamical systems to operate in continuous time. They may
minimize the difference between network output and target (“cost”) by performing (ap-
proximate) gradient descent. Ideally, such physical systems are able to learn from useful
instructive signals at all times, using only information which is locally available in space
and time. Crucially, all physical systems have inherent sources of noise — in the form
of stochastic activity, noisy parameters or intrinsic fluctuations of electrical and chemical
signals. The theory we propose makes use of neuronal noise as an additional carrier of
information, instead of treating it as a nuisance parameter.

For efficient credit assignment as in ANNS, errors need to be propagated from higher to
lower areas in the cortical hierarchy. With vanilla BP being excluded due to biological im-
plausibility of weight transport, the question of how such error propagation occurs remains
open. Several methods have been proposed where feedback connections are assumed to be
fixed or are learned. Broadly, these can be categorized into methods with fixed feedback
connections (feedback alignment, FA Lillicrap et al. (2016); Nekland (2016)), bio-plausible
approximations to BP (Kolen and Pollack, 1994; Akrout et al., 2019; Lansdell et al., 2019;
Ernoult et al., 2022), or alternative cost minimization schemes (Bengio, 2014; Lee et al., 2015;
Meulemans et al., 2020, 2021). In this work, we introduce a method in the second category,
related to the top-down weight alignment method of Ernoult et al. (2022), which itself is
based on previous insights on cost minimization in difference target propagation (Meule-
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mans et al., 2020). The aim of our algorithm is to propagate BP-like error, and to perform
gradient descent on a cost function.

The novelty of this work is that we propose a fully dynamical system with efficient always-
on plasticity: the neuronal and weight dynamics model properties of physical substrates,
while learning is completely phase-less, and plasticity is enabled for all synapses and at all
times. In agreement with biological plausibility, our method allows for efficient learning
without requiring wake-sleep phases or other forms of phased plasticity implemented in
many other models of learning in the cortex (O'Reilly, 1996; Ackley et al., 1987; Bengio
and Fischer, 2015; Sacramento et al., 2018; Guerguiev et al., 2017; Scellier and Bengio, 2017;
Mesnard et al., 2019; Xie and Seung, 2003; Song et al., 2022).

Our method is based on modeling of biologically plausible signal transport in the form
of rate-coding. The learning mechanism incorporates bio- and hardware-plausible com-
ponents and computations. All dynamics and plasticity rules are fully local in time and
space. Our model also makes full use of a recently proposed prospective coding mecha-
nism (Haider et al., 2021). This ensures fast propagation of information through layered
networks, leading to quick convergence of useful top-down projections when using our
method.

6.4.2 Results
Learning of efficient backprojections

We describe our theory in a rate-based coding scheme. Following the convention defined
for artificial neural networks, different cortical areas are represented by layers. The somatic
potentials of all neurons follow the dynamics of leaky integrators: given an input current
I[t], the membrane potential u obeys C,, @t = —g, u + I[t], where C,, denotes the capaci-
tance, and g the leak conductance of the cell membrane. These dynamics imply a delayed
response of the somatic potential with membrane time constant 7.4 := C,,,/ g

Our model integrates the prospecitve coding mechanism of Latent Equilibrium (Haider
et al., 2021), which solves the relaxation problem of slow physical substrates, which dis-
rupts inference as well as learning (see Methods). This is achieved by calculating the neural
output from the prospective voltage & = u + Teg ‘fl—‘; where 7.4 is the effective membrane
time constant. As a result, the rates calculated from @ follow the input current I[¢] instan-
taneously.

Our theory describes neural dynamics where the current I[t| contains a local error signal.
For concreteness, but without loss of generality, we consider the leaky-integrator model for
a layered architecture with ¢ =1 ... N,

Teilly = —Ug + by + Wy 1y +e+ & (6.33)
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In this description, the somatic potential u, integrates neuron bias by, the bottom-up input
rate r,_; weighted with W, ,_;, and the local error e,. We also model a noise component
&,. The somatic potential of each layer generates a rate, which we denote as r, := ().
The central question of cortical credit assignment is how the error e, is calculated, given
an error signal in a higher area, ey;1, and how this error signal is used to adjust bottom-up
weights. Plenty of solutions to this question have been proposed (Marblestone et al., 2016).
Here, we focus on theories which can be formulated such that forward weights are updated
as Wm—1 o e, 7! ,. Under this scheme, several theories for bio-plausible error transport
exist (Xie and Seung, 2003; Scellier and Bengio, 2017; Haider et al., 2021; Lee et al., 2015;
Sacramento et al., 2018; Meulemans et al., 2020), among them contrastive Hebbian learning
or difference target propagation. They have in common that errors in a higher layer ey,
are propagated down through feedback (top-down) weights By ¢, ; to form errors in a given
layer e,.

Typically, a symmetric overall weight matrix is assumed, such that By, = [We_l'_l’[]T (Xie
and Seung, 2003; Scellier and Bengio, 2017; Sacramento et al., 2018; Podlaski and Machens,
2020).® This assumption relates the above schemes to classical error backpropagation based
on gradient descent on a loss function, where e, = ¢'-[W;1 ]” €, 1. However, this assign-
ment of weights implies that top-down synapses in layer ¢ must adapt to the (potentially
distant) bottom-up synapses in layer ¢+ 1. This issue of how two spatially distant synapses
(e.g. across cortical areas) can keep up a similar weight when one of them is learning is
known as the weight transport problem.

A proposed solution is the replacement of By ,y; with a random, fixed weight matrix
(known as feedback alignment, FA (Lillicrap et al., 2016)). However, FA has been shown to
solve credit assignment inefficiently, and does not scale well to complex problems (Ngkland,
2016; Moskovitz et al., 2018; Bartunov et al., 2018; Lansdell et al., 2019). We are therefore
motivated to learn top-down weights such that credit assignment is improved compared
to random feedback with layer-wise connections. Furthermore, we would like to learn all
weights By s+, simultaneously, and in a way which does not interrupt feed-forward infer-
ence or learning of bottom-up weights.

The general method we propose is explained in the following (see Fig. 6.5). An input signal
ro(t) (“data”) is presented to the neurons in the lowest layer for the duration of a presenta-
tion time 7};. This signal is propagated forward from layer 1 to /N, where each neuron fol-
lows the dynamics of Eqn. (6.33). To reflect the inherent stochasticity of biological neurons
subject to synaptic noise, thermal activity and probabilistic firing, high-frequency noise is
modeled at every neuron. This noise is accumulated across layers, and propagated on top
of the data signal. The top-down projections carry this mixed signal back to the lower lay-
ers, and we exploit the auto-correlation between noise signals to learn the corresponding
feedback synapses based on a local alignment loss.

¥Some learning schemes apply Be,g+1 = [We+1’z]T (Roelfsema and Ooyen; Pozzi et al., 2018), leading to a symmetric
overall weight matrix. It is unclear however how weight updates are communicated.
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Figure 6.5: Sensory processing over cortical hierarchies. a: Brain areas in the visual pathway beyond the
primary visual cortex (V1). Information is propagated to higher areas (red arrows) such as V2, V4,
the medial temporal (MT) area, and beyond. In order to assign credit, feedback information from
higher level areas needs to be propagated top-down (blue arrows). Adapted from Gray (1918).
b: Pyramidal cells as functional units of sensory processing and credit assignment. Top-down
and bottom-up projections preferentially target different dendrites. Due to stochastic dynamics
of individual neurons, noise is added to the signal.

Concretely, for each hidden layer we sample Ornstein-Uhlenbeck noise & with zero mean
and a small amplitude compared to the somatic potential u, (see Methods, Eqn. (6.40)). This
generic noise term is added as a current to the soma of each hidden layer neuron, where
it adds to the data signal to form a noisy firing rate. therefore, the sampled noise changes
faster than the data signal (i.e. stimulus). This condition, 7},.; > ¢, ensures that data and
noise are separable in frequencies.

To learn the backwards weights, simple and only local computations need to be performed
by the backprojections. At every top-down synapse By 1, a high-pass filtered rate 7, is
computed, which extracts the noise signal; this can be implemented in a physical substrate
as the difference of the top-down rate with a low-pass filtered version. This filter separates
the noise from the data portion of the top-down rate. We learn the feedback synapses
through minimization of a layer-wise alignment loss defined as

~ «
LM = =€) (1) [BrsaTes (1)) + ) | Bee|? (6.34)

where « is a constant defining the size of the regularizer. Minimization of LAl leads
to approximate alignment of By, with Wy, , as detailed below. Performing gradient
descent on the alignment loss defines the top-down weight updates,

> W W jon} T
B ==V, L =0V [& (Pi1)” — a B (6.35)

which can be performed simultaneously for all layers to learn all backprojections By 1,
while allowing the learning of forward weights W, ; at the same time. Due to this crucial
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property, we name the above method phaseless alignment learning (PAL). Note also that
the learning rule is constructed solely from information which is available pre- and post-
synaptically for each neuron at each point in time. This is in line with our requirement of
physical information processing, as well as phenomenological models of plasticity (Clopath
et al., 2010; Bono and Clopath, 2017).

Useful alignment of By ¢, through minimization of LA occurs in the following way (see
also Methods). At a given top-down synapse, the rate r,,, arrives from the layer above.
Note that this rate is made from data as well as noise accumulated from all layers; among
this is also the noise originating in layer ¢. The top-down synapse now calculates the high-
pass filtered rate 7., discarding the data portion of the incoming signal. As has been
pointed out in Meulemans et al. (2021), we then can exploit that the autocovariance of
Ornstein-Uhlenbeck noise decays exponentially in time (Sarkka and Solin, 2019). There-
fore, the only non-zero correlation between all noise signals contained in 7,,; and the
current, local noise sample &, is proportional to the expectation value of the local noise
auto-covariance &,(t + At) &,(t)”. Here At denotes the time it takes for a noise sample to
travel in a loop containing the layer above.

Minimization of LJA" for a given input sample and fixed bottom-up weights aligns the
backwards weights as

v/ T /
Byoi1 o @' (1g) [Wigre] @ () (6.36)

where we refer to Methods for the derivation. More generally, in a fully dynamical system
with changing input, By, will converge to a weight which also aligns approximately
with [Wy,, |7, but is a mean over input data, i.e. By g1 o< B[ [Wii1]" @']n,.

Note that our mechanism is able to take full advantage of the property of arbitrarily fast
propagation due to Latent Equilibrium. Noisy rates are calculated from the prospective
voltage, and therefore the time delay between the top-down noise signal and the post-
synaptic noise sample can become arbitrarily small. This means that the correlation time
scale of the Ornstein-Uhlenbeck noise 7¢ can also be small,’ leading to fast convergence
of backprojections; in comparison, methods without prospective coding require 7 > 7,
such that top-down weights converge slowly (e.g. Meulemans et al. (2021)).

Learning backward weights in our framework is not disturbed by simultaneous learning of
forward weights due to the frequency separation of data and noise: as we require 7¢ < 7jyres,
the error signal for forward weights can be recovered from backprojections by a low-pass
filter with time constant larger than 7. Furthermore, phaseless alignment learning (PAL) is
also able to learn useful backprojections in absence of a teaching signal, facilitating efficient
learning once an instructive signal is (re-)introduced. In particular, top-down weights do
not decay to zero if forward weights are kept fixed, even though the weight decay term
BMH o< —a By i1 might suggest so. The reason for this is that the expectation value of

’The exact requirement on the time scales is 7z > At.
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Figure 6.6: Cortical microcircuit setup with one hidden layer. Left: Full network with pyramidal cells
and interneurons. Triangles represent somata of pyramidal neurons, with attached basal and api-
cal compartments. Interneuron somata (circle) receive input from a single dendritic compartment
and a nudging signal from a matching pyramidal cell in the layer above. Right: Single microcir-
cuit. Somatic voltages contain bottom-up data signal, top-down error, and noise. The top-down
synapses adapted with PAL are marked with a star.

top-down weights, Eqn. (6.36), are formed from a balance between noise and the contribu-
tion due to the regularizer; see simulation results, Fig. 6.8, and Methods for details.

Cortical microcircuit implementation

We now consider a particular implementation of PAL in the framework of dendritic cortical
microcircuits (Sacramento et al., 2018). This model has been introduced with biological
plausible (error) signal transport in mind. Each microcircuit is defined by populations of
two types of neurons, pyramidal cells and interneurons. These are organized in layers
corresponding to cortical areas with a biologically plausible connection scheme, see Fig. 6.6.

In absence of a teaching signal, pyramidal cells take the role of representation units, reflect-
ing feed-forward activation. They receive bottom-up information onto their basal dendrites
and top-down activity in the distal apical dendrite, integrating both signals in the soma in
accordance with observations of layer 2/3 pyramidal cells (Jordan and Keller, 2020). Pyrami-
dal cells are modeled with a simplified three-compartment model with distinct basal, apical
and somatic voltages (Kording and Konig, 2001; Spruston, 2008).

The interneurons in this model are present in the hidden layers, and aim to represent a copy
of the activation of pyramidal cells in the layer above. Across layers, populations of pyra-
midal neurons and interneurons are arranged such that the number of interneurons in the
hidden layers matches that of pyramidal cells in the layer above. Interneurons are modeled
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with two compartments, representing dendritic tree and soma. They receive lateral input
from pyramidal cells in the same layer, and project back laterally to the same neurons.

The dynamics of the somatic membrane potentials of pyramidal cells u} with ¢ =
1, ..., N — 1 are an instance of the general leaky-integrator equation Eqn. (6.33),

Cm’l:l,z) =g (E] ug) + gbas ( bas ug) + gapi ( api -+ 64( ) — ug) R (637)

where Ornstein-Uhlenbeck noise &, is modeled at all hidden layers, and E; denotes the
leak potential. A target signal can be introduced by clamping the apical compartment of
the top layer pyramidal neurons to the target voltage u'¢'. Somatic voltages are determined
by leaky integration of input basal and apical currents. Dendritic compartment voltages
are calculated instantaneously from their rate input, through v}* = W}¥ 117 for basal
(bottom-up) input, v{" = W1 7} for the lateral input from pyramidal cells to interneu-
rons, and the apical compartment potential determined from the sum of top-down and
lateral activity, v\" = B{%rjy + BT r]. We refer to Methods for details.

As shown in Sacramento et al. (2018), the weight updates in this model approximate those
of error backpropagation in the limit of weak nudging (small top-down conductances):

N—1
~ T
AWM Lo AV G (9 H B} k1 ¥ Uk+1)} (Y (7"571) ; (6.38)
k=0

bas

~bas .__ g
where 9, = %

pyramidal cell, ey = u'8" — the output layer error, and a small parameter A\, which
regulates the amount of top- down nudging.

vE® denotes the conductance-weighted feed-forward input to each
bas

In contrast to the model defined by Sacramento et al. (2018), which employs fixed feed-
back connections, we learn the backward connections using PAL with the scheme defined
in Section 6.4.2. We consider noise in the hidden layers with a small amplitude compared to
the corresponding somatic potentials. Synaptic plasticity of thus-far fixed weights BZIE 4
is enabled through the learning rule Eqn. (6.35). Finally, in order to preserve learning of
feed-forward weights, we endow the update rule of Wy;_, with a low-pass filter with time
constant 73,. Note that all computations required for PAL can be performed locally by the
corresponding synapse.

Additionally, we implement Latent Equilibrium into the microcircuit model as in Haider
et al. (2021) by replacing all rates calculated from somatic potentials with rates obtained
from the prospective voltage, 7, = ¢(u}") — ¢(u;"). This affects all compartment

potentials as well as synaptic plast1c1ty rules.
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Experiments

We perform several experiments in order to evaluate PAL. The base algorithm given
by Eqn. (6.35) is applicable to rate-based neuron models. Here, we focus our experiments on
a microcircuit implementation as defined in the previous section, in order to demonstrate
its merits as a bio-plausible method for learning. We show that PAL is able to align top-
down weights to useful backprojections, and compare weight updates to those of an ANN
trained with BP. A simple toy task (teacher-student) illustrates where PAL improves on
using fixed random backprojections. Using computer vision benchmark tests, we demon-
strate that PAL is able to scale to bigger networks and more complex tasks. Finally, we show
that PAL facilitates credit assignment in deep networks, where multiple hidden layers are
required for successful learning.

We stress that all simulations are performed with fully recurrent dynamics described
by Eqns. (6.33) and (6.37), differentiating our work from similar studies where the dynamics
are replaced by steady-state approximations and the recurrency is implicitly removed by
calculating separate forward and backward passes (Sacramento et al., 2018; Greedy et al.,
2022). All simulation parameters are given in Supplementary Information.

Phaseless backwards weight alignment We first demonstrate that PAL aligns top-down
weights in cortical microcircuits with the theoretical result given by Eqn. (6.36). We
simulate the dendritic microcircuit model with three hidden layers, keeping the forward
weights W/;_, fixed while modeling noise in all hidden layers and learning all By, ; si-
multaneously. In this experiment, we present no target to the output layer. Top-down
weights as well as lateral weights from interneurons to pyramidal cells are adapted fully
dynamically during training.

Results are shown in Fig. 6.7, where the upper and lower row correspond to the two cases
where neurons are active in their linear/non-linear regime. It is of interest to evaluate both
of these regimes, as complex tasks cannot be solved with a fully linear network. Never-
theless, it is also not the case that all neurons are in the non-linear regime for all inputs;
typically, there is a mixture of both states present in the network.

The first column shows the angle between top-down weights and Eqn. (6.36), demonstrat-
ing good agreement with the theoretical expectation over all hidden layers."” These back-
ward weight configurations are useful, as they approximately align with the transpose of
the forward weights; we show the corresponding alignment angle in the second column.
Alignment of top-down weights with the transpose is much better in the linear regime, as
¢ =1.

In the third column, we show that errors propagated in a microcircuit with PAL approxi-
mately align with backpropagation. After each epoch of training the backprojections, we
evaluate the model in its current state by introducing a teaching signal. This generates an

"We hypothesize that the larger misalignment angle in the non-linear case is due to the data-specific learning of
backwards weights (see Discussion).
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Figure 6.7: PAL aligns weight updates with backpropagation in deep networks. Top: We train the
backward projections in a deep microcircuit network with layer sizes [5-20-10-20-5] and sig-
moid activation with no target present. All backward weights BZEZ 1 are learned simultaneously,
while forward weights are fixed. Lines and shading show mean and standard deviation over 5
seeds. Weights are initialized as WP ~ /[—1, 1], such that neurons are activated in their lin-
ear regime. The right column compares the potential forward weight updates generated from
backpropagation using BZI; 1 in the microcircuit model to those in an ANN with BP (see main
text and Methods). Bottom: Same as above, but with weights initialized in non-linear regime,
WPP ~ U[-5, 5]. Weight updates (f) are biased towards misalignment due to the dendritic mi-
crocircuit model, see Methods.

error which propagates to all layers, and from which a forward weight update AW};_, is
constructed; see Methods for details. We stress that here, no weight update is applied, as in
this experiment, we only demonstrate learning of top-down weights. We compare AW;}’_l
of this microcircuit model to the weight updates AWff_l in an ANN with backpropagation
and equivalent feed-forward weights. The results in the third column demonstrate that PAL
is able to propagate useful error signals through alignment of backward weights.

Teacher-student setup To further demonstrate that PAL enables propagation of useful er-
ror signals, we turn to a simple teacher-student task. A microcircuit model consisting of
a chain of two neurons is trained with PAL and, for comparison, random fixed backwards
weights. Plasticity is enabled in all synapses, i.e. forward weights are adapted, too. A teach-
ing signal is obtained from a similar two-neuron chain connected with fixed and positive
weights. The teacher chain produces a non-linear input-output mapping determined by the
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Figure 6.8: PAL improves learning on teacher-student and classification tasks compared to fixed

random synaptic feedback. Left column: A chain of two neurons learns to mimic a teaching
signal. The student neurons are initialized with negative weights and need to flip the sign. In
particular, in order to achieve correct weights to the hidden neuron Wﬁ%, positive feedback
weights are required. The teacher (red) has a positive weight. Results for student neuron chains
are shown for PAL (blue) and FA (orange). The shading indicates mean and standard deviation
over 5 seeds. Due to the wrong sign of the transported error, random synaptic feedback fails
to solve the task, and weights diverge. The models trained with PAL start in a similar fashion;
however, after sign flip (at about 500 epochs, see a), the error signal becomes useful, and Wﬁ%
converges to the weight of the teacher. As a control, we also show the ideal solution with weight
transport, Bi”PQ = (W2P P)T. Center column: Validation error during training and test errors for
the Yin-Yang task (c) of the microcircuit model (MC) with network size [4-30-3]. For reference,
we also show the test error in an ANN trained with BP with equal network size. The shading
indicates mean and standard deviation over 10 seeds. d: Alignment angle between backwards
weights B{", and (W34)”. While FA relies on alignment of forward weights, PAL improves on
this by aligning the backward weights with the transpose of forward weights. Right column:
Same as center column, but for the MNIST data set with network size [784-100-10].

choice of its synaptic weights. The task of the student is to adapt its weights to reproduce

this input-output relationship.

In order to highlight an important shortcoming of fixed feedback weights, we initialize the
student models with negative forward and backward weights. As shown in Fig. 6.8, a model
trained with fixed random feedback weights is not able to reproduce the teacher output and
even has diverging weights. This is caused by the wrong sign of the top-down weights: a
positive error on the output layer is projected backwards through the negative synapse
B, Thus, the weight W{ to the hidden layer grows negatively, further increasing the
disparity between teacher and student weights. PAL resolves this issue by approximately
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aligning By’ with W77, thereby learning backwards weights with correct sign (left column
in Fig. 6.8). Note that as as long as Bi}; has not yet aligned, Wf}") moves in the wrong
direction, but as soon as Blip2 switches sign (at epoch ~ 500), the forward weight is able to
learn correctly!’.

For comparison, we also show the ideal however bio-implausible case corresponding to BP,
where top-down weights are set to the same value as the forward weights to the output
neuron.

Classification experiments We now turn to more complex tasks and evaluate PAL on clas-
sification benchmarks, while still working with the biologically plausible microcircuits as
the base model. Due to the complexity of simulating microcircuit models with full dynam-
ics, we focus this evaluation on the computationally effective Yin-Yang task, and perform
experiments on MNIST digit classification as a sanity check.

The Yin-Yang classification problem (Kriener et al., 2022) is designed to be a computationally
inexpensive task which nonetheless requires useful error signals to reach the lower layer
of a network, i.e. is able to differentiate the error propagation quality between FA and BP
or variants of it. The task consists in learning to map 2d input coordinates correctly to
three distinct categories. ANNs trained with backprop can solve this task with as few as 30
hidden neurons (test error (2.4 + 1.5) %) (Kriener et al., 2022). This requires the formation of
a useful hidden layer representation, which is more likely if backwards weights are adapted
instead of random and fixed.

The microcircuit models with PAL achieve a test error of (4.0 + 0.4) %, performing consider-
ably better than microcircuits with fixed random feedback weights at (7.8 + 2.4) % (Fig. 6.8,
center column). This is reflected in the increased alignment between the transpose of for-
ward and backward weights.

We also perform the MNIST digit classification task with a similar setup (right panel
in Fig. 6.8). In a similar vein to the Yin-Yang experiments, this single and small hidden
layer is chosen as to highlight whether a good latent representation is formed. We achieve
a final test error (3.9 + 0.2) % using PAL and (4.7 + 0.1) % with microcircuits with FA.

We highlight that our results were obtained by simulating a fully dynamical, recurrent
and bio-plausible system with weight and voltage updates applied at every time step. This
is in contrast to previous simulations using bio-plausible networks with recurrency, where
simplified network dynamics were assumed for computational feasibility (Sacramento et al.,
2018; Greedy et al., 2022). Such approximations do not accurately reproduce the dynamics
of recurrent physical networks.'?

"'This also requires the weights W3, to be positive, which is achieved independently of the method (PAL/FA) through
learning of the top-layer (not shown).

"2Simulations on the MNIST task in Sacramento et al. (2018) use the steady state approximation of voltage dynamics, and
weight updates are calculated in two distinct steps. In effect, this simplifies the recurrent dynamics defined by Eqn. (6.37)
to those of an ANN with separate forward and backward phases and voltage buffering.
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Figure 6.9: PAL learns useful latent representations, where feedback alignment fails to do so.

a: Encoder/decoder setup network with size [784-200-2-200-784]. MNIST digit dataset is fed into
an encoder network with two output neurons. A stacked decoder network aims to reproduce
the original input. b-d: Latent space activations after training. We show the activations after
training in the two-neuron layer of one seed for all samples in the test set; colors encode the
corresponding label. Backpropagation and PAL show improved feature separation compared to
feedback alignment. e: Linear separability of latent activation. f: Alignment angle of top-down
weights to all layers for the PAL setup (mean and standard deviation over 5 seeds). PAL is able
adapt top-down weights while forward weights are also learned. Note that the layer { = 1
maps 200 neurons onto two in the forward direction, leading to many possible solutions in the
backwards direction, and hence a larger alignment angle is to be expected.

Efficient credit assignment in deep networks The previous analyses have shown that PAL
can learn useful backprojections in dynamical systems. The simulations performed with
microcircuit models stress the bio-plausibility of PAL. However, the microcircuit model
(both with and without PAL) carries the issue that error signals decay with increasing hid-
den layer number (see Methods). PAL is designed to learn useful backprojections in deep
hierarchies; in order to demonstrate the full capability of our method, we now relax our re-
quirement for bio-plausible error transport and shift away from the dendritic microcircuit
model.

We revisit the general leaky integrator model defined by Eqn. (6.33). The difference between
this simpler model and the microcircuit model is the exclusion of interneurons. Instead,
errors are transported directly via ey = ¢'(tUy) - By 1 €041-
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We demonstrate the capability of PAL for credit assignment using the MNIST-autoencoder
task (Fig. 6.9) (Lansdell et al., 2019). Autoencoders can be used to to greatly compress an
input image to a latent representation, in this case reducing down to a vector of dimension
two. In order to decode such a representation, a successfully trained autoencoder network
should show a separation of input of different classes in the latent space. To learn a well
separated latent representation, suitable error signals need to travel through the whole
network to train the encoder weights.

We evaluate the latent space separability by training a linear classifier. Results shown
in Fig. 6.9 (e) demonstrate that networks trained with PAL achieve linear separability close
to BP ((37 £ 1) % vs. (40 £ 1) %, respectively), while training with FA leads to significantly
poorer linear separability at a test accuracy of (22 £ 2) %. Figure 6.9 (f) shows that PAL is
able to learn the transpose of forward weights across hidden layers. Our results imply that
with PAL, the network is able to transport useful error signals and learn suitable weights
throughout all hidden layers, whereas FA leads to poor feature separation.

6.4.3 Discussion

We have introduced phaseless alignment learning (PAL), a general method of learning back-
projections in hierarchical, dynamical networks. Our theoretical results and simulations
show that PAL provides online learning of forward and backward weights in a phase-less
manner. As a general method, it is applicable to models where time-continuous activity
is propagated, and approximately aligns feedback weights with those of backpropagation.
PAL fulfills the requirements of learning and signal transport in physical systems: all nec-
essary information is available locally in time and space.

In our evaluation, we have emphasized the biological plausibility of PAL as a model of
sensory processing. PAL could be implemented in biological components; in particular, it
explicitly exploits noise found in physical systems and makes use of simple filtering tech-
niques for disentangling signal and noise where needed. We argue that a cortical realiza-
tion of PAL (or a variant) would be evolutionarily more advantageous than fixed feedback
weights, as it implements a significantly more efficient solution to the weight transport
problem.

Our simulation results show that PAL is able to outperform FA in terms of credit assign-
ment in biologically plausible, recurrently connected networks. The requirements for PAL
are quite general, and we stress that the dendritic microcircuit model with PAL is only one
possible implementation, which however is notable for its bio-plausible error transport. In
principle, it can be argued that a test error comparable to PAL could have been achieved with
fixed random backprojections by scaling up the hidden layer size (not shown). Neverthe-
less, it is advantageous for a method to perform well while requiring less neurons/synapses,
for biological plausibility but also energetic efficiency. It has been suggested that the inef-
ficiency of FA can mitigated through direct random backprojections (direct feedback align-
ment, DFA), where the feedback signal from the output layer is sent directly to all hidden
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layers, passing only through a single random feedback matrix (Ngkland, 2016; Crafton et al.,
2019). However, in the context of cortical hierarchies, this presupposes skip connections
from one higher cortical area to all lower areas instead of layer-wise connections. While
such connections have been observed in the cortex, the visual stream is largely organized
in hierarchical manner, with significantly weaker correlation between non-neighboring ar-
eas (Haak and Beckmann, 2018).

However, like any algorithm based on learning from data samples, weights trained with
PAL are data-specific. That is, top-down weights are aligned with an average over many
input samples 7 as By g1 < E[¢' [Wii1]T ¢]ry, leading to imperfect alignment of trans-
ported errors with those of backpropagation (see Fig. 6.7). Lower learning rates n°* lead
to an inclusion of more samples into the expectation value; by sampling over the whole
training set, data-dependency can be minimized — however, as forward weights need to
evolve slower than backward weights, this leads to slow overall learning. In contrast to
this, Ernoult et al. (2022) circumvents this issue by separate phases of forward and back-
ward learning for each data sample, but no fully on-line solution is currently known. As
we have shown, the error transported by this data-specific weights can still be efficient in
learning to solve complex tasks.

Note that PAL is able to make full use of prospective coding — i.e., that all information
propagation occurs through prospective rates (), which converge to their steady state
quasi-instantaneously. In particular, this ensures that the weight update rules are con-
structed from useful learning signals at all times, not only after the neuronal dynamics
have settled into a steady state. As a consequence, we were able to simulate our dynamical
system with fully continuous voltage dynamics and learning of all synapses enabled at all
times. This is an important difference compared to previously known bio-plausible mecha-
nisms of learning in dynamical systems, which have mitigated the issue of slow relaxation
through slow or phased learning (see e.g. O'Reilly (1996); Bengio and Fischer (2015); Sacra-
mento et al. (2018); Guerguiev et al. (2017); Scellier and Bengio (2017); Mesnard et al. (2019);
Xie and Seung (2003); Song et al. (2022)), and/or by re-initializing the somatic potentials to
their bottom-up input state for every data sample (Scellier and Bengio, 2017; Sacramento
et al., 2018; Meulemans et al., 2021).

As our theory is based on a rate-based abstractions of neural dynamics, there remain several
open questions of bio-plausibility and realism. Extensions to our theory may implement
Dale’s law of either inhibitory or excitatory activity, a constraint which could be realized by
separate populations of neurons (Cornford et al., 2021). Equally, the dendritic microcircuit
model could model biology more closely by implementing spiking neuronal output, and
arguing that credit is assigned through a probabilistic interpretation.

Our results clearly point towards future work on theories of on-line learning in the cortex
and on neuro-inspired hardware. Building on similar ideas in the literature (Faisal et al.,
2008; McDonnell and Ward, 2011; Maass, 2014; Rusakov et al., 2020), we hypothesize a
general principle of using noise in physical systems for learning, instead of considering it
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an undesirable side effect when modeling substrates. PAL can serve as a blueprint for the
greater philosophy of viewing noise as a resource rather than a nuisance.

6.4.4 Methods

As in the main text, bold lowercase (uppercase) variables (X)) denote vectors (matrices).
The partial derivative of the activation given by r, = ¢(@) is denoted by ¢'(@), which is a
diagonal matrix with yu-th entry g%.

Prospective Coding

As neurons in our theory are modelled by leaky integrators, the somatic voltage follows
the low-pass filtered sum of input currents, and therefore exhibits a slow response to its
input. This effect multiplies with increasing layer number, resulting in the requirement to
present an input for many membrane time constants to allow both input signals from the
bottom and learning signals from the top to fully propagate through the whole network.
Additionally, slow neuron dynamics do not only slow down the flow of information, but
also introduce incorrect error signals, as demonstrated in Haider et al. (2021).

Several schemes have been proposed to solve this issue. A common fix is scheduled plas-
ticity, where synapses are only learned once the system has settled into the equilibrium
state (O’Reilly, 1996; Bengio and Fischer, 2015; Sacramento et al.,, 2018; Guerguiev et al,,
2017; Scellier and Bengio, 2017; Mesnard et al., 2019; Xie and Seung, 2003; Song et al., 2022).
This leads to slow learning, and the need to explain the phased plasticity through a bio-
logically plausible mechanism. In Haider et al. (2021) and our model however, the issues
caused by response lag are overcome by calculating the firing rate of each neuron based on
the prospective future voltage: all neural outputs and weight updates are calculated from
the prospective voltage U = u + Teg %' The implementation of prospective coding with
PAL is essential for fast transfer of information, ensuring quick convergence of weights.

Alignment of feedback weights

We show how the weight transport problem can be solved through alignment of top-down
weights. We keep our description general by discussing the basic leaky integrator model
with noise,

Tesily = =W + by + Wy 111 + €+ & (6.39)

with e, propagated downwards from the upper layer error through feedback connections
By .. As detailed in Section 6.4.2, we do not discuss error propagation itself, but focus
instead on the learning of feedback weights from the rates generated within each layer.
The procedure to learn the backwards weights relies on two recent theoretical advance-
ments: the local difference reconstruction loss defined in Ernoult et al. (2022) trains back-
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wards weights to approximate backpropagation, whereas the proposal of Meulemans et al.
(2021) to consider Ornstein-Uhlenbeck noise enables us to learn all backwards weights si-
multaneously.

To begin, we model Ornstein-Uhlenbeck noise &, in each hidden layer. The noise signal is
generated from low-pass filtered white noise,

£(t) = —Tig [E0(t) — puelt)] (6.40)

with pe(t) ~ N(0,0?), and low-pass filtering constant 7¢ smaller than the usual presenta-
tion time 7,5 of input signals 7. Therefore, &, represents an Ornstein-Uhlenbeck process
with high frequency compared to the inference and error signals. We choose the scale of
noise o such that it is small compared to the somatic potential in all hidden layers. If we
denote as (1)) the neuron output in absence of noise, we can expand to first order in
small noise, 7, ~ (1)) + ¢ (Uy) &. This signal is sent to the corresponding higher layer
k 4 1 through the weight W), ;, where the upper layer noise &;; is added on top. This
continues through all layers up to the output layer. Hence, for a given layer /+ 1, the output
rate is modified by noise to be'?

¢ ¢
Top1 = 0(tyyy) + ¢ (g ) G + ¢ (g, Z H 1@ ()] & - (6.41)

m=1 n=m

This noise-inclusive rate is also propagated top-down. In the case of layer-wise feedback
connections, 7 is sent to layer ¢ through the synapse By ¢ ;. Therefore, the information
locally available to learn useful top-down weights is restricted to the pre-synaptic rate 7,
and the post-synaptic potential including noise.

We aim now to learn the top-down synapses by exploiting the auto-correlation of noise.
The slow portion ¢(i;, ) of the pre-synaptic signal is not useful for learning of backwards
weights, as it contains correlations across layers which cannot be canceled. Therefore, we
extract the noise-induced portion of the signal with a high-pass filtered version of the top-
down rate, 741 (Meulemans et al., 2021). The dynamics of By ¢ are derived from gradient
descent on the local alignment loss LFAL, cf. Eqn. (6.34). This yields the learning rule

Bupr = 00" [& (7?£+1)T —aBygi] (6.42)

PIn this description, we omit noise originating in downstream areas ({42, . . . , £n) as it quickly averages to zero (see
below).
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We determine the fixed point of the feedback weights by taking the expectation value over
many noise samples for fixed inputs and weights,

0= E[B] . (6.43)
= B[ {8 (Fer)” — aBrean}], (6.44)
= E[Byal, = ~E[& ()], (645)

Using Eqn. (6.41), the right hand side can be expanded,

¢ ¢
E[B“H} [&{ () o1 + ¢ (g ) Z H w1 (it))] Em}}

m=1 n=m

(6.46)

We now make use of the fact that the auto-covariance of Ornstein-Uhlenbeck noise decays
exponentially in time,

E[&(t + At) & ()], = 10k %2 e~ 1AM/ (6.47)

where 0y ¢ is the Kronecker delta, o? the variance, and At corresponds to the time needed
for a noise sample to travel to the layer above and back. As noise originating in different
layers is uncorrelated, it quickly averages to zero, whereas the correlation of noise samples
at different times generated at the same layer is non-zero. We thus have as our final result

0_2

B €_|At|/T€{90/(’&2) [WZH,(Z]T@,('&gH)} : (6.48)

Q|r

E [Bé,f—&-l} ¢ ~

The curly brackets show the alignment between feedback and feedforward weights.

We now incorporate this result with the learning rule for bottom-up weights W, ,_;. As
discussed in Section 6.4.2, error propagation mechanisms generally produce a layer-wise
error e, as a function of top-down synapses By s ;.

Models closely related to backpropagation (Xie and Seung, 2003; Scellier and Bengio, 2017,
Haider et al., 2021) employ forward weight updates of the form

X fw T
Woe1n=mn,"€er;

= 774 {90 Ue) By i1 €e+1} T‘g 15 (6.49)
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whereas models where rates are propagated top-down (Lee et al., 2015; Sacramento et al.,
2018; Meulemans et al., 2020) can be generally described by

We,eq =" {BMH ¢ (g, ) e£+1} Tl (6.50)

We plug our result for learned top-down weights, Eqn. (6.48), into these update rules. Be-
cause we have based our derivation on a general leaky-integrator model, our result in the
form of E[By 41| o< ¢ (1)) [Wigr,] T(p'(ﬁ(éﬂ) V ¢ can be employed in any of these theo-
ries. Plugging into either Eqn. (6.49) or Eqn. (6.50), we see that the weight updates AW, ,_;
align with those of a feed-forward network trained with backpropagation up to additional
factors of derivatives. Therefore, our algorithm can provide useful error signals which ap-
proximately align with backpropagation, improving on random feedback weights.

Dendritic cortical microcircuits

We now describe learning through minimization of the dendritic error as proposed in Sacra-
mento et al. (2018). In this model, weights are adapted using local dendritic plasticity rules
in the form W = 1 [p(u) — ¢(v)] 77, where W represents lateral or feed-forward weights,
7 is a learning rate, u and v denote different compartmental voltages and r the pre-synaptic
rate (Urbanczik and Senn, 2014; Gerstner et al.,, 2018). In order to adhere to the principle
of bio-plausibility, the microcircuit model uses rules such that « corresponds to the soma
of a given neuron and v to the corresponding compartment the synapse connects to. The
concrete form of all learning rules can be found in Supplementary Information. They are
designed such that the system settles in a specific state, where activity of the apical dendrite
of hidden layer pyramidal cells represents an error useful for learning.

We first describe learning using fixed random feedback connections. Before supervised
training, the system is run in absence of a teaching signal with random input 74(¢). As
demonstrated in Sacramento et al. (2018), the plasticity of W', and By, allow the system
to settle in a self-predicting state. This is a system state described by matching voltages be-
tween interneurons and pyramidal cells, uj, = wuy, |, together with zero apical voltages v,"".
This second condition is achieved in the hidden layers by learning lateral weights such
that top-down and lateral activity cancel, i.e. By, 7, = =By}, r/,,. We now turn on an
instructive signal by clamping the apical compartment of top layer pyramidal cells to the
target voltage u'¢'. The somata of these neurons integrate the target signal with the bottom-
up input and propagate it top-down to the hidden layers. In the limit of small conductances
(weak nudging), the pyramidal neurons are now slightly nudged towards the target, while
the interneurons in the hidden layers do not observe the teaching signal; therefore, they
represent the activity which pyramidal cells in the layer above would have if there were
no target. As the apical dendrite calculates the difference between top-down and lateral
activity, it now encodes the error signal passed down to the hidden layers. This is how
cortical microcircuits with dendritic error encoding assign credit to hidden layers neurons.
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In fact, the microcircuit model implements difference target propagation (Lee et al., 2015)
in a dynamical system with recurrency, with v,” = By}, (r/,, — r}) representing the
backprojected difference target g(hyy1) — go(hy1).

PAL is implemented naturally by the inclusion of noise and our learning rule Eqn. (6.35).
Contrary to simulations with fixed top-down weights (Sacramento et al., 2018; Haider et al.,
2021), the inclusion of PAL also requires dynamical lateral weights from interneurons to
pyramidal cells. For efficient learning, a tight balance between learning rates needs to be
kept: lateral weights Wﬁ need to adapt quickly to any changes of feed-forward weights
WE:L » while top-down weights BZ@ 41 need to adapt to changing forward weights quickly;
on the other hand, lateral weights Bz !, from interneurons to pyramidal cells need to adapt
quickly to changing top-down weights, such that no spurious error occurs. The precise
order of weights updates is [AW/Y, ,| < |ABy,, || < |[ABy,| S |AW/].

We comment on the ability of cortical microcircuits to assign credit over hierarchies with
multiple hidden layers. While Eqn. (6.38) implies that in theory, tasks can be learned suc-
cessfully using many hidden layers, the derivation assumes perfect cancellation of the top-
down signal with the interneuron activity, such that only the error signal is encoded in the
apical dendrite. This requires a perfect self-predicting state, which is unattainable in prac-
tice unless learning is phased (learning phases interleaved with phases where no target is
present and the self-predicting state is reestablished). As the error signal scales with the
small nudging strength A, early layers in the network receive instructive signals which are
weaker by orders of magnitude, further complicating realistic evaluations of the model. For
this reason, we restrict our simulations showing credit assignment in cortical microcircuits
to a single hidden layer (see Section 6.4.2).

Simulation details

In all experiments, dynamics are simulated in discrete time steps of length d¢ using the
Euler-Maruyama method (Sarkka and Solin, 2019). Input and targets are passed as data
streams in the form of vectors presented for 7},.s = 100 dt without any kind of filtering or
pre-processing. In all simulations, voltage and weight updates (where non-zero) are applied
at all time steps. All layers are fully connected throughout all experiments.

Microcircuits are simulated by defining effective voltages u.s as described in Haider et al.
(2021): we rewrite all dynamical equations in the form C,,u = %ﬁ(ueﬁ — u), where u
denotes the pyramidal or interneuron somatic potential. Models are initialized in the self-
predicting state defined (see Supplement, and Sacramento et al. (2018)). Before training, we
allow the voltages to equilibrate during a brief settling phase (several dt). Activation func-
tions are the same throughout all layers, including the output layer. Targets are provided
as a target voltage u'8" at the output layer.

“Independent of the error propagation scheme, the framework of DTP also includes the learning of top-down weights
such that the system’s cost is minimized according to Gauss-Newton optimization with batch size 1 (Meulemans et al.,
2020).
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For the PAL implementations, we calculate Ornstein-Uhlenbeck noise by sampling white
noise w ~ N (0, 1) and low-pass filtering with time constant 7¢, that is, &[t + dt] = &[t] +
%(\ /Te dt o, w—dt &[t]). High-pass filtered rates 7 are calculated with respect to the time
dry

=P
T :Ti Forward weight updates low-pass filtered with 7,

a7
constant 7y, through —* =
before application.

For pseudocode, all parameters and architecture details, see Supplementary Information.

Phaseless backwards weight alignment We simulate a microcircuit network of size [5-20-
10-20-5] with sigmoid activation. Linear and non-linear regimes are simulated by choosing
bottom-up weights as W** ~ U/[—1,1] and ~ U[—5, 5], respectively. Forward weights are
fixed, while top-down and lateral (inter- to pyramidal neuron) weights are learned.
During evaluation against BP (right column in Fig. 6.7), we set the lateral weights during to
the exact self-predicting state, in order to observe an error signal in earlier hidden layers.
Note that the weight updates in the microcircuit model do not exactly represent those of an
ANN. This is due to an additional factor ¢'(w}) as well as the fact that top-down nudging
influences the somatic activity (see Supplementary Information for details). These factors
introduce a misalignment unrelated to the performance of PAL, as can be seen through
the comparison of updates in the non-linear case (Fig. 6.7 (f)); in particular, already in the
output layer (¢ = 4), a misalignment of ~ 20° can be observed, and hence even perfectly
learned backprojections are likely to observe increased misalignment. Therefore, it is to be
expected that alignment is improved further in theories of error propagation which relate
more closely to backpropagation.

Classification experiments The Yin-yang and MNIST tasks were solved using microcir-
cuit networks of size [4-30-3] and [784-100-10], respectively, with sigmoid activation. All
weights (including lateral) were trained with fully recurrent dynamics. For the experiments
shown in this section we use the GPU enhanced Neuronal Network simulation environment
(GeNN) (Yavuz et al., 2016; Knight et al., 2021). Natively, GeNN supports the simulation of
spiking neural networks, but the possibility to add custom neuron and synapse models to
the already provided ones makes the implementation of rate-based models such as the den-
dritic microcircuit possible. The simulation of the dendritic microcircuits benefited greatly
from the graphical processing unit (GPU) support provided by GeNN which allowed us to
perform the experiments shown in this section within practically feasible simulation times.

Efficient credit assignment in deep networks For this experiment, we simulated the gen-
eral leaky integrator model, Eqn. (6.33). Network size of the autoencoder is [784-200-2-
200-784], with activations [tanh, linear, tanh, linear]. We define as latent space activity
the output of the two neurons in the central hidden layer. PAL is implemented by adding
Ornstein-Uhlenbeck noise &, to each hidden layer neuron, calculating the high-pass filtered
rate 7,1 and updating top-down weights with Eqn. (6.35). The output layer error is defined
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as ey = u'®" — @. We also include a bias term for each neuron. Forward weight updates
are low-pass filtered with time constant 7.

As previously, this model is simulated in discrete time steps, with images presented for
Thres = 100 dt. Voltages are updated continuously, and weight updates are applied at all
steps. After every epoch of training the LI model, we trained a linear classifier on the MNIST
train set and show the accuracy of the linear classifier on the test set.
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6.4.5 Supplementary Information A: Additional information on PAL

In this Supplement, we give more detail on the derivation and application of PAL and the
microcircuit implementation used to perform the simulations.

As in the main text, bold lowercase (uppercase) variables « (X)) denote vectors (matrices).
The partial derivative of the activation given by r, = (@) is denoted by ¢'(), which is a
diagonal matrix with p-th entry g%’;.

Derivation of PAL

We point out how and why our alignment loss £j*", defined in Eqn. (6.34), differs from

the reconstruction loss £ introduced in Ernoult et al. (2022). Using the notation of this
manuscript, this can be expressed as

LBz ern _ﬁth B€,€+1{"'§i1 - ue+1 } + HBZ £+1{”'g+1 - u£+1 }H (6.51)
where rfil is the rate which comprising data signal and noise from layer ¢ only, while the
second term generated from % contains no noise signal. The regularizer requires a separate
phase, where noise is injected only into layer ¢ 4 1 and backpropagated to layer /.
Training feedback weights by gradient descent on this alignment loss represents a case
closely related to PAL - for fixed input and forward weights, B, converges such that
the Jacobians matrices align, By 1 ¢' (), ;) || [¢'(1y) Wey1,]". Inserting this result into
the difference target propagation rule of Eqn. (6.50), we see that the update reproduces exact
backpropagation with linear activation function on the output layer.
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An analogous implementation of gradient descent on L in our setup requires making use of
the noise in the output layer, and using a different kind of regularizer, i.e. —« || By 17711 ]|
instead of weight decay. Unfortunately, this regularizer contains non-zero correlations of
all noise signals up to layer ¢ + 1, and not only auto-correlations of &,. Therefore, gradi-
ent descent on a difference reconstruction loss with this regularizer does not lead to useful
top-down weights, as a particular weight By, receives contributions proportional to all
weights Wy, for & = 1 ... (. The central reason causing this issue is that our sys-
tem learns to adapt all feedback weights simultaneously, which requires considering noise
in all layers at all times. Contrary to this, in Ernoult et al. (2022), feedback weights are
trained sequentially with two separate phases of noise injections in different layers. We
have therefore designed Eqn. (6.42) as a heuristic approximation to the optimal update rule,
while achieving full always-on plasticity in our system.

Alternatively, the problem of superfluous derivatives ¢’ can be addressed if the derivative
of the activation w.r.t. to the potential is available at the synapse. Given this information,
the weight updates can be defined as

. W o~ T ) /
Buo =" [& (Pev1) — o (@0) Begr @ (1)) - (6.52)

Note that the derivatives ¢'(t,) are a function of the full somatic potential, comprising
data as well as noise. Using the fact that correlations between &, and &, cancel to zero,
we obtain that the new expectation value of top-down weights to first order,

E[' (@) Brer1y' (1)) 0 ' (89) Wit e ¢ (1) - (6.53)

We have tested this alternative regularizer in the relevant regime of in non-linear activation.
As shown in Fig. 6.10, it is able to improve alignment of BEZ 41 With [WHL /|7 by about 10°
in this example (note that we have used the same parameters as in the PAL setup. With ap-
propriate hyperparameter search, convergence time and final alignment may be improved).
However, whether a bio-plausible synapse can calculate the derivative ¢’ = g—;% is not clear.
Given our requirement that all computations can be implemented with simple physical
components, we have opted for the weight decay regularizer as defined in Eqn. (6.34).

Error propagation in microcircuits

In this section, we explain in detail how the cortical microcircuit is able to propagate mean-
ingful targets, and align its feedback weights using PAL in order to efficiently minimize the
difference between its output and a teaching signal.

We briefly review the general microcircuit setup defined by Sacramento et al. (2018). In
this model, the different neuron populations are each selected to play a distinct role. Each
hidden layer is composed of a population of pyramidal neurons and interneurons, where
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Figure 6.10: Alternative regularizer with derivative shows further improvement in alignment. We
reproduce the experiment in Fig. 6.7 (e) using the same parameters: microcircuits learning to
adapt backwards weights with PAL using (a) the standard weight decay regularizer and (b) the
derivative-dependent regularizer of Eqn. (6.52).

the number of interneurons in a given layer matches the number of pyramidal cells in the
layer above. The neurons form a network defined by connections as shown in Fig. 6.6.

As in Sacramento et al. (2018), we define the following coupled differential equations to

govern the voltage dynamics of pyramidal cells (u}) and interneurons (u}) in a network
with layers ¢ =1 ... N:

Coutf = g1 (Br = uf) + ™ (0} — wf) + g% (v + &t) ~uf)  VO£N, (659

Cm'u/?\[ =g (El o ’U/?\;) + gbas (’U?\?S uif) + inudge,tgt 7 (655)
Cm’U,Z =g (El _ ’l.l,e) + gden ( den ’U,IK) + inudgeJ ] (656)

Here, & denotes the noise modeled in all hidden layers. Compartment voltages are induced
instantaneously by the respective input rates and synaptic weight,

v = Wi (80) (6.57)
v = By (4),) + Biy o (i) (6.58)
den = Wlhe (ay) . (6.59)
The nudging currents for the interneurons are §™4e! = gnudeel (g7 — 4;), and the output

layer pyramidal neurons receive a weak instructive signal via §idgstet — gnudgetst (g tet gk )
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In the base microcircuit model of Sacramento et al. (2018) augmented with prospective
coding (Haider et al., 2021), synaptic plasticity of forward and lateral weights is defined as

bas
W b o (@f) — o — T b a )" VAN, (660
ee—1 = e 90( e) ¥ gt gh + g ¢ 90( 571) # (6.60)

bas
Wity =l o (ah) — o (ot e (@) (661
. den
WE =" o ) — o (o) [ ) (662
B}, = [—vipi] o (ah)" (6.63)

while top-down weights By, are fixed.

Before deriving the relevant analytical expressions, we briefly explain how the design of
the circuitry leads to well-defined error propagation. In absence of a teaching signal, and
if the microcircuit has settled into its self-predicting state, the interneuron activity in each
layer represents an exact copy of the pyramidal neurons in the layer above. Interneurons
project laterally onto the apical dendrites of pyramidal cells in the same layer; these apical
dendrites also receive input from pyramidal cells in the layer above. In the self-predicting
state, these activities are subtracted from each other; as they are exactly the same, the inputs
cancel, and the apical compartment voltage is zero.

We now introduce a weak nudging signal towards the correct voltage at the output layer. To
first order in expansion parameters, the interneurons still represent the pyramidal neurons
in the layer above in absence of a teaching signal. The activity of the pyramidal cell in the
layer above now however additionally contains the error signal. Therefore, the difference
in activity calculated at the apical dendrite in a given layer also represents an error. Starting
from the penultimate layer, this argument extends successively to the apical compartment
voltages in all hidden layers. Consequently, the apical compartments represent errors useful
for learning, and these errors are backpropagated.

In order to prove the above statements, we reconsider the dynamics defined by Eqns. (6.54)
to (6.56) without noise, and learning rules Eqns. (6.60) to (6.63). Before performing su-
pervised training, the system must settle in a self-predicting state. This is achieved by
presenting input sequences while clamping the target voltage to the prospective voltage,
u'® = 1%, and evolving the system while keeping the bottom-up weights ng,é and
top-down weights By, fixed. The dynamics of the lateral weights, WZHE and Bg L, are de-
signed to drive the respective weights to the self-predicting state and are required to work
in conjunction.

The lateral connections from interneurons to pyramidal cells BEIE are driven by gradient

descent on the mismatch energy [|[v3”||? defined by the apical compartment potential. For
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fixed top-down synapses, the dynamics of Eqn. (6.63) settle such that ’vzpi is (approximately)
zero for all inputs.

Through the dynamics of Eqn. (6.62), the weights WEZ are adapted to minimize the dif-
ference between the dendritic potential of the interneurons and the voltage in the basal
compartment of pyramidal cells in the layer above. This can be seen by expanding the
learning rule in g™de! < g + gden,

den
g en
Wgé X @ (’LL() @(W’Ug ) (664)
den,,den nudge,l >~ den
g 'U + g & 'U, 1 g den
- @( den nudge, I+ ) - §0< den Uy > (665)
g+ g +g a+g
den nudge,l den
! g den g P g den
~ ¢ <— > N7 —— (6.66)
g+ gden ¢ g1+ gden [ (+1 g+ gden 14 ]

where in the first step, we have replaced the prospective interneuron voltage with the po-

den ,,den nudge,] =P
. . . ol get gt ghucesiqy
tentials which induce it, @, = . frgden +gnudgef“

expand in weak nudging of the interneuron.

given by Eqn. (6.56). In the second step, we

In conjunction with the minimization of the apical potential in all layers through B 00> the
bas

prospective potential iy, ; is fully determined by its basal input, @, , = mvﬁi for
b
1 </ < N—1and i}, = —Zv% for the output layer. Therefore, the synapses settle into

a9 +Q
a state which minimizes the difference between the basal voltage v}, and the interneuron

compartment v{" (up to a factor defined by the conductances) for all input samples.

After the lateral weights have converged, the interneuron potentials are an exact copy of the
pyramidal cells in the layer above, ) = 1) +1; this can be seen by plugging the steady state
solution g* v = (g, + ¢%") i}, | into the expression of ity in terms of its compartmental
voltages.

A particularly well-suited self-predicting state is defined by

B; - Bé A+1
- gbas q+ gden op
W, = -W, 6.67
x4 gde“ a —i—gbas + gapi 41,0 ( )
for hidden layers, and W,I\I;_l, N1 = g;: gligi: WN ~_; for the lateral weights projecting

to the interneurons in the final hidden layer. This state has the advantage that the lateral
weights form a self-predicting state independent of the input data (general solutions of
wEe =0= Bﬁlg do not perform as well in practice, as stimulus switching often requires
re- learnmg of lateral weights before apical compartments represent useful error signal). In
the simulations presented in this work, the networks are initialized in this specific self-
predicting state.
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We now turn on a teaching signal u'8'

. oP ghas vl])\z}s +gnudge,tgtutgt
neurons 18 U, = g1+ gPas gnudeergt

somatic potential about the weighted basal input #52°, we obtain

. The new, nudged prospective state of the output

. Inserting this state into Eqn. (6.61) and expanding the

nudge,tgt
g getg

g+ gbas + gnudge,tgt

AW =~ o (85%) - [u' — 8% (rh_))" . (6.68)

" ghss . .
Here, we have defined 95 := R 0%, and we have rewritten the bottom-up input from

pyramidal neurons in the penultlmate layer as a rate r5,_,. We can now identify the differ-
ence between target and bottom-up input as the output layer error, ey = u'® — #5%°, and

we may thus write

AWE | o (8% ew (rh )" (6.69)

Written in this form, we have demonstrated that the update rule in Eqn. (6.61) implements
error minimization on the output layer in the limit of weak nudging. One can regard this as
equivalent to training the output layer of a feed-forward network, evaluated at the weighted

input 95

We now aim to show that the error ey is propagated backwards through the network, where
the apical compartment voltages represent the local error within each layer. Starting from
the self-predicting state, the apical voltages are

'U%n =By, N [SO ("uﬁv) - ("ﬂv_l) } (6.70)

gbas ,UR:;S + gnudge,tgt u'et I ~bas . g ,vbas + gnudge,tgt utet
BN IN[('O bas nudge,tgt — ¥ (1_)\)’0]\/ + A bas nudge,tgt }
g+ g7 + gricees g1+ g + grceeE
P 1
apl =B, e+1[ (qu) - ¥ (Ue) ] (6.71)
~b. 1 ~b i
= Bé,€+1 [90 ( By + A ”ZL) —p ( B + AN ’UfH) ]
. h )\I o gnudge,l )\P L gapi d ~bas .__ gbas bas L ﬁ f
wit T gitgdenfgnudeel> T gitghas4gart? an 'U€+1 T grgha gt Uyl et us first focus

on the apical voltage in the penultimate layer. We again make use of the assumption of
weak nudging, and additionally require that the interneuron is only weakly nudged by the
top-down input it receives, \' < 1. The apical voltage takes the form

b gnudge,tgt
api ~ PP ~ bas
vn_ ~ By n ¢ (UN)

— e 6.72
g+ g> N (6.72)
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In the same fashion, we expand the apical potentials in the layers below. The first order in
AP vt and zeroth order in \' yields

apl R Bz o+1 P ( 2181) A 'UZill (6.73)

Taken together, these two results show that the apical potentials represent errors which are
successively propagated backwards through the network.

Finally, the last missing ingredient is how apical errors are used to update the forward
weights. Performing the same expansion in small apical voltages on Eqn. (6.60), we obtain

AWKPE Lo AP ’(Abas) vjpl (r?_l)T. (6.74)

We now collect and summarize our findings. Bottom-up weights ng_l are updated us-

ing the local error, represented by the apical voltage as vzpi, multiplied with the bottom-up
signal 7} ,. Eqns. (6.72) and (6.73) show that these errors are backpropagated by multi-
plying with the derivative ¢ (v?fl) and feedback weights B}, ¢+1- This learning scheme
resembles that of feed-forward networks trained with feedback alignment (for fixed B'?),

or backpropagation (if B, = (W}{;,)"). One marked difference to a feed-forward

network is the emergence of the derivative ¢'(#%) in the update rule to all bottom-up

weights, see Eqns. (6.69) and (6.72). As we have defined the error ey on the voltage level,
one may expect there to be no such derivative, as one finds in the corresponding case of
a feed-forward networks trained with backpropagation with linear activation functions on
the output layer. This additional factor signals a fundamental difference in architecture be-
tween backpropagation and difference target propagation, of which dendritic cortical mi-
crocircuits are an implementation. In difference target propagation, targets are constructed
locally from backpropagated rates — i.e. a target potential u'¢" is converted into a rate be-
fore it can be passed to a lower layer. In contrast, in backpropagation, top-down signals are
given by errors, bypassing the activation function in the upper layer and instead directly
transporting potential differences to hidden layers.

We now incorporate this result with PAL. As shown in Eqn. (6.48), using PAL, the top-down
weights converge to B[ By ¢y1] o< ¢ (6)) [Wii1,] Ty (@), ,) V ¢. In the microcircuit model,
forward weights are learned as derived in Eqn. (6.74); in summary, we have found that

N-1
AW o ¢ (85%) H Bl ¢(8)%)] en ("“5—1)T~ (6.75)
k=t

In the limit of weak nudging and feedback, the noise-free potentials i, are well approx-
imated by the bottom-up input ©5*, and our result for top-down weights takes the form
E[B}Y,,] o« ¢'(8;) [Wiﬂl7n]T@’(A2f1) V (. Plugging this into Eqn. (6.75), we see that
the weight updates AW}:E_l align with those of a feed-forward network trained with back-
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propagation up to additional factors of derivatives. Therefore, our algorithm can provide
useful error signals which approximately align with backpropagation, improving on ran-
dom feedback weights.

Local alignment is compatible with approximate Gauss Newton-target propagation

The framework of PAL can easily be extended to propagate Gauss-Newton targets. As
shown in Meulemans et al. (2020), this requires the training of feedback connections such
that they invert the signal passed from given layer ¢ to the output layer /V; i.e. training
weights such that the backward mapping Jacobian matrix J, , is a pseudoinverse of the

forward mapping, J,, , = [J f. Z] ", These feedback mappings could be realized by skip
connections from the output layer to each hidden layer, while maintaining a layer-wise
feed-forward architecture. In contrast to the layer-wise feedback setup defined in the main
text (cf. Fig. 6.6), only one interneuron population matching the output layer pyramidal
cells would be required here, as the same error signal ey is backpropagated to all hidden
layers.

In analogy to DTP-DRL (Meulemans et al., 2020), we can define a difference-based recon-

struction loss,
LE = ||Ben Ty — &l* + o | Be|* - (6.76)
Gradient descent on this reconstruction loss yields the update rule
Byy = -0 [(BenTn — &) Py +aBoy] . (6.77)

If noise injection and plasticity of top-down weights is phased, i.e. by a schedule that se-
quentially injects noise only into a given layer ¢ while enabling plasticity of By y, this
learning rule minimizes the reconstruction loss of &, as it passes to the output layer and
back. This can be seen by plugging in the equivalent of Eqn. (6.41) for phased noise,

N-1
Py ~ @' (AY) [ [] Wherne' ()] & - (6.78)

n=~{
The difference Byy7y — & is minimal if By () is equal to

AP [Hi\f:—; Wit ¢! (ﬁ%)rr, thereby aligning the backwards Jacobian with the Moore-
Penrose inverse of the forward Jacobian matrix.

As shown in Meulemans et al. (2020), learning backwards weight to minimize such a re-
construction loss produces forward updates closely related to Gauss-Newton optimization,

AWy o< [Tpy, ) Ten (r)" (6.79)
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where Jy, , denotes the Jacobian matrix mapping potentials in layer ¢ to the output layer
N. |

While error propagation using the Moore-Penrose inverse has been shown to perform well
on simple classification tasks (Lee et al., 2015; Bartunov et al., 2018; Meulemans et al., 2020;
Podlaski and Machens, 2020), it is currently not known how such a difference reconstruction
loss could be implemented while training all top-down weights simultaneously.

6.4.6 Supplementary Information B: Simulation of PAL
Microcircuit models

Below we address several implementation details:

For all simulations, we set the resting potential to E; = 0.

Figure 6.7 (Phaseless backwards weight alignment): In order to compare the backprojections
with those in an ANN trained with BP (right column), we perform several steps. After each
epoch of top-down weight training, we instantiate a teacher model with the architecture as
the respective ‘student’ microcircuit model. To this model, we pass the input sequence and
record the teacher output as a target signal. We now provide the newly acquired input/-
target pairs to the student model. As in all other simulations, these pairs are presented for
Thres = 100 dt, and we disable noise during this evaluation. It is also necessary to set the
lateral weights to the self-predicting state defined by Eqn. (6.67) in order to obtain a mea-
surable error signal in layers below the last hidden layer. We record the potential weight
updates defined by the backprojections, but do not apply them. Next, we feed the same in-
put/target sequence into an ANN with weights set to Wg}f’_l and layer size and activation
as defined in Table 6.1. For this ANN, we calculate the output layer error as the difference
between target and voltage (linear activation on output layer). The weight update given in
this ANN is then compared to the recorded update for the microcircuit model.

Figure 6.8 (Teacher-student setup): We initialize the teacher with weights W5 = W = 2.
For the student models with feedback alignment, the same parameters as for PAL are used,
but with 7™ = 5™ = 0, no noise injection, and without the low-pass filter on AW/y_,.
For the BP reference model, we additionally set B;*, , = [W/}_,]" and B}' | , = —B;*,
after every update.

Figure 6.8 (Classification tasks): For the Yin-Yang task, we used datasets of size 6000 for
training, 900 for validation, and 900 for testing. For MNIST digit classification, sets were
50000 for training, 10000 for validation, and 10000 for testing. In either case, FA runs use
the same parameters as PAL, but with fixed By}, and B}), and no noise injection. The
reference network is an ANN trained with BP using a Cross-Entropy loss and ADAM with
default parameters of PyTorch. In this case, 10 seeds were trained.
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Algorithm 1: Dendritic cortical microcircuits with prospective coding and PAL

Input: Data stream encoded as rate vector 7} [t], target voltage vector w'[¢]
Parameters: Network with layers 1 to N; effective neuron time constants TeHP Ty 1
1 Update instantaneous rates and compartment potentials

2 for ¢ inrange(1, N) do

3 WH[t] + ub[t — dt] + 7 (ub[t] — ub[t — dt])
4 Wt o ullt — df] + "o (ullt] — [t — di))
5 Ty [t] < p(gt])

6 | mlt] e (wglt])

7 for ¢ inrange(1, N) do

8 ?as[ R WZI,)E—I[ ] re—l[t]

9 v't] = B, [t rh 4 [t + BEY[t] Thlt]

10 | o (t] W] rplt]

11 Update high-pass filtered rates

12 for ¢ inrange(1,N) do

13 L 7 [t] erz[t—dt]Jrre[t]—rg[t—dt]—%ﬁ[t—dﬂ
14 Update noise vectors

15 for ¢ inrange(1, N — 1) do

16 pe ~ N(0,1)

17 &t] < &oft — dt] + («/ngtagug—dt &t — dt])

18 Update somatic potentials with noise injection

19 for ¢ inrange(1,N — 1) do

20 usz I[t] - Tﬁffl { gden den[t] + gnudge,l ,ag [t]}

21 Aullt] em {uef“ — uy[t]}

22 uﬁﬁp[t] « eﬁp { g7 vplt] +gapl( T+ &) }
23 Aublt] eﬂp {ueﬁp t]}

21 }e\f;fP[t] 7 effP {gbas bas[ ] +gnudgetgt tgt[t]}

25 Aul,[t] eﬂp {ueﬂp —uk, t]}

26 | apply Voltage updates: u} + Aub, u) + Aul, V¢

27 Update weights, incl. low-pass filtering feedforward weight updates

28 for ¢ in range(1, N — 1) do
bas

29 AWFL | dt g {r{ 1] —@(m vbs[t —dt])} rh_ [t — dt]
30 AB%Jrl —dtn, W{& 7’£+1 —dt] — ay BMH[ ]}
31 ABy « —dt Vo't — di] rhjt — d]

den
32 AW& — dt n{rj[t] - gp(gligden vier[t — dt]) } bt — dt]

bas

33 AWy = dt ni k[t — cp(gl+gbasv5’\‘}‘s —dt]) } i [t — di
34 for / in range( N) do

50| | AWy, < AW,y [t —dt] + (AW [t — dt] - AWy, [t — dt])
36 apply weight updates
Wi+ AWM 1 Bl + ABY By + AB W + AW VL
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Table 6.1: Parameters for microcircuit model simulations.

Fig. 6.7 (a+b+c) Fig. 6.7 (d+e+f) Fig. 6.8 (a+b) Fig. 6.8 (c+d) Fig. 6.8 (e+f)

dt [ms] 1072 1072 1072 1072 1072
Tpres [ms] 1 1 1 1 1
Thp [ms] 0.1 0.1 0.1 0.1 0.1
Tlo [ms] —1 —1 102 102 102
T¢ [ms] 0.1 0.1 0.1 0.1 0.1
noise scale o,V / 5x 1072 5x 1072 1072 1072 1072
regularizer o 1075 1075 1076 1076 1076
g [ms™!] 0.03 0.03 0.03 0.03 0.03
g™ [ms™!] 0.1 0.1 0.1 0.1 0.1
¢*P [ms™!] 0.06 0.06 0.06 0.06 0.06
g% [ms™!] 0.1 0.1 0.1 0.1 0.1
g™dge I [ms—1] 0.06 0.06 0.06 0.06 0.06
gudeetet [ms—1] 0.06 0.06 0.06 0.06 0.06
input Uu[o, 1) U[o, 1] ulo, 1) Yin-Yang MNIST
dataset size 100 100 100 6000 50000
epochs 100 500 5000 400 100
network size [5-20-10-20-5]  [5-20-10-20-5] [1-1-1] [4-30-3] [784-100-10]
7™ [ms™!] 0,0,0,0 0,0,0,0 2,0.5 50,0.01 1.0,5 x 1073
7™ [ms™!] 50, 50, 50 20, 20, 20 20 0.5 0.2
n® [ms—1] 0,0,0 0,0,0 10 0.05 0.02
7' [ms~1] 5,5,5 0.5,0.5,0.5 0.5 0.02 0.02
weight init W/} Ul-1,1] U[-5,5] U-1,0]  U[-0.1,0.1] U[-0.1,0.1]
weight init By” | , Ul-1,1] U[-5,5] Ul-1,0] Ul-1,1] Ul-1,1]

! No forward weight updates applied.
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Efficient credit assignment in deep networks

We detail the parameters for the general LI-model simulation below:

Table 6.2: Simulation parameters for the autoencoder simulation with the general LI-model.

Fig. 6.9
dt [ms] 1071
Tpres [ms] 10
Thp [ms] 1
Tlo [ms] 10
T¢ [ms] 1
noise scale o,V £ 1072
regularizer « 1074
input MNIST
epochs 10
batch size 32
network size [784-200-2-200-784]
activation tanh, linear, tanh, linear
7™ [ms~!] 8x 10748 x 10748 x 1073,8 x 1073
7PY [ms—!] 0.8,0.8,0.8
weight init Wy ,_4 N(0,0.05)
weight init By_1 ¢ N(0,0.05)
bias init by N(0,0.05)

Errors on the output layer are defined as ey = 3 (u'®" — ), and we have simulated with
B = 0.1. Weight updates were calculated by taking the mean AW, ,_; over batches of size
32; we stress that these weight updates are applied at all time steps dt. The dataset sizes
for the MNIST autoencoder task are 50000 for training, 10000 for validation, and 10000 for

testing.
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6.5 Event-based communication in dendritic microcircuits

The original model of the dendritic microcircuits is based on rate-based communication
between neurons and rate-based learning rules. In this form it is not amenable to an im-
plementation on spiking neuromorphic platforms. This section outlines two potential ap-
proaches to bridge this gap.

6.5.1 Point neuron microcircuits

This first approach is centered around the idea of recreating the functional principles of
the dendritic microcircuit out of components that are available on a broad range of current
spiking neuromorphic platforms. In particular, we identify the LIF neuron as one of the
most popular and widely used neuron models in the neuromorphic field (Pfeil et al., 2013;
Furber et al., 2014; Akopyan et al., 2015; Davies et al., 2018; Billaudelle et al., 2022)** and use
it as a basis for our alternative dendritic microcircuit. This entails two crucial changes: On
the one hand we move from a rate-based neuron model to a spiking one and on the other
we make the step from compartmental to point neurons.

Author contributions

The project idea for a recreation of the dendritic microcircuit’s functional principle with LIF
neurons was developed in a collaborative effort by Laura Kriener (LK), Sebastian Billaudelle,
Benjamin Cramer, Matteo Cartiglia and Mihai Petrovici (MAP) during the 2019 Capo Caccia
Neuromorphic Engineering Workshop. The workshop’s results were extended and refined in
first simulations by LK under the joint supervision of MAP, Jakob Jordan and Walter Senn.
The project was continued by a collaboration of Ben von Hiinerbein (BvH) and Ismael Jaras
(IJ) under the supervision of LK and MAP. BvH and IJ simulated and refined the model.
Afterwards, IJ implemented the model on the BrainScaleS-2 hardware. The results of this
collaboration were presented as an abstract and poster at the 6" HBP Student Conference on
Interdisciplinary Brain Research under the title Towards fully embedded biologically inspired
deep learning on neuromorphic hardware'®. BvH, IJ and LK share the first-authorship.

Approximating rate-based neurons with LIF neurons

The dynamics and synaptic communication mechanisms of LIF neurons are radically dif-
ferent from the previously used rate-based leaky-integrator neuron models. Nevertheless,
LIF neurons can be used to approximate the input-output relations of the neurons described
in Sacramento et al. (2018). In this section we provide an intuition on why this is the case.

This includes also other popular neuron models such as the adaptive exponential leaky integrate-and-fire (AdEx)
neuron that can be reduced back to the LIF neuron through parameter choice.
16(von Hiinerbein et al., 2022)
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If LIF neurons are provided with spike input of a constant input rate r;,, we can see in
Fig. 6.11 a that after a short initial phase an equilibrium is reached. The average synaptic
current in that equilibrium gy, is proportional to the product of input weight w;, and input
rate 7y, (see Fig. 6.11 ¢, d):

I syn X WinTin

This shows the similarity between the rate-based neuron with @ o< w;, i, + leak + bias and
the LIF neuron where we have @ o< Iy + [icak. Note that for the latter we have absorbed the
bias current into the leak term. Furthermore, by focusing on the free membrane potential
Ufree, Which is the membrane voltage that the LIF neuron would have if its spiking threshold
were infinitely high, we see another parallel to rate-based leaky-integrator neurons. The
(free) membrane potential is, like the voltage in the rate-based case, a low-pass filter of the
synaptic input. Additionally, the steady state of the free membrane ., after subtraction of
the leak potential, is proportional to w;,7i,, just like the steady-state membrane voltage in
a rate-based neuron after subtraction of bias and leak (see Fig. 6.11 e). Finally, in Fig. 6.11f
we see the shape of the activation function of the LIF neuron. The time constants, in par-
ticular the refractory period 7., and the leak potential control the shape of the activation
function. 7, determines the maximum firing rate of the neuron with r,, = —. With an
appropriately chosen bias, i.e. leak potential, and Very short 7., such that r, 1s S far above
the usual firing rates of the network, the LIF neuron’s activation function can be used to
approximate a rectified linear unit (ReLU).

Note that the activation function shown here is not perfectly monotonous. This is due
to aliasing effects caused by the regular input. The impact of this can be weakened by
introducing jitter on the regular spike times and longer synaptic time constants. If a neuron
receives multiple inputs of different frequencies, the effect is typically also less pronounced.
Additionally, since the output spike trains that neurons with multiple inputs produce are
not perfectly regular, the issue is less relevant for higher layers of hierarchical networks.
Finally, we could also choose to replace the regularly-spaced input with random spike trains
of the same average firing rate, for example Poisson spike trains. This however, adds a
significant amount of additional noise to the system, which, in practice, had a detrimental
effect on learning,.

In the following we will make use of the correspondence between the LIF neurons and
rate-based neurons and use the same notation as for the original dendritic microcircuits.

Approximating multi-compartment microcircuit mechanisms with point neurons

The original microcircuit model features three different types of neurons: the three-
compartment pyramidal neurons in the hidden layers of the network, the two-compartment
interneurons and the two-compartment pyramidal neurons in the top layer. While the den-
dritic compartments collect the synaptic inputs, the soma integrates the dendritic signals
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Figure 6.11: Illustration of how a LIF neuron can be used to approximate a rate-based neuron. a:
Synaptic current of an LIF with current-based exponential synaptic kernels that receives regu-
lar spiking input with the synaptic weight w;,, and rate r;, (blue). The average synaptic current
(excluding a short initial phase) Iy, is marked in gray. b: Free membrane voltage of the same
neuron as in (a) is drawn in blue. The free membrane voltage of another neuron which does
not receive spiking input but the average current fsyn is shown in orange. The average free
membrane potential after the initial phase is marked in gray. ¢ and d: Hlustration of the pro-
portionality of I syn to the input rate ry, and the input weight wi, and therefore by extension to
their product. e: Illustration of the proportionality of the steady state free membrane tge. — Fi
to the average input current Iyy,. f: Activation function of the LIF neuron as output firing rate
Tout OVer the input strength rj,wy,. The parameters used for these simulations can be found in
Table B.2.

and produces the neuron’s output. Fig. 6.12 shows the transition of the original microcir-
cuit to a point neuron version. By making the step from multi-compartment neurons to
point neurons, the number of dynamic variables per neuron decreases: instead of multi-
ple dendritic voltages plus the somatic voltage there is only the one membrane voltage.
It is no longer possible to store multiple “signals” (e.g. bottom-up input in the basal den-
drite, top-down input in the apical dendrite and the linear combination of both in the soma)
within the same neuron. Therefore, in the point neuron microcircuit model a single multi-
compartment pyramidal neuron is replaced by two LIF neurons (see Fig. 6.12). We call one
of them the “error neuron” which holds the signal formerly stored in the apical compart-
ment and the other keeps the name pyramidal neuron, as it holds the same information
as the soma of the multi-compartment pyramidal neuron. Note that we do not need the
information of the basal dendrites to be stored separately, so there is no “basal neuron”,
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Figure 6.12: Comparison of the schematic of the original microcircuit and the point neuron mi-
crocircuit. Left: Schematic drawing of the original dendritic microcircuit as in Sacramento
et al. (2018). Right: Adaptation to LIF point neurons. The two-compartment interneuron on
the left (blue) is replaced by a single LIF neuron while the three-compartment pyramidal neu-
ron is replaced by an “error neuron” (orange) and a pyramidal (red) LIF neuron. Neurons firing
constantly at baseline frequency are introduced (gray box) as well as an additional connection
from error and baseline neuron to the pyramidal neuron. Dashed gray arrows denote one-to-
one target signals used for plasticity.

but instead the bottom-up input is sent directly into the pyramidal neuron. Similarly, the
multi-compartment interneuron is replaced by a single LIF interneuron.

In the dendritic microcircuit model the apical dendrites store a local error signal for the
pyramidal neuron and nudge its somatic voltage, via conductive coupling, towards a local
target. Since the error neuron and the pyramidal neuron are separate cells now, the nudging
has to happen via a synaptic connection (orange connections in Fig. 6.12). This introduces
the complication that, while the apical voltages and their impact on the somatic voltage
can be both positive and negative, the impact of the synaptic connection can not, because
firing rates of neurons are strictly nonnegative. We solve this issue by increasing the leak
potential F of the LIF neurons such that they fire with a baseline frequency of 7®. By con-
necting the error neuron as well as a “baseline neuron” (which always fires with the baseline
frequency) with the weight +77® and —W?® to the pyramidal neuron, the effective signal
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nudging the pyramidal neuron is W® (rF — rP) which can have positive as well as negative
values. Note that each error neuron, while receiving input from all above-layer pyramidal
neurons and interneurons, is only connected to one of the pyramidal neurons in the same
layer. For more details on the nudging via a synaptic connection see Appendix A.3.1.

The switch to point neurons also impacts the learning mechanism. The weight updates in
the original microcircuit models are based on firing rates. Since we have shown previously
that firing rates of LIF neurons correctly approximate firing rates of rate-based neurons, we
can do the same here. In practice, this means that we present each input sample as regular
input spike trains for a certain duration 7" and record all spiking activity in the network.
Then, after the time 7', we calculate all firing rates of the neurons as r = in" and perform
one weight update based on these firing rates.

The weight update in Urbanczik-Senn plasticity rule (Urbanczik and Senn, 2014) in
Eqn. (6.7) is proportional to the difference between a signal which is nudged towards a
target p(u) and a non-nudged signal p(v*). Both signals are present in the same neuron,
in the soma and the basal dendrite respectively. This is not directly realizable with a point
neuron. Therefore, we have to replace one of the two neuron-internal signals with an ex-
ternal one: The former — the nudged signal — is replaced by an external target, while the
latter is represented by the point neuron’s output. Other neurons in the network serve as
targets (dashed arrows in the Fig. 6.12).

For the interneurons, the target is most easily determined: As each interneuron is supposed
to mimic a pyramidal neuron in the layer above, the firing rate of that pyramidal neuron is
the target for the interneuron

Wﬁ = nIP [7‘21 — rﬂ 7'5 (6.80)

o (uga) — o (u)] ¢ (ul) - (6.81)

The weights from the interneurons to the error neurons (called W' to show the analogy
to the original microcircuits) only need to be learned during the setup of the self-predicting
state. In that setting the network receives random input and no target and since no target
is provided to the network, all internal error signal should be zero. For the point neuron

microcircuit this results in the baseline firing rate as target for the error neurons and the
weight update rule

Wg} = 77PI [rB — r?] ré (6.82)
1 [9(0) — ¢ (up)] » (ug) . (6.83)
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For the feedforward weights the target rate is the sum of the pyramidal firing rate and the
error signal in the layer

Wf:g_l = 77PP [(7‘5 + rl]f: — 'I‘B) — rﬂ r§_1 (6.84)
=" [r} — "] v, (6.85)
~ ' o (uf) — 0(0)] ¢ (up_,) . (6.86)

A detailed description on how the error propagation mechanisms of this setup correspond
to the mechanisms in the original microcircuit is given in Appendix A.3.2.

Modifications for practical implementability

After having discussed the conceptual changes for going from rate-based multi-
compartment neurons to spiking point neurons, we here highlight further implementation
details that facilitate learning in a neuromorphic but also in a simulation setting.

So far we have not specified how exactly the error signal is given into the error neurons of
the top layer. There are multiple possibilities, for example providing the error neurons with
a current proportional to the difference between the target and the network’s output. The
most easily realizable solution in practice is to have a “target neuron” fire with the target
rate and connect it with a constant weight '8 to the error neuron while at the same time
connecting the pyramidal neuron of the output layer to the error neuron with the weight
—TWW'e. This effectively provides the error neuron with the signal ey, = W' (rfet — k).
The approach of providing only the target signal to the error neuron directly and locally
calculating the error, i.e. the difference between the target and the network’s output, is
more practically feasible. This is due to the fact that the target is already known before
the start of the simulation and therefore this signal can be provided via a predetermined
spike-source (both in simulation and on a neuromorphic chip), while an error signal would
need to be calculated and generated while the experiment is already running, which is not
possible in all simulators or on all neuromorphic platforms.

The nudging of the pyramidal neurons in the point neuron model is performed via synap-
tic connections in contrast to a conductive coupling in the original model. Therefore, the
nudging signal is a firing rate instead of a voltage. If the activation function of the error
neuron is highly non-linear, the nudging signal is strongly distorted, which can affect learn-
ing performance. To prevent this, we tune the error neurons to have an activation function
which strongly resembles a ReLU with a bias. With that we can assume for most cases that
the nudging signal transported by the rate is proportional to the nudging signal that would
be there in case of a conductive coupling. While a ReLU-like activation function is desir-
able for the error neurons, for all other neurons it is beneficial to have an upper bound on
the firing rate. This allows for example to avoid communication bandwidth limitations on
neuromorphic platforms and is easily achieved by increasing the refractory period of the
LIF neurons.
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On neuromorphic platforms neuronal and synaptic resources are often limited and
resource-efficient implementations can be crucial. A subtle difference between the orig-
inal and the point neuron microcircuit allows us to reduce the required synapse count for
the point neuron microcircuit. In the original microcircuit model the nudging of the soma
via the apical compartments in the pyramidal neurons serves two purposes: Firstly, it cre-
ates the difference between the two signals used in the weight update of the feedforward
weights, the soma which is nudged towards a target and the basal dendrite (Eqn. (6.60)).
Secondly, via the nudging of the pyramidal neurons and the backward connections the er-
ror signal is transported to lower layers in the network. In contrast to that, in the point
neuron microcircuit the nudging serves only one purpose: Since the weight update for the
feedforward weights is changed (Eqn. (6.85)) and no longer relies on the nudging, only the
transportation of the error signal downwards remains. This is only necessary in all lay-
ers above the lowest hidden layer. Below the lowest hidden layer lies only the input layer
which does not need the error signal since no learning takes place there. Therefore, in the
point neuron microcircuit, the nudging of the pyramidal neurons in the lowest hidden layer
serves no purpose and can be omitted, especially if the available connectivity is limited on
a neuromorphic platform.

The task of the interneuron is to match the activity of the pyramidal neuron in the layer
above, as reflected in the learning rule for W Eqn. (6.80). This matching works as intended
in the learning of the self-predicting state, however during the learning of the task, the pyra-
midal neurons are nudged by the error neurons. Therefore, the target for the interneuron
is a nudged version of the pyramidal activities and it learns to mimic that. This directly
counteracts the error propagation mechanism which relies on the difference between the
nudged pyramidal neuron and the interneuron. If both are the same, there is no error signal
in the layer below. This phenomenon of the interneuron learning to mimic the pyramidal
activity including the nudging is also present in the original microcircuit model, however it
is less pronounced and can be controlled through careful tuning of the learning rate ratios
between n* and n**. For the point neuron microcircuits the required level of fine-tuning
on the learning rates is higher and practically unfeasible. Alternatively, the learning rule
for the interneuron can be changed for the learning of the task: We assume the learning of
the task starts in the self-predicting state. At this point, the value of W is such that the
interneuron produces the same activity as the pyramidal neuron without nudging. If pyra-
midal and interneuron have the same activation function (which we assume here) then this
relationship can be kept if whenever an update is applied to W** the same weight update
is applied to W, We realize this by employing the learning rule for W** (Eqn. (6.85)) also
for W™

W, =" [rf —r®] r}. (6.87)

The final point we address here is mostly relevant for mixed-signal or analog platforms. Due
to device mismatch no two neurons or synaptic circuits behave exactly identical even with
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identical parametrization. The microcircuit model however is based on the idea that if two
neurons receive the same input via synapses with the same weight, they will produce the
same output (e.g. interneurons matching pyramidal neurons). On neuromorphic hardware
this is not necessarily the case. Therefore, the difference of a target rate and the postsynaptic
rate which is part of the learning rules will, in most cases, not be zero even for an optimal
tuning of the synaptic weights. To prevent weight updates caused solely by this effect, a
thresholding mechanism can be introduced in the learning rules: If the difference between
target and output is smaller than a certain threshold 6, then no weight update is applied

f tgt _ ,.out
AW — {0 if |r o < 6 (6.89)

n (r'¢ —rou) rin otherwise.

Preliminary results

Here we show preliminary results on how the introduced point neuron microcircuit func-
tions and reproduces the key functionalities of the original model.

In Fig. 6.13 we see simulation results for a single microcircuit (as illustrated in Fig. 6.12)
which first sets itself up in a self-predicting state while receiving random input and then
learns to match a predefined input-output relationship. During the learning of the self-
predicting state the same mechanisms as in the original model apply: The synaptic weights
WP and W' are adapted such that the interneuron mimics the upper layer pyramidal neu-
ron and the firing rates of the error neurons decay to the baseline, as no external target is
present, and therefore no error signal should propagate through the network (Fig. 6.13a -
c). Once the self-predicting state is reached, the microcircuit is taught to reproduce fixed
and predefined input-output pairs (Fig. 6.13 d - f). During learning the difference between
the output of the pyramidal neuron in the upper layer and the desired output shrinks and
correspondingly, the error signals present in the network, which are represented as the fir-
ing rates of the error neurons, decrease. Once the network’s output matches the target the
error neurons fire at their baseline frequency.

The same experiment was repeated on the mixed-signal neuromorphic platform
BrainScaleS-2 (Fig. 6.14). While we see that the general mechanisms during the learning
of the self-predicting state are the same, we also see that the firing rates in the hardware
emulation are much more noisy compared to the software simulation. These fluctuations
in the firing rates for constant inputs are caused by a combination of several effects such
as thermal noise on the membrane voltages, intermittent drifts or drops in supply voltages
due to increased load, jitter in the spike timing during communication as well as potential
spike-loss if communication bandwidths are reached during phases of high spike counts.
Additionally, fixed-pattern noise causes each neuron to be slightly different and therefore to
have, among other effects, a slightly different baseline firing rate. Calibration mechanisms
were employed to reduce the impact of the fixed-pattern noise, but it was not possible to
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Figure 6.13: Functional principles of the point neuron microcircuits in simulation. This figure was
adapted from the poster corresponding to (von Hiinerbein et al., 2022). The simulations were
performed using the PyNN simulator (Davison et al., 2009), the parameters can be found in
Table B.3. Left: Learning of the self-predicting state. a: Input firing rates into a point neuron
microcircuit for learning the self-predicting state. The x-axis is given in evaluation windows
which mark the presentation of one input sample. After each evaluation window the firing
rates of the neurons in the microcircuits are determined via the spike counts and the weights
are updated. b: Firing rates of the interneuron and the pyramidal neuron in the upper layer. The
interneuron learns to match the firing rate of the pyramidal neuron. c: Firing rates of the error
neurons during the learning of the self-predicting state. Since no target is present, the error
neuron in the upper layer fires with its baseline frequency from the start. The rate of the lower
error neuron decreases to baseline once the self-predicting state is reached. Right: Learning of
the task. d: Comparison of the pyramidal firing rate and the target rate while the microcircuit
learns to match the provided target. e: Zoom-in on the data shown in (d) during different stages
of training (left: early, center: middle, right:late). f: Firing rates of the error neurons in the
upper and hidden layer during the learning of the task. The errors decrease towards baseline
when the output matches the target more closely.

remove it entirely. Therefore, the baseline firing rate for each error neuron must be mea-
sured before the start of the experiment and then the measured, instead of the ideal value,
needs to be used in the weight updates (Fig. 6.14 c, f). In spite of the challenges introduced
by noisy firing rates as well as fixed-patter noise on neural and synaptic circuits, the micro-
circuit is both able to successfully learn the self-predicting state and reproduce the desired
input-output relationship.
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Emulation of the point neuron microcircuit on the BrainScaleS-2 hardware. This figure
was adapted from the poster corresponding to (von Hunerbein et al., 2022). The parameters for
this experiment can be found in Table B.4. All quantities recorded on the hardware were scaled
to match the biological time domain. Left: Learning of the self-predicting state. a: Input firing
rates into a point neuron microcircuit for learning the self-predicting state. b: Firing rates of
the interneuron and the pyramidal neuron in the upper layer. The interneuron learns to match
the firing rate of the pyramidal neuron, however a perfect match is not achieved due to slightly
noisy firing rates. c: Firing rates of the error neurons during the learning of the self-predicting
state. Since no target is present, the error neuron in the upper layer fires with its baseline
frequency from the start. The rate of the lower error neuron decreases to baseline once the self-
predicting state is reached. Note that the two baselines are slightly different as no two neurons
on the BrainScaleS chip are perfectly identical. Right: Learning of the task. d: Comparison of
the pyramidal firing rate and the target rate while the microcircuit learns to match the provided
target. e: Zoom-in on the data shown in (d) during different stages of training (left: early, center:
middle, right:late). f: Firing rates of the error neurons in the upper and hidden layer during the
learning of the task.

Challenges and drawbacks

In spite of the successful demonstration of the point neuron microcircuit’s general function-
ality (Fig. 6.13 and Fig. 6.14) in both simulation and neuromorphic emulation, its applicabil-
ity for larger and more complex tasks is limited for multiple reasons: Due to the mechanism
of determining firing rates via a spike count which is accumulated over a significant time
window (typically around 1 s) software simulations in particular but also hardware emu-
lations take a long time. For every weight update the network is simulated/emulated for
the duration of one window, then the simulation/emulation is interrupted for the calcu-
lation of the weight update. This interruption is necessary as neither the currently used
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simulator PyNN (Davison et al., 2009) nor our current implementation on BrainScaleS-2 is
able to perform the required weight updates at runtime. In particular, for larger networks
in simulation the combination of long simulations and the interruptions of the simulations
for every weight update lead to prohibitively long experiment durations.

The long simulation/emulation durations have the additional knock-on effect of mak-
ing parameter tuning (e.g. tuning of learning rates and weight initializations) very time-
consuming up to the point of rendering fine-tuning unfeasible. This is problematic as all
forms of the microcircuit model are quite sensitive to the parameter configurations espe-
cially the ratios of different learning rates. In addition to that the learning rate ratios are
highly dependent on network size and the specific task, which makes it difficult to transfer
parameters obtained for a smaller network (which can be simulated in reasonable time) to
a larger network with a different task.

While the accelerated emulation speed of the BrainScaleS-2 neuromorphic hardware at least
partially alleviates the effects of long experiment durations, the different forms of noise as
described above provide challenges for the learning and error transport mechanisms. The
microcircuit relies on different neurons matching each other’s activity closely and the ac-
tivities of different neurons cancelling each other out at a shared postsynaptic partner. In
a noise-free simulation this is easily achieved given the correct parameters and synaptic
weights, but on a mixed-signal neuromorphic platform this is much more difficult. Espe-
cially fixed-pattern noise and the quantized and limited weight resolution prevent the exact
matching of neuronal activities. Therefore, the errors transported through the network are
noisy and only approximate the true errors that would lead to an optimal learning of the
task. The easier the task (such as the one shown previously), the less the noisy errors ham-
per learning. However, for a more complex task that requires the network to learn highly
tuned feedforward weights, this effect becomes detrimental.

Finally, as discussed in Appendix A.3.2, the point neuron microcircuit only approximately
implements the error backpropagation mechanism. It might be the case that for more diffi-
cult tasks which require a very precise error signal the approximations made by the point
neuron microcircuit are not good enough. While there have been indications for this during
attempts to learn a more difficult task, the effect is hard to pinpoint exactly and has proven
difficult to clearly demonstrate.

6.5.2 Event-based approximation of rates

In this section we outline an alternative idea on how the rate-based dendritic microcircuits
could be realized on a spiking system. The approach is centered around what is called
“spikes with payloads”!” which is a feature of increasing popularity among neuromorphic
platforms currently under development. In contrast to biology on neuromorphic systems
a spike signal is, from a technical perspective, often not a 1 bit signal, but typically carries

7Spikes with payloads are sometimes also referred to as graded spikes.
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additional information (e.g. the identity of the presynaptic neuron) which is necessary to
route the spike signal to the correct postsynaptic partners.

The infrastructure for routing signals that carry more than a single bit of information there-
fore already exists and it is in principle straightforward to let the signal carry some more
bits of information, which we call the payload'®. Generally speaking, this feature is easier to
implement on digital neuromorphic platforms as they offer more flexibility. A popular ex-
ample for this is the second generation of the Loihi chip which is expected to support spikes
with payloads (IntelLabs, 2021). On other platforms like e.g. SpiNNaker spike payloads can
in principle be realized but are not the intended mode of operation and can therefore not
be accessed directly via the high-level user interface!’. Even though the discussion about
the inclusion of spike payloads is much more prominent around digital neuromorphic plat-
forms, the event-handling as well as the synapse drivers and synapse circuits on the mixed-
signal BrainScaleS-2 HICANN-X platform could in principle also handle them (Billaudelle,
2022, Chapter 3.2)%.

In the following we will assume that our target neuromorphic platform supports spike pay-
loads and processes the neuron and synapse dynamics using discrete time steps (i.e. we fo-
cus on digital platforms). Since we just outline a general concept here, we will neglect po-
tential hardware effects such as limited precision or fixed-point arithmetic for now. Given
this, there is an obvious way of implementing a rate-based model on such a platform: If
each neuron at every time step emits an event*" which carries the neuron’s current instan-
taneous firing rate as payload, we achieve the same setup as in a simulation with discrete
time steps on conventional hardware. This is, however, not optimal, as the communication
architectures of spiking neuromorphic chips are optimized for temporally sparse communi-
cation. By letting each neuron spike at each time step we would most likely hit bandwidth
restrictions and destroy potential efficiency gains. The next two sections will discuss two
potential ideas on how this can be alleviated by sparsifying the events produced by each
neuron in time.

Events at regularly spaced time intervals

In the previously described scenario every neuron sends out events with an inter-event
time interval of At = dt, where dt is the time step of the simulation. The amount of events
can be reduced by increasing the time interval At between events for every neuron. The

"®Note that while there is some biological evidence for spikes carrying more than one bit of information (e.g. bursts or
dendritic spikes), this feature is mainly motivated by the technological possibility rather than by the biological example.

YPersonal communication with Oliver Rhodes, September 2019.

*Note that even though parts of the infrastructure could handle spike payloads, it is not the intended use of the chip
and e.g. the neuron circuits or the high-level user interface are not designed for it.

2'From now on we will call a spike with payload an event.
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Figure 6.15: Dynamics of pyramidal neurons with regular event-based communication. a: Chain
of two pyramidal neurons. The lower pyramidal neuron receives the input r;, from a source
outputting an instantaneous firing rate (this source is not simulated in the event-based fash-
ion). The points in time when r;, changes are marked with vertical gray lines in (b) and (c).
b: Somatic voltages of the hidden (bottom) and output (top) pyramidal neuron for different At
(orange and green) used to produce the pyramidal output events. Additionally, the result for a
normal rate-based simulation is shown as baseline (blue). The lower pyramidal neuron receives
only input from the source which does not use the event-based scheme, therefore the dynamics
for all settings of At are the same. The upper pyramidal neuron receives input from the lower
pyramidal neuron which produces its output in event-based fashion, therefore the pyramidal
voltages differ depending on At. ¢: Output events of the hidden (bottom) and output (top) pyra-
midal neuron indicated at the time points of their emission (orange and green) in comparison
with the rate-based baseline simulation. The simulation parameters for this figure can be found
in Table B.5.

presynaptic instantaneous firing rate received by the postsynaptic neuron then is

Devent if event arrives in this time step

Tore(t) = (6.89)

Plastevent  1f NO event arrives

where p is the payload of an arriving event. Colloquially speaking, if no event arrives with
new information, the neuron “assumes that nothing has changed” compared to the last time
step and uses the old information for the calculation of its dynamics.

Figure 6.15 illustrates the resulting dynamics for a simple chain of pyramidal neurons using
this regular event-based output scheme. We see that the smaller At is chosen, the closer
the resulting voltages and output rates match the baseline of a rate-based simulation. This
is intuitive because, as discussed before, a rate-based simulation with discrete time steps
dt is the same as an event-based simulation with At = d¢. We have purposefully chosen
one At = 3.5ms such that the presentation time of the input is not a multiple of At, to
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Figure 6.16: Dynamics of pyramidal neurons with voltage triggered event-based communication.
a: Same experimental setup as in Fig. 6.15. The only difference is the event trigger mechanism
of the pyramidal neurons. b: Somatic voltage of the hidden (bottom) and output (top) pyramidal
neuron for different Au (orange and green) used to produce the pyramidal output events. The
rate-based simulation is shown as baseline (blue). ¢: Output events of the hidden (bottom) and
output (top) pyramidal neuron indicated at the time points of their emission (orange and green)
in comparison with the rate-based baseline simulation. The simulation parameters for this figure
can be found in Table B.5.

illustrate that in this case we induce a delay in the information propagation: As the events
are rather sparse in time, information about a change in input takes a noticeable amount
of time to reach the top pyramidal neuron in Fig. 6.15 c.

While this method of sending events at regular time intervals decreases the overall num-
ber of events throughout a simulation, it can still cause bandwidth issues. If, in the most
straightforward implementation, At is equal for all neurons in a network, they will all emit
their events in the same time step. This means that there is a peak load on the event routing
mechanism for this time step while there is no load at all during the others. We can cir-
cumvent this by varying At for the neurons or by keeping the same At for all neurons but
adding varying timing offsets. The latter is preferable, as it allows us to choose one specific
At which offers the right trade-off between event sparsity and faithful reproduction of the
original rate-based dynamics.

Events triggered by voltage changes

Alternatively, the sending of an output event can also be triggered by a large enough change
in the neuron’s voltage. In this case an output event carrying the instantaneous rate as
payload is sent if the difference between the current voltage and the voltage at the time of
the last event is large enough |u(t) — w(tast event)| = Au.
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Figure 6.16 shows a repetition of the experiment in Fig. 6.15 with this voltage-based event
trigger mechanism. We see that the smaller the threshold Au, the closer the dynamics
match the rate-based baseline. In contrast to Fig. 6.15 ¢, where the events are separated
by equal distances in time (i.e. on the x-axis), here the output events are approximately
equidistant in the output rate (i.e. on the y-axis)®*. Therefore, this mechanism automatically
alleviates the synchronization of events that occurs in the regular event-based scenario.
As a neuron only produces an output event if its voltage changes enough, the threshold for
triggering the output must be chosen carefully. Otherwise, a small change in input, which
leads only to a small change in the membrane voltage, might not trigger an output event
and therefore this information will not travel further in the network. We expect the choice
of an appropriate Au to depend on parameters such as the input encoding of the task or the
network size. To alleviate this effect, hybrids of the two event trigger mechanisms might
also be feasible. The voltage-triggered mechanism with a high Au could for example be
accompanied by a regular trigger with a rather high At. This would prevent small changes
from not being transmitted at all, while also allowing to quickly transmit the, presumably
more important, larger changes.

Inclusion of the LE mechanism

Both methods discussed above have advantages and disadvantages and depending on the
specific neuromorphic platform either might be more suitable. However, if we include the
LE mechanism into the simulated dynamics, a clear favorite emerges. Figure 6.17 repeats
the experiments shown in Figs. 6.15 and 6.16 with the LE mechanism included in the neuron
dynamics. We see that, while the outcome for the regularly timed events is similar to before,
the number of events per input sample for the voltage triggered mechanism is reduced to
one®. This is due to the fact that the prospective pyramidal voltages react instantaneously
to a change in the input and since there is only one input change per input sample, there
is also only one pyramidal voltage change causing an event. This is clearly advantageous
since it on the one hand greatly reduces the overall number of events necessary and on
the other hand also ensures rapid information propagation due to the instantaneity. How-
ever, it also reintroduces a synchronization within the network which, as for the regularly
timed events, can lead to high load peaks on the communication network which can cause
potential bandwidth issues?.

Note, that these results are specific to our chosen form of inputs, step-wise constant ry,.
While this setup is common for e.g. static image classification, the advantage of the voltage
triggered mechanism is less obvious for continuously changing inputs.

Note that this is only the case for ReLU or linear activation functions.

®Due to the inclusion of the LE mechanism, the output rate of the neuron no longer is a function of u but of i%. We
have therefore also defined the trigger of the output events on the prospective voltage |0(t) — @ (tast event)| > A

*Note here that the effect is slightly less pronounced as for the regular mechanism. This is due to the fact that for the
regular mechanism all neurons with the same At spike at the same time. Here however, only neurons in the same layer
can spike simultaneously, since even with LE information needs one time step per layer to travel.
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Figure 6.17: Dynamics of event-based pyramidal neuron with LE. a: Same setup as in regular event-
based setup of Fig. 6.15 but with the LE mechanism in the pyramidal neurons. Bottom: Input
rate into the lower pyramidal neuron. Middle and Top: Output events of the pyramidal neuron
indicated at the time points of their emission (orange and green) in comparison with the rate-
based baseline simulation. b: Same setup as in voltage-triggered event-based setup of Fig. 6.16
but with the LE mechanism in the pyramidal neurons. As the LE mechanism causes instanta-
neously changing (prospective) voltages, they only change once per input change and therefore
only one event per input is necessary. The simulation parameters for this figure can be found
in Table B.5.



Chapter 7

Discussion and Outlook

The research presented in this thesis is located at the intersection between the fields of deep
learning and neuromorphic computing. While deep learning has produced revolutionary
results in many areas of machine intelligence (Krizhevsky et al., 2012a; Brown et al., 2020;
OpenAl, 2022a), the field faces increasing challenges due to its ever-growing demand for
computational power (Schwartz et al., 2020; Thompson et al., 2020) and the corresponding
rise in energy consumption. In contrast to the conventional computing architectures that
currently back most deep learning models, the field of neuromorphic engineering aims at
developing novel computing hardware that is more closely inspired by the mechanisms in
the brain (Schuman et al., 2017). By mimicking functional principles of the brain, neuro-
morphic systems hope to inherit the energy efficiency of their biological archetype.

The work presented in this thesis is motivated by the prospect of combining the powerful
training capabilities for neural networks developed in the field of deep learning with the
efficient computing offered by neuromorphic architectures and implementations. By lever-
aging their inherent parallelism as well as the efficiency of sparse spiking communication,
this approach promises a more energy-efficient computing strategy for neural networks
than classical von Neumann architectures (Roy et al., 2019).

However, although deep learning and neuromorphic computing are, at their roots, both
inspired by the brain, the research fields have evolved largely independently of each other
and are not directly compatible. In particular, the error backpropagation algorithm, the
central algorithm for training artificial neural networks (ANNs), can in its original form not
operate on spiking neural networks (SNNs) like they are found on neuromorphic devices.
Additionally, it is at odds with several biological principles (see Section 2.4.3) that are, to a
varying degree, also reflected in neuromorphic architectures.

To tackle this incompatibility of error backpropagation with neuronal and neuromorphic
systems, this thesis explored two different approaches: On the one hand we formulated a
novel method of performing error backpropagation on the spike times of leaky integrate-
and-fire (LIF) neurons (Chapter 5), one of the most commonly used neuron models on neu-
romorphic systems. On the other hand we started out from a biologically plausible approx-
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imation of error backpropagation and modified it to make it more amenable to a neuromor-
phic implementation (Chapter 6). During the development and neuromorphic deployment
of the above-mentioned algorithms we observed a lack of suitable datasets for testing and
prototyping scenarios and developed the Yin-Yang dataset to fill this gap (Chapter 4).

In the following, we will discuss the results of each chapter separatly. In Section 7.1 we
start with the Yin-Yang dataset, as it was a prerequisite for parts of the results presented
in the following sections. It is followed in Sections 7.2 and 7.3 by the discussions of our
method for error backpropagation of first spike times of LIF neurons and our adaptations
of the dendritic microcircuits for neuromorphic implementation. Both of which include
outlined ideas for project extensions in Section 7.2.1 and Section 7.3.1 respectively. We have
explored both a bottom-up or “device-up” (Chapter 5) and a top-down/“algorithm-down”
approach (Chapter 6) for implementing error backpropagation on neuromorphic systems
in this thesis. In Section 7.4 we conclude by contrasting the outcome of the two approaches
and discussing their advantages and drawbacks.

7.1 The Yin-Yang dataset

The Yin-Yang dataset introduced in Chapter 4 was developed for algorithmic and neuro-
morphic prototyping. To be suited for these scenarios, we require a dataset to be difficult
or sensitive enough, such that it is able to expose potential flaws of an algorithmic or im-
plementation. At the same time, it also must be deployable on neuromorphic platforms
in their prototype stages, which often feature relatively few neurons and might have lim-
ited input-output interfaces. Finally, simulations of networks trained on the dataset must
complete within reasonable times to be amenable for iterative algorithmic development or
debugging.

The Yin-Yang dataset fulfills the difficulty requirements, as shown in Section 4.3, while
requiring only a network of between 20 and 30 neurons to be solved and having only 4
input dimensions. This is small enough to be deployable on a typical neuromorphic proto-
type (Moradi and Indiveri, 2013; Schemmel et al., 2017; Frenkel et al., 2018; Nair and Indiveri,
2019; Billaudelle et al., 2020). Being tractable also for small networks and by comprising only
few input samples — an order of magnitude less than the popular MNIST dataset (LeCun
et al., 1998) — comparatively short simulation times.

The most important feature of the Yin-Yang dataset however, is the fact that it allows for
a better performance evaluation of competing models or neuromorphic implementations.
In contrast to the XOR problem and the classification of MNIST, the two tasks most com-
monly used in testing and prototyping, allows to more clearly differentiate and compare the
performance of competing models: XOR, as there are only four different inputs, only has a
small discrete set of resulting test accuracies. The MNIST dataset has a continuous range
of potential output accuracies, but even a linear classifier, arguably the most basic model
available, can achieve a test accuracy of around 92 % (LeCun et al., 1998). Therefore, the
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range over which models of different quality are distributed is small, hampering a mean-
ingful comparison. This issue is exemplified by our results in Section 6.4, where we present
results on MNIST and the Yin-Yang dataset in a direct comparison. While both show the
same general trends, the differences between the compared models are more clearly visible
on the Yin-Yang dataset. This is due to the fact that the results of the different models are
spread over a wider accuracy range. But not only do the MNIST results show the desired
effects less clearly, they additionally took a factor of 10 times longer to produce.

Finally, for the study of error backpropagation, the Yin-Yang dataset allows us to clearly
distinguish a network that receives proper error signals in the lower layers and a network
that does not. This is, again, in contrasted by classification of the MNIST dataset, where the
typically used network sizes are large enough that, even with no error signals propagating
back to the lower layers, a high accuracy can be reached due to the kernel trick (Scholkopf,
2001). The Yin-Yang dataset avoids this, as it can be solved with small enough networks so
that the kernel trick is less effective.

Since its publication, the Yin-Yang dataset has already found significant usage: Results from
the dataset are directly featured in the following publications Goltz et al. (2021); Wunder-
lich and Pehle (2021); Max et al. (2022); Miiller et al. (2022); Lee et al. (2022). Additionally,
the dataset was used during the development phase of the following projects but was not
featured as final result in the paper Haider et al. (2021); Cramer et al. (2022)". Finally, the
relatively fast training and evaluation times make the dataset suitable for demonstrations
and tutorials such as the one included in the BrainScaleS-2 demo set (Electronic Vision(s),
2022, Tutorial 7).

So far the Yin-Yang dataset is not widely know, and we have accompanied results on it with
results on MNIST in our publications (Go6ltz et al., 2021; Max et al., 2022). Since however the
Yin-Yang dataset has clear advantages compared to the commonly used benchmark tasks,
we expect it to establish itself in due time as its own widely-known and accepted reference
in the field of neuromorphics.

7.2 Error backpropagation with first-spike times of LIF neurons

Developing a form of error backpropagation that is compatible with spiking neurons has
been an active field of research in recent years (Mostafa, 2017; Neftci et al., 2019). In Chap-
ter 5 we presented an algorithm for the exact optimization of first-spike times of LIF neu-
rons with a time constant ratio of either 7, = 7; or 7, = 27. The resulting update rules for
the synaptic weights can be applied in a variety of scenarios, including different network
architectures or information coding schemes (see Section 5.2). When applied to a layered
feedforward network topology, the plasticity rules result in an exact form of spike-based
error backpropagation. We chose a time-to-first-spike (TTFS) encoding for both the input

'Even though Cramer et al. (2022) does not include the results obtained with the Yin-Yang dataset, the PhD theses of
both main authors (Billaudelle (2022, Chapter 6.6), Cramer (2021, Chapter 5.3)) do.
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and output of the network. TTFS is an appealing coding scheme because of its inherent
speed and temporal sparseness. In the case of static image classification a sample can be
classified with at most one spike per neuron in the network and typically within 1 to 2 7,
after the stimulus onset.

While it was clear that this efficient and fast coding scheme would pair well with the accel-
erated mixed-signal neuromorphic platform BrainScaleS-2, at first glance the requirement
of precise time constant ratios appeared at odds with the analog nature of the neuron and
synapse circuits (Schemmel et al., 2022). However, simulation studies on the robustness
to fixed-pattern noise showed that, while the derivations in theory required precise time
constants, in practice the requirements are significantly softer. This is mainly due to our ap-
proach of basing the derivative calculation on the actual output of a noisy network instead
of the theoretical spike times (see Section 5.2.3). We note here that our robustness stud-
ies benefitted greatly from the comparatively fast training times on the Yin-Yang dataset
and would not have been practically feasible to the same extent if for example the MNIST
dataset was the only dataset available.

The suitability of our algorithm to neuromorphic deployment was not only investigated
using the robustness studies in simulations, but also clearly confirmed by our implemen-
tation on the BrainScaleS-2 chip. The combination of an accelerated mixed-signal hard-
ware platform with our TTFS coding scheme resulted in a competitive classification rate
of 20kHz and an energy consumption of 8.4 puJ per sample. This compares favorably with
other neuromorphic implementations as shown in Table 5.1 and Supplementary Informa-
tion, Table SL.F3. Keeping in mind that the BrainScaleS-2 hardware platform is a general
research platform with a large variety of features, we would expect that a platform specif-
ically tailored to our approach would further increase the energy efficiency and speed.

7.2.1 Future work

There are two main areas where the work presented by Goltz et al. (2021) can be extended.
On the one hand the in-the-loop training approach could be replaced by an on-chip training
and on the other hand the algorithm could be extended to not only optimize the first spike
of a neuron but also the following ones.

From in-the-loop training to on-chip plasticity

So far the training of our network on the BrainScaleS-2 chip is performed in an in-the-
loop fashion: the synaptic weight updates are calculated off-chip on a host computer. The
calculations are based on the spike times that were recorded from the chip and sent to the
host. Once the updates are calculated, the neural network on the chip is reconfigured with
the updated synaptic weights and the next inputs are sent to the chip. This method of in-the-
loop plasticity has the advantage of imposing very few requirements on the neuromorphic
chip. The only infrastructure required (besides the capability of accommodating networks
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of LIF neurons with configurable time constants) is the possibility to record all spiking
activity and send it off-chip to a host computer.

The main disadvantage of the in-the-loop approach is its speed. Alternating between cal-
culations performed on the host and the hardware runs introduces a significant overhead
and slows the training process. Learning on chip and using the host computer only to pro-
vide the input samples but not for plasticity, cuts out the communication overhead and is
expected to significantly speed up training.

On-chip plasticity, especially on mixed-signal hardware, is however more difficult to real-
ize than in-the-loop training. Different neuromorphic platforms provide varying levels of
support for on-chip plasticity, but generally speaking at least the following infrastructure
needs to be available: The weight updates need to be calculated by circuitry, either analog
or digital, that is able to perform the calculations prescribed by the plasticity rule. Further-
more, all quantities that are used in the plasticity rule need to be available to those circuits
at the point in time when the update is calculated. This means that there needs to be cir-
cuitry on the chip to record and potentially buffer all required quantities. Also, since the
location where the quantities are measured on chip can be physically distant from where
the plasticity is calculated, there needs to be a mechanism in place to transport information
about the measured quantities to the appropriate location. Finally, the required quantities
need to be in an appropriate format to be processed by the plasticity circuit: a digital cir-
cuit needs the quantities it operates on to be digital, while an analog circuit would require
analog signals.

The capabilities of implementing on-chip plasticity and the available flexibility therein vary
widely across different neuromorphic platforms. Since we have already shown that the in-
the-loop implementation of our algorithm is possible on BrainScaleS-2, we propose this
system for an attempt at implementing on-chip plasticity. For all other neuromorphic sys-
tems we highly recommend to establish the in-the-loop version first, before taking the step
to the on-chip approach.

Commonly, the plasticity circuitry is part of the synaptic circuits. On BrainScaleS-2 how-
ever, the weight updates are calculated by a general purpose microprocessor on the chip, the
plasticity processing unit (PPU). In principle, the plasticity rules that the PPU applies are
freely programmable. However, the weight updates for our algorithm (see Section 5.4), us-
ing for example the Lambert ¥ function and exponential functions, are too mathematically
complex to compute with feasible turn-around times. In order to make our algorithm com-
patible with the mathematical capabilities of the PPU we have already explored the possibil-
ity of replacing the exact derivatives out of which the weight updates are composed with
simplified approximations. Preliminary experiments in Supplementary Information SI.D
of our manuscript indicate that while a highly simplified, PPU compatible, learning rule
comes at some performance cost, it is still able to successfully train a network on the Yin-
Yang dataset. Supplementary Information SI.D explores one specific simplification of the
learning rule. There are however different potential approximations that can be chosen.
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Before deploying any of the resulting learning rules on the PPU, a more thorough investi-
gation of the trade-off between learning rule simplicity and accuracy penalty is required.
In addition to a potential performance loss due to the simplification of the learning rule,
we expect some impact on performance caused by the fixed-point arithmetic employed on
the PPU. How severely this reduced precision impacts performance is however impossible
to predict without further experimental evidence.

For in-the-loop plasticity it is beneficial that our learning rules only depend on the spike
times of the neurons because the spikes are typically the quantity for which every hard-
ware has infrastructure to record them and send them off-chip. This is also true for the
BrainScaleS-2 system, unfortunately however, these recordings of the spike times are not
accessible by the PPU. There are two ways to circumvent this problem:

As shown in Supplementary Information SI.D the simplified learning rule does not depend
on the absolute spike times but only on the difference between the pre- and postsynaptic
spike time. The exponential of this difference is a measurable quantity on BrainScaleS-2
and is available to the PPU? The circuits measuring the difference are part of the analog
synaptic circuits and are called correlation sensors. It might be possible to use the mea-
surements of the correlation sensors as a proxy for the time difference between the pre-
and postsynaptic spike time. Since the sensor circuits are analog, they are however subject
to significant fixed-pattern noise (Wunderlich et al., 2019, Figure 2). Whether the impact of
the fixed-pattern noise and the exponential transformation on the spike time differences is
detrimental to the learning performance needs to be investigated.

Alternatively, we suggest to extend the current chip design by additional digital registers
available to the PPU where the spike times can be recorded. This requires changes to the
circuitry on chip and therefore the tapeout of a new chip version. However, it could already
be preliminarily tested in the current chip generation. The new spike time registers can be
implemented as part of the external PPU memory on the field-programmable gate array
(FPGA) that handles the chip’s communication with the host. While this prototype design
is expected to be significantly slower than the actual implementation, it does not require any
changes to the current chip design and allows to test the algorithm before committing to a
new chip version. We expect this second approach to have a higher chance of successfully
enabling on-chip learning, as the digital nature of this measurement method both avoids
the fixed-pattern noise and the exponential transformation of the correlation sensors.

Recurrent networks and multiple spikes per neuron

While first-spike time codings can be advantageous for fast information processing, there
are situations that require operating on longer time scales. For example, in a speech classifi-
cation task such as the Heidelberg Spiking Digit dataset (Cramer et al., 2020c) each sample
has a duration of several hundred milliseconds. This is a far longer timescale than the

’Its intended use is for correlation-based learning rules like for example spike-timing-dependent plasticity (STDP)
implementations (Billaudelle, 2022, Chapter 3).
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typical time-to-classification in our setup (around 1 — 27,). Typically, these speech clas-
sification or similar temporal tasks require some sort of memory, operating on time scales
significantly longer than the membrane time constants of the neurons in the classifying
network.

In order to solve temporal tasks such as the Heidelberg Spiking Digit dataset, we need
to extend our training algorithm to be able to train recurrent networks. The recurrency
in the network automatically introduces, through the loops in the connectivity structure, a
second, longer timescale into the network. This recurrency however, only becomes relevant
if more than one spike per neuron is allowed. We therefore need to be able to not only
calculate the time of the first spike of a neuron, given all its input spike times and synaptic
weights, but also the times of all subsequent spikes.

Assuming we already know the time of the first output spike 77, we can, relative to that,
calculate the timing of the second spike. For this we define the point in time when the
refractory period after the first spike ends ¢t = 7T + Tr as t' = 0. From this new starting
point the second output spike time 75 can be calculated as was done for 77 if the differing
initial conditions

u<t/ = 0) = ‘/reset (71)
Lyn(t' = 0) £0 (7.2)

are taken into consideration. The initial value for the synaptic current at ¢ = 0 can be
calculated from the sum of all synaptic currents that are induced by spikes arriving during
the neuron’s refractory period and the residual synaptic current that remains from the input
that triggered the first spike. In practice, it might be possible, depending on the length of
the refractory period, to neglect the residual synaptic current after the refractory period.
With these new initial conditions, all output spike times of the neuron can be calculated
iteratively. While the resulting equations for the output spike time do change slightly, they
are still differentiable and with that the methods for optimizing the synaptic weights via
gradient descent discussed in Chapter 5 should be transferrable.

While the extension to more than the first spike does not entail large changes to the math-
ematical formulation, it does bring significant new challenges for the practical implemen-
tation: First, the software architecture for the training process needs to be adjusted. So far,
it is optimized for a layer-wise calculation of the output spike time. In a first-spike and
layer-wise setting, all input spikes to a neuron over the whole duration of a sample are
known, as they all come from the lower layer, which is calculated before the current layer.
Therefore, the output spike times of the current layer can be directly calculated using the
equations described in Section 5.4. In a recurrent setting this is not the case: an output
spike of the current neuron can, through the recurrent connectivity, cause another input
spike into the current neuron at a later point in time. This prevents the direct calculation of
all output spike times of a neuron. By not calculating the spike times but instead recording
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them either from a neuromorphic emulation or a network simulation we can side-step this
issue.

Secondly, we expect the choice of appropriate time constants for the neurons to be more
difficult. They still have to (approximately) satisfy either the property of 7, = 75 or 7, =
27, but the choice of the absolute value is less clear than for the static image classification.
For static images encoded via TTFS coding, it has proven to be beneficial to adjust the
time constants such that the sample duration is around double 7,. In a more temporal
task and a recurrent network there is an additional timescale involved and it is not a-priori
clear, and might very well be task-dependent, what the ratios between the timescales of the
task, the recurrency and the neuron dynamics should be. In principle, a multidimensional
parameter sweep could solve this issue, but in practice this is often unfeasible due to the
required amount of compute. Finally, it might even be beneficial to not have the same
parameters for all neurons, but to introduce heterogeneity into the network dynamics to
improve performance (Perez-Nieves et al., 2021).

The extension to multiple spikes per neuron and recurrent network models requires ad-
ditional efforts in all areas of the project, in the mathematical foundations, the software
architecture, the modeling and parametrization and finally the mechanisms for neuromor-
phic deployment. Nevertheless, we expect it to be worthwhile as it opens up the capabilities
of our algorithm to a whole class of formerly unsuited tasks, where we can potentially pro-
vide a fast and efficient solution (Orchard et al., 2015; Amir et al., 2017; Cramer et al., 2020c).

7.3 Towards dendritic microcircuits on neuromorphic hardware

In Chapter 6 we evaluated the dendritic microcircuit model by Sacramento et al. (2018)
based on its practical feasibility and neuromorphic implementability and identified three
areas for improvement:

+ The slow, leaky-integrator neuron dynamics cause a delayed neuronal response to a
change in its input. This delay not only slows down information propagation through
a deep network but also, more crucially, hampers learning through the introduction
of artificial, wrong, error signals.

« The dendritic microcircuits rely on the mechanism of feedback alignment (FA) to
avoid the weight transport problem. FA, however, is not well-suited for all network
architectures and its performance can be task-dependent.

« The rate-based communication and plasticity mechanisms prevent a direct implemen-
tation on spiking neuromorphic hardware.

In Section 6.3 and Haider et al. (2021) we introduced the Latent Equilibrium (LE) frame-
work. Through the mechanism of prospective coding, LE offers a solution to the delayed
information propagation and the induced disturbance of learning caused by slow neuronal
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dynamics (“relaxation problem”). In this thesis we have mainly focussed on how the LE
mechanism can be incorporated into the dendritic microcircuit. We have seen that for the
inclusion of LE it is only necessary to modify the activation function: Instead of depending
on the normal somatic voltage, the activation function with LE depends on the prospective
somatic voltage. The network architecture, error transport mechanisms and learning rules
remain unchanged. While the required changes to the model of the dendritic microcircuits
are small, their impact on its learning performance is profound: We have illustrated how
the required presentation times for an input sample shrink from a minimum of a hundred
times 7. for the original model to below a single 7.4. This results in a shortening of the
required simulation times by two orders of magnitude. The practical impact of this can be
seen when comparing the training of dendritic microcircuits on the MNIST dataset shown
in the original publication of the model (Sacramento et al.,, 2018) and in Max et al. (2022):
In Sacramento et al. (2018) a highly simplified steady-state approximation of the model was
used, because the full model could not be trained on a large dataset within reasonable simu-
lation times. In contrast to that, the inclusion of the LE mechanism allowed us in Max et al.
(2022) to train on the MNIST dataset while simulating the network with full dynamics, even
despite increased model complexity through the learning of the backward synapses.

While the impact of the LE mechanism on the practical feasibility of the dendritic micro-
circuit model is crucial for the work in this thesis, it is also important to note that LE is
not specifically designed for nor tailored towards this model. It can be applied flexibly to
any network model that includes leaky-integrator neuron dynamics. In particular, it is ex-
pected to be beneficial to a whole array of models targeting biologically plausible error
backpropagation that suffer from the relaxation problem.

Besides the inclusion in already existing network models to improve their performance,
the ideas by Haider et al. (2021) open up several areas for further research: So far for ex-
ample, the time constant for the calculation of the prospective voltage was equal to the
time constant of the neuronal low-pass filter. As the neuronal components that provide
the prospective voltage are, however, most likely not the same ones as those that apply the
low-pass filter, the two time constants do not necessarily have to be the same. If they differ,
we lose the instantaneity of the information propagation, which would be detrimental for
the static image classification tasks shown in Haider et al. (2021). However, for tasks that
operate on temporal signals, this might prove beneficial. By introducing different ratios
between the low-pass and prospective time constants for different neurons, the network
includes neurons that delay an incoming signal, neurons that instantaneously react and
neurons for which the output looks into the future. With that, an input signal into the
network is processed on multiple time-scales simultaneously and the network also auto-
matically stores information about the input signal at different points in time within the
neuron activities. Another wide open area of research is the step from prospective rate-
based neurons to prospective spiking or event-based neurons. While it is clear that some
form of spiking or event-based communication mechanism is required for an efficient de-
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ployment on a neuromorphic platform, whether it is best based on event-based solutions
like in Section 6.5.2 or on e.g. encoding information inter-spike-intervals or bursts remains
an open question.

In Section 6.4 and Max et al. (2022) we have introduced the phaseless alignment learning
(PAL) framework for learning feedback synaptic weights in hierarchical, dynamical net-
work models. Building on and extending the work by Meulemans et al. (2020) and Ernoult
et al. (2022), PAL focuses on biological plausibility and implementability in physical sys-
tems. In particular, it implements the learning of all synaptic weights in the network in
a fully phaseless manner and bases the learning mechanisms solely on quantities locally
available in space and time. PAL leverages the noise found in bio-physical systems and
uses the correlations between the noise on different signals as an additional carrier of infor-
mation. With that, the information carried by the signals travelling through the network
can be used for the learning of the feedforward weights, while the correlations between
the noise on top of the signals provides the information necessary for the learning of the
feedback weights. By disentangling the two information carriers using simple low- and
highpass filters, which are implementable by biological components, both noise and signal
can be present in the network at the same time and can be leveraged for the simultaneous
learning of all synaptic weights.

The presented mechanism and theoretical derivations are accompanied by their application
to the dendritic microcircuit. The performed experiments demonstrate the ability of PAL to
improve a network model’s performance compared to when the simple method of FA is used
for the avoidance of the weight transport problem. The experiments also directly showcase
the value of our previous work in Kriener et al. (2022) by using the Yin-Yang dataset to
more clearly demonstrate the advantages of PAL compared to FA in comparison to MNIST
and the work in Haider et al. (2021) by allowing us to train comparatively large dendritic
microcircuit networks with full dynamics. The results with dendritic microcircuit networks
are accompanied by an additional experiment demonstrating PAL’s ability to operate on
multiple hidden layers. For this purpose dendritic microcircuits are unsuitable due to the
reasons discussed in Appendix A.2.3, instead a similar network setup as in Haider et al.
(2021, Figure 2) was used.

While we demonstrated PAL’s applicability to biologically plausible network models us-
ing the dendritic microcircuits, the PAL framework is, similarly to LE, not specific to one
network architecture. We expect it to be applicable and beneficial to many other network
models that so far employ FA as a solution to the weight transport problem. Furthermore,
also similarly to LE, one of the biggest open questions for further research on PAL is how
the mechanism can be realized in a spiking or event-based setting. This would not only
address the current limitation to rate-based models, but also open up the possibility of a
neuromorphic realization.
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Finally, in Section 6.5 we addressed the issue of a rate-based dendritic microcircuit not being
directly implementable on a spiking neuromorphic platform. We described two potential
approaches:

In Section 6.5.1 we developed an alternative, LIF-neuron-based network architecture that
mimics the functional principles of the dendritic microcircuits. For this we separated the
compartments of the multi-compartment neurons into multiple LIF point neurons. The
plasticity mechanisms remained rate-based and we calculated the firing rates from the spike
counts of the LIF neurons. We could show that this spiking point neuron setup approxi-
mated the functional principles of the original dendritic microcircuit model and with that
implemented an approximation of the error backpropagation algorithm.

We were able to demonstrate the functionality of learning the self-predicting state and a
small proof-of-concept task both in simulation and on the BrainScaleS-2 hardware. Despite
the successful small-scale demonstration, we observed significant problems in scaling to
larger networks and more difficult tasks. On the one hand our approach of calculating
firing rates by accumulating spike counts resulted in prohibitively long simulation times.
Particularly in simulation this issue becomes more severe with increasing network size. On
the other hand, we also observed that the error transport mechanism, i.e. reconstructing an
error signal from the difference of the activities of interneurons and pyramidal neurons in
the layer above, is error-prone and susceptible to disturbance by noise and circuit mismatch.
This results in a noisy and potentially unstable error transportation which severely impacts
learning performance. We will highlight a potential solution for this in Section 7.3.1.

The observed shortcomings of our LIF-neuron-based approximation for a spiking imple-
mentation of dendritic microcircuits lead us to consider an alternative approach: The ideas
presented in Section 6.5.2 are based on spikes with payload, a feature that has seen increased
popularity on newer neuromorphic systems (IntelLabs, 2021). It allows for a spike signal to
carry more than a single bit of information. We can use this to transport information about
the firing rates of neurons between pre- and post-synaptic partners. With this, we can have
an intermediate solution between a fully rate-based model and a spiking one. As the ideas
outlined in Section 6.5.2 are preliminary and have not been extensively tested, more work
on this topic, in particular on the areas outlined in the following section, is required.

7.3.1 Future work

For a successful and scalable implementation of a dendritic microcircuit network on a neu-
romorphic platform two main challenges remain: Firstly, since our first approach to a spik-
ing implemenation with LIF neuron in Section 6.5.1 proved difficult to scale to larger tasks,
the alternative ideas suggested in Section 6.5.2 should be investigated in more detail. Sec-
ondly, one of the other causes of the scaling difficulties, the error transport mechanism,
which is not robust to disruption by noise, should be addressed.
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Event-based communication as an intermediate between spikes and rates

The ideas on event-based transmission of neuron activations (firing rates) sketched in Sec-
tion 6.5.2 are just a first step in the exploration of the potential of spikes with payloads.
While we have so far illustrated the mechanistic principles, a more thorough investigation
of their practical feasibility is necessary. Here, we will highlight three crucial areas that
have not been covered so far.

Firstly, not only firing rate transmission but also plasticity has to be adressed: In the most
basic form of event-based firing rate communication, where every neuron sends an event
at every time step, we expect neuromorphic implementations to struggle with bandwidth
restrictions and communication bottlenecks®. It is therefore beneficial to enforce a sparsity
in time for the events. Similarly, the calculation of a weight update for every synapse at
every time step is expected to be difficult to handle on hardware and might require a reduc-
tion in emulation speed. An event-based form of the plasticity mechanisms, where updates
are triggered by either pre- or postsynaptic events, would address this issue.

Secondly, the simulations in Section 6.5.2 cover only a highly simplified network struc-
ture. The mechanisms need to be tested in a setting where multiple inputs with different
event timings connect to one neuron. Additionally, the potential impacts of the recurrent
connectivity in the microcircuit architecture on the event rates as well as the precision of
information propagation should be investigated. Also, it should be evaluated whether there
is a difference in learning performance between the original, rate-based, microcircuit and
the microcircuit with event-based communication and plasticity. If there is a performance
drop caused by the event-based implementation, its dependence on the parameter choices
for the event-based mechanism should be investigated.

Finally, as a last step before the deployment on a neuromorphic platform, the impact of
specific hardware restrictions such as fixed-precision integer arithmetics, bandwidth and
connectivity limitations or restrictions on the available plasticity mechanisms need to be
investigated. As the different hardware platforms vary significantly in their specifications,
this final step is specific to the chosen platform. Among the currently available hardware
platforms we expect the Loihi 2 chip to be the one with the highest chance for a successful
implementation, as it promises native support for spikes with payloads as well as flexible
neuron models and plasticity rules (IntelLabs, 2021).

Error transport mechanisms

The dendritic microcircuit model does not directly transport error signals between network
layers. Instead, the errors are constructed in each layer through differences in activities
of pyramidal and interneurons. In theory, this is an elegant way of avoiding the issues
that a direct transport of error signals entails, for example the necessity of communicating

*Note that this setup would be a misuse of the event-based neuromorphic infrastructure which is optimized for tem-
porally sparse communication.
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positive and negative valued signals via a strictly positive firing rate. In practice, we have
however found it to be highly sensitive to imperfections in the network setup, e.g. the self-
predicting state (see Appendix A.2.3) and hardware effects such as fixed-pattern noise and
quantized weights (see Section 6.5.1):

Learning is driven by the error signals that are constructed in the apical dendrites from the
differences in activities between pyramidal and interneurons. Both neuron types receive
the same input, but the pyramidal neurons are additionally nudged towards the desired
behavior of the network, while the interneurons do not receive the nudging signal. A dif-
ference between the two signals therefore reconstructs the nudging, i.e. the error signal. In
a setting where the network already solves the task correctly and therefore no error signal
is present, the activities of pyramidal and interneurons should match exactly and therefore
all signals arriving at the apical compartments should cancel out to zero. In practice this
is however not the case for multiple reasons. Even in an ideal, noise free, simulation the
assumption that pyramidal and interneurons produce the exact same output in absence of
nudging is flawed: While both receive the same input firing rates, as they are connected
to the same presynaptic partners, the pyramidal neurons receive their input via synapses
with the weights W*? while the synapses of the interneurons have the weight W, As the
synaptic weights W*? constantly evolve during learning, the synapses of the interneurons
never exactly match them. This mismatch always introduces an additional, wrong, error
signal that disturbs the learning of the task. How severely these wrong errors disrupt learn-
ing depends on the relative magnitudes of the actual error signals and the wrong ones. As
we have seen in Appendix A.2.3, the magnitude of the actual error signals, decreases with
increasing distance to the top layer due to the nudging mechanism. Therefore, in the lower
layers, the wrong errors dominate over the actual error signals and prevent learning.

A neuromorphic implementation, in particular on a mixed-signal platform, compounds this
problem, since, due to fixed-pattern noise, interneurons and pyramidal neurons cannot pro-
duce the exact same output even if they received the exact same inputs via the exact same
weights. Also, since parts of the synaptic circuits are analog as well, they are also influ-
enced by fixed-pattern noise. Therefore, even if the same weight value is configured, the
effective synaptic weight is not the same. A correction mechanism for that is difficult to
realize due to the quantization of the synaptic weight values.

The issues detailed above show that the approach of reconstructing error signals from dif-
ferences in activities induces a significant amount of practical problems and is in particular
not well-suited to an implementation on mixed-signal neuromorphic platforms. We there-
fore suggest to rethink the error transportation mechanism. An alternative approach could
be the direct propagation of error signals via a set of error neurons as for example in Pozzi
et al. (2020). We expect this approach to be less susceptible to distortive effects as it is sig-
nificantly less reliant on fine-tuned interactions between different parts of the network. It
however reintroduces the necessity to communicate a signed error signal. Drawing inspi-
ration from neuroscience we can identify two potential ways how this can be realized: One
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of them is the method employed in Section 6.5.1 where the error neurons have a baseline
activity and a negative error is encoded by activity lower than the baseline (Schultz et al.,
1997). Alternatively, we can use two types of error neurons, one coding for the positive and
the other for the negative errors (Keller and Mrsic-Flogel, 2018; Hertdg and Sprekeler, 2020;
Wilmes et al., 2022). We expect both of these approaches to be more robust than activity
differences, but which one is easier to implement and most stable in practice needs to be
investigated.

A microcircuit model with a replaced error transport mechanism, in its basic form, will
most likely suffer from the same issues introduced by slow neuron dynamics as the den-
dritic microcircuits. As the LE mechanism (Haider et al., 2021) is rather general and in
particular not specifically tailored to the dendritic microcircuits, we expect it to be equally
applicable and beneficial to a revised microcircuit model. The same statement holds for the
PAL algorithm (Max et al., 2022) which should be used to solve the weight transport prob-
lem and align feedback to feedforward weights in the network. Finally, the ideas outlined
in Section 6.5.2 should also be transferrable and put a robust and efficient implementation
of the revised microcircuit model on event-based hardware systems within reach.

7.4 Conclusions

In this thesis we have utilized two different approaches to bring the concepts of deep learn-
ing and error backpropagation onto neuromorphic hardware. The first approach can be
described as bottom-up or “device-up”, as it aims to develop mechanisms for error back-
propagation using the components of a neuromorphic system. The second one represents
a top-down or “algorithm-down” strategy, since it starts from an already existing algorith-
mic model and amends that to be deployable on neuromorphic systems.

Comparing the outcome of the two approaches, at first glance the bottom-up approach ap-
pears to have been more fruitful as it led to a functional neuromorphic implementation
that is competitive both with regards to algorithmic performance and efficiency. The main
reason for this is that a bottom-up approach benefits from the intertwined algorithmic de-
velopment and neuromorphic implementation. Since it is fundamentally based on existing
neuromorphic components, prototypes and subcomponents can be tested early and poten-
tial incompatibilities with the neuromorphic platforms can be remedied already during the
algorithmic design process. An example for this is our simulated test for robustness to fixed
pattern noise: Since we knew our target neuromorphic platform from the beginning, we
could estimate the levels of e.g. fixed-pattern noise and evaluate the algorithm’s robustness.
If these tests had revealed a strong detrimental effect, we would have been able to incorpo-
rate these findings in the algorithmic design process and improve robustness. Additionally,
since bottom-up approaches typically target one specific or a set of similar neuromorphic
systems, they can be specialized to those and optimally exploit the platform’s strengths. In
our case the choice of the fast TTFS coding scheme paired well with the accelerated emula-
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tion of the BrainScaleS-2 system and allowed us to achieve competitively high classification
rates.

However, a bottom-up approach is, by design, focussed on achieving functionality within
the scope of already existing hardware technologies. In contrast to that, the top-down ap-
proach offers more freedom in algorithmic design choices and promotes innovative ideas.
We have seen in this thesis how this can lead to more widely applicable concepts: While
both the Latent Equilibrium mechanism and the Phaseless Algignment Learning algorithm
address weaknesses of the dendritic microcircuits, our solutions remain general and are
applicable to a wide spectrum of other models that suffer from similar limitations. In gen-
eral, a top-down approach settles on an algorithmic solution first and then adapts it to
be deployable on a neuromorphic platform. This however, has the significant disadvan-
tage that neuromorphic restrictions are often only considered at the end of the algorithmic
design process. This is problematic, since it can be very difficult to exactly predict how
the required adaptations and the hardware restrictions impact algorithmic performance.
Our suggested adaptation of the dendritic microcircuits, an LIF-neuron-based variant de-
ployed on the BrainScaleS-2 system, suffered from the error-transport mechanism’s insta-
bility to fixed-pattern noise and a large increase in required training time. These issues,
while predictable to a certain degree, were significantly more pronounced than expected
and rendered the approach practically infeasible. While this example of the microcircuit’s
adaptation to LIF-based hardware illustrates the potential pitfalls of a top-down approach,
our alternative adaptation based on spike signals with payloads also highlights how the
adaptations of an algorithm for deployment can inform innovative ideas for new hardware
design principles.

From these considerations we see that our bottom-up approach resulted in an efficient and
specialized solution for a currently available neuromorphic system, while the larger free-
dom provided by the top-down approach has inspired more general algorithmic ideas as
well as provided insights into the value of new design principles for future hardware gen-
erations.
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Appendix A

Error Backpropagation in ANNs and
Microcircuits

A.1 Derivations for ANNs

Here we derive the weight update and recursive error calculation for a fully connected
feedforward network. The output activations y,,of the neurons in layer n are given as

a, = Wy n-1Yn—1 + bn (Al)
Yn =@ (a'n) (A2)

where ¢ is a differentiable activation function.

We derive the update of the synaptic weights from layer n — 1 to n via gradient descent on
the loss function L

AWyt = —1 Ve L. (A.3)

If we consider one element in the weight matrix, the weight connecting neuron i in layer
n — 1 to neuron j in layer n, we can expand the above equation using the chain rule

y oL
Awn],n—l = —anij (A4)
n,n—1
oL dy:  0Oal
= —n——0_" A.

"9, 0ai, 0w, (A9

oL 10 j
= g, ¢ (a) Vs (A-6)
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For the full weight matrix this can be written as

A/u7n,n—1 = -0 ayn © 90/ (an) yZ—l (A7)
= —ne, Y, (A-8)
with
oL
or i ¢’ (a,)
B2 and ¢ (a,) = | ¢ (a) (A.9)

Oy

and © an element-wise multiplication. Here we have defined the error signal as e,, =
% ®¢' (a,). Note that this error signal is not consistently defined in the machine learning
literature but the definition chosen here is among the commonly used ones (e.g. Lillicrap
et al. (2020)).

To derive the layerwise recursive definition of the error, we first need a layerwise recursive
form of %. This can be calculated again for a single element ¢ using the chain rule.

or _ > 0L Oy aai‘.“ (A.10)
oy, p Yy Oal, . Oy,
in layer
n+1
oL ,, i
= ¥ (afwl) W1 (A.11)
; i1
in layer
n+1
For the full vector this results in
oL oL
oy = wZH,n (m © ¢ (a’n+1)) . (A.12)

With that the recursive definition of the error signal is

oL

e = B © ¢ (an) (A.13)
oL , ,
= wg-&-lm © 2 (a’n+1) O] 2 (an) (A-14)
OYnt1

= [wZH,nenH} © ¢ (an). (A.15)



A.2. ERROR BACKPROPAGATION IN DENDRITIC MICROCIRCUITS 173

A.2 Error backpropagation in dendritic microcircuits

The derivations in this chapter are performed under the following assumptions:
« No feedback alignment (FA) but BEBL = WEI}”_Tl
« Perfect self-predicting state at all times

» Interneurons match their corresponding above-layer pyramidal neurons perfectly and

the nudging on the interneurons is negligible such that u} = v?ff

+ Only the steady state solutions of the somatic membrane voltages (i.e. the value to
which the somatic membrane voltage settles for constant input) are regarded.

To simplify the notation we consider a network with only a single pyramidal neuron per
layer. Nevertheless, the methods and calculations are transferrable to networks with larger
layers, albeit with more complicated notation.

A.2.1 Hidden layers

A pyramidal neuron in the (-th layer is described by its somatic voltage u; and its dendritic
voltages v}* and v;”". Given constant inputs (and therefore constant dendritic potentials)

the somatic voltage converges to its steady state of

bas,,bas api,,api
p_ 900"+ gy,

u, = . A.16
¢ aq + gbas + gapl ( )

bas api .
_ g b g e (A.17)

g1 + gbas + gapi ) ﬂl + ghas + gapll
pe X
44

= v?as’* + Ay (A.18)

The scaled dendritic voltage vgas’* represents the state of the soma in a setting where there is
no backward information flow in the network. This corresponds to the purely feedforward
“membrane voltages” a, in an ANN.

Using a taylor expansion around ”uz’j_si*, thereby assuming that the impact of the backward

information flow is weak, we can express the apical voltages in the hidden layers in a re-
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cursive form:

v = Wi [ (ufn) — ¢ (uh)] (A.19)
= Wi [ (U?ff + )‘lel) - <Ugj—sl*>:| (A.20)
WKPLTZ [ ( Efi) + )‘U23:1 ¢ <U2f1*> - <U2f1*>} (A.21)

= A WepflTe Uzill ¢ <U2f1*> (A.22)

For a layer with multiple neurons this results in
. i api bas,*
;= A ngg ( zi1 ©p <'Ug+1 >) (A.23)

By again using a taylor expansion we can also rewrite the update rule for the feedforward
weights

WEy = n [ (uf) = ()] o (uf) (A.24)
=7 < O+ Wpl) SO(UE“*)]@(UE_O (A.25)
=7 < b> b (UEas*) . (U?)] o () (A.26)
Ay (0) o () (A.27)

For a full network this then results in

as, T
WM L =nAvP oy ( ; >ga(u§_1) : (A.28)

By comparing Eqn. (A.28) to the weight updates in error backpropagation in Eqn. (A.7)
we see a clear correspondence if it can be shown that v3” o M . We also find that the

layer-wise recursive forms for the apical voltages in Eqn. (A. 23) and for - in Eqn. (A.12)
match.

A.2.2 Top layer

Due to the recursivness v;" o< 2% can be confirmed by showing v¥' | o 25— for the
L By N 1 OYn-—1

highest layer that contains apical compartments.
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We start be rewriting the steady state of the somatic voltage in the top layer u},

bas nudge,tgt

P g bas g tgt
Uy = g+ gbas _|_gnudge,tgt UN + g+ gbas _|_gnudge,tgt u (A29)
bas
o g bas tgt
o a+ gbas + gnudge,tgt UN Tau (A-30)
= (1—a) v + au® (A.31)
=02 4o (utgt — v}’v> (A.32)
with o = % and v = 1“11);;5 v%3 which is the value u}, converges towards in
the absence of nudging. With that we can write the apical voltage as
api PP, T
Unoy = N,N-1 [@ (Ulzpv) —¥ (Uﬁvq)] (A.33)
= Whn_1 [go (v?\?s’* + o (u® - vlj\?s’*)> — @ (v?\?s’*)] (A.34)
= ]f\}f:}vT_l [gp (v?\?s’*) + oo (u® — oY) ¢ <v?\?s’*> — (U?\?S’*ﬂ (A.35)
as,” bas,*
= aWyn_y (u® - v <?)N > : (A.36)
For the ANN we have
oL T < oL , )
=wyy.g | =— O¢ (ay) |. (A.37)
OYn-1 AN Oyn @' (ax)

We now assume the loss function for the dendritic microcircuits to be
. 2
L=— (ulj\, — utgt) (A.38)

where @5, is the voltage of the top layer if no nudging is applied (we want the network to
solve the task also in the absence of a guiding nudging signal). We can then calculate

ac ~P tgt
ouk;
— S et (A.40)

using that the unnudged potential is by definition v"** and with that have shown that

indeed v?}?il corresponds to ayaNE . Therefore, we can conclude that under the given as-

sumptions the dendritic microcircuits approximate error backpropagation.

However, we have assumed the outputs of the top-layer pyramidal neurons to be their
somatic voltages @5, instead of their somatic firing rates ¢(@%;). This is technically only
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half correct, as the somatic voltages are the “outputs” used for calculating the loss function
and reading out the network result, but they are not the output that travels back along
the backward connections in the network. In theory, either the loss function should be
calculated based on the somatic firing rates or the output that travels backwards should be
the somatic voltage. The latter is not possible due to the fact that somatic voltages can be
negative and for biological plausibility reasons only strictly positive firing rates can travel
along synaptic connections. The former is not advisable since we know from machine
learning that the application of an activation function in the output layer hampers learning
performance. In practice the applied mixture of outputs in the top layer of the microcircuit
networks does not seem to significantly impact the learning performance, but it should be
noted that it is strictly speaking neither correct nor biologically plausible.

A.2.3 Multiple hidden layers

Even though the derivation of the error backpropagation mechanism in the dendritic mi-
crocircuits is derived for an arbitrary number of hidden layers in a network, it is in practice
very hard (to the extent that it has not yet been performed successfully) to train a micro-
circuit network with full dynamics and more than one hidden layer. An intuition on why
this is the case, can be found by revisiting the recursive expression for the apical voltages:

v = WY [ () — @ (wh)] (A41)
bas,* api
= W [ (ol + 2ot ) — o ()] (A42)
bas,* api bas,*
= Wg’f& [90 (”Hl ) +Avi ¢ (UE—H ) —¥ (“2)] (A.43)

At this point in the derivation we normally assume a perfect self-predicting state and set
1 bas,* . .. .. .
uy = v, . In practice however the network never is in a perfect self-predicting state since
the feedforward weights are constantly changing and the lateral weights are not capable
to perfectly keep up. We now include this by setting u}, = vlgfi* + & where £ is a mismatch
between the pyramidal neuron and the interneuron caused by an imperfect self-predicting
state. The magnitude of ¢ is mainly determined by the level of fine-tuning on the learning
rates. The optimal learning rates are highly dependent on the task, the network size and

neuron parameters as well as the weight initialization.
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Including the mismatch in the derivation we get

o = W, [ (b)) + Aol () — o (ol + ) (A49)
= Wi | (k) + voit ! (en) = [0 (b)) + (vhi) €] (aa9)
= Wi et o (o) — ¢ (o) €] (A46)
= Wi (i) et -] (A7)

Here we now see that due to the recursion the apical voltage accumulates a factor of A < 1
for every layer it is below the top layer. The error signal used for learning is therefore
downscaled by AV=(“*1) once it reaches the layer /. In contrast to that the mismatch ¢ is
introduced locally and therefore of approximately equal size in all layers. If the learning
rates are not fine-tuned enough there exists a layer ¢ below which the mismatch ¢ drowns
out the error signal and prevents learning. In practice, it turns out that with the typically
feasible amount of fine-tuning this layer is already the second one below the top layer.

This finding is seemingly contradicted by the experiment discussed in Sacramento et al.
(2018) where a network with two hidden layers (500 neurons each) is trained to solve the
MNIST dataset. However, the model there is not simulated with full dynamics but only in
the steady state with only one weight update for each input sample. This makes keeping
up the self-predicted state significantly easier. In addition to that the chosen method for
approximating the steady-state of the network is rather crude and results in a forward
information flow in the network that is not influenced by the backward flowing signals.
Thereby this approximation effectively removes a crucial characteristic by, for the forward-
pass through the network, ignoring the inherent recurrency of the dendritic microcircuit
and making it more akin to an ANN than to a dendritic microcircuit simulated with full
dynamics. Finally, as shown in Max et al. (2022) an ANN with a single hidden layer of 100
neurons is already capable of achieving similar accuracies on the MNIST dataset. Therefore,
the results in Sacramento et al. (2018) could have easily been achieved even if no meaningful
learning signal reached the lowest layer.

A.3 Error backpropagation in point neuron microcircuits

In this section we use the approximation in Section 6.5.1 where it was shown that the firing
rates of LIF neurons can act similarly to the leaky-integrator neurons used in the original
microcircuit models. We can therefore, in the following sections use the same notation as
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before and write

o = p(u) (A.48)

= (a > Winrin> (A.49)

inputs

where « is some parameter dependent proportionality factor. Note that for the case of LIF
neurons v is not the actual membrane voltage, which is affected by resets after spikes, but
the artificial variable of the free membrane potential.

A.3.1 Nudging via synaptic connections

In contrast to the original microcircuit, where the apical compartment is connected to the
soma of the pyramidal neuron via a conductance, the error neuron which replaces the apical
compartment connects to the pyramidal neuron via a synapse. In the following we show
that for small error signals this synaptic connection has approximately the same effect on
the pyramidal neuron as the conductive coupling. Eqn. (A.18) shows that for the original
microcircuit the somatic voltage can be described as

bas api
P 9 bas g api

Uy = ————— —_— A.50
¢ aq + gbas + gapl ¢ gi + gbas + gapl 4 ( )

which is a sum of the bottom-up signal and the apical signal, both scaled by parameter-
dependent constant factors. For the point neuron microcircuit we can describe the pyrami-
dal neuron similarly with

up = o Wef:{ﬁ?fl +aW? [r? — TB} (A.51)
=« sz_lrg_l +aWB [go (u%) — (0)} (A.52)

where we have assumed the leak of the error neuron to be at zero (£ = 0). For small errors
we can assume that u} is close to the leak potential, and we can do a taylor expansion

ug = a Wiy +aW® [ (B) + ¢ (0)up — ¢ (0)] (A.53)
=aW_irj_y +aWP¢ (0) uy. (A.54)

Since both W* and ¢’ (0) are both constant, we arrive at a similar relationship of «* with
the error signal as in the original model.
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A.3.2 Correspondence to propagation mechanisms in original microcircuit

Under the same conditions as in Appendix A.2 we derive a recursive form for the error
neurons voltage, which replaces the voltage in the apical compartments of the original
model

up = aWihy [ria — i (A.55)
= aW;hy [ (ugy) — ¢ (up)] (A.56)
=a Wg’f’& [(p (a Wffuﬁ +aWBy' (0) uEH) — (ulz)] ) (A.57)

To show the analogy to the original microcircuit we call the bottom-up input o W/}, ,r} the

basal voltage v?fi* even though the basal compartment was absorbed into the pyramidal

point neuron. Finally, we use the assumption of a perfect self-predicting state and write
upy = vgisi*. Then another taylor expansion shows the layer-wise recursive form for the

€Iror neuromns:

uy = a Wy [gp (szi* +aWhy' (0) ufﬂ) —p (szi*ﬂ (A.58)
=a W;f’& ¢ (V) a WP ' (0) up,, (A.59)

This is, up to constant factors, the same as for the same relationship as for the apical com-
partments in the original microcircuits (Eqn. (A.23)).

In contrast to the error signal, which exactly matches the one in the original microcircuit
we can compare the resulting weight updates for the feedforward connections and see a
slight deviation there:

Wi =n[r®—r® rj, (A.60)
=1 [ (up) —(0)] 77, (A.61)
=0y’ (0) ugry_, (A.62)

bas,*

This corresponds to Eqn. (A.27) except for the missing ¢’ (vz ) in the point neuron mi-

crocircuit. Note that the ¢’ (Ubas’*) of the other layers are implicitly included in Eqn. (A.62)
through the recursive definition of u* but the derivative of the activation function in the
current layer ¢ is missing. Therefore, the weight updates in the point neuron microcircuit
only approximately correspond to the error backpropagation weight updates in the original
microcircuit model.
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Appendix B

Parameter tables

The simulation and emulation parameters for the publications in Chapter 4, Chapter 5 and
Section 6.4 are part of the manuscripts and can therefore be found in the respective chapters.
The parameters for the summarized results in Section 6.3 can be found in the supplementary
information for Haider et al. (2021).

B.1 Background

Table B.1: This table includes the parameters for the simulations shown in Fig. 2.3 and Fig. 2.5. The sim-
ulations were performed using the iaf_psc_exp neuron model in the version 2.20.2 of the NEST
simulator (Fardet et al., 2021).

Parameter name Value
Simulator NEST
Version 2.20.2
Time step 0.1ms
Cm 1000.0 pF
E L -75.0mV
V_reset -65.0mV
V_th -55mV
tau_m 10.0 ms
tau_syn_ex 5.0ms
tau_syn_in 5.0 ms
t_ref 15.0 ms
Ie 0.0nA
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B.2 Point neuron Microcircuits

Table B.2: This table includes the parameters for the simulations shown in Fig. 6.11. The simulations were

performed using the iaf_psc_exp neuron model in the version 2.20.2 of the NEST simulator (Fardet

et al., 2021).

Parameter name Value
Simulator NEST
Version 2.20.2
Time step 0.1ms
Cm 1000.0 pF
E L -65.0mV
V _reset -65.0 mV
V_th -50mV
tau_m 5.0ms
tau_syn_ex 15.0ms
tau_syn_in 15.0 ms
t_ref 1.0 ms
ILe 0.0nA
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Table B.3: This table includes the parameters for the simulations shown in Fig. 6.13.

Parameter name Value
General

Simulator PyNN
Backend NEST
Time step 0.1ms
Simulation window 1000.0 ms
Neuron model IF_curr_exp
Stimulus repetition: (SP!learning) 20, 7

Input-Target Pairs

(20, 145), (190, 150) Hz

Network

Layers size (input-hidden-output) 1-1-1
baseline firing freq. 100.0 Hz
Weight init WF? UJ0,1.5] nA
Weight init W U[-1.5,1.5] nA
Weight init W U[0.6,1.0] nA
Weight init B? 1.2nA
Weight init W2, W3 0.8nA, 0.8nA
Weight range® [-10, 10] nA
Learning rate 175% (SP, learning) 0.0, le—6
Learning rate nzpﬂ (SP, learning) 0.0, 5e—7
Learning rate nIP (SP, learning) Te—6, be—7
Learning rate n*! (SP, learning) 3e—7,0.0
Pyr.% Interneuron?

cm 1.0nF
tau_m 10.0ms
tau_syn_E 15.0 ms
tau_syn_I 15.0 ms
tau_refrac 5.0 ms
Error neuron*

cm 1.0nF
tau_m 20.0 ms
tau_syn_E 50.0 ms
tau_syn_I 50.0 ms
tau_refrac 0.1ms

! All parameters marked with “SP” were only used in the simulations for

learning the self-predicting state.
2

switching to the next sample.

It proved beneficial to present each stimulus several times before

On neuromorphic platforms the range of available rates is typically lim-

ited. We model this here, by artificially only allowing synaptic weights
in this range. Additionally, the cap on weights can prevent the weights
from drifting to excessively high values in case of “wrong error signals”
caused by noise or non-perfect self-predicting states.

4

above.

All potentials were chosen such that the baseline frequency is as given
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Table B.4: This table includes the parameters for the emulations shown in Fig. 6.14.

Parameter name Value

General

Frontend PyNN

Backend BrainScaleS-2 (HICANN-X v2)
Simulation window 2000.0 ps!

Neuron model LIF (AdEx circuits switched off)
Stimulus repetition: (SP?learning) 7,7

Input-Target Pairs

(50, 140), (190, 160) kHz

Network

Layers size (input-hidden-output)
baseline firing freq.

Weight init WP

Weight init WP

Weight init W*!

Weight init B*?

Weight init W, W5

Weight range

Learning rate ni% (SP, learning)
Learning rate ngﬁ (SP, learning)
Learning rate n'* (SP, learning)
Learning rate "' (SP, learning)
Learning threshold

1-1-1
100.0 kHz
U|[0, 50]

U[—50, 50]
U[15, 63|
U|o, 50]

0, 15
[-50, 50]
0.0, 9e—4
0.0, Te—4

He—4, 6e—4
3e—4,0.0
0kHz

Neuron parameters determined individually through calibration routine®

! While the plot shows the recorded traces in the biological timescale, here the hardware

timescale (1000x accelerated) is used.

2" All parameters marked with “SP” were only used in the simulations for learning the

self-predicting state.

* In addition to the standard calibration routine another step of adjusting the firing
threshold is added in order to set all neurons up with an as similar as possible base-

line firing frequency.
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B.3 Event-based Microcircuits

Table B.5: This table includes the parameters for the simulations shown in Figs. 6.15 to 6.17.

Parameter name Value
Time step 0.1
Tpres 15.0
Cn 1.0
E; 0.0
g1 0.06
gbas 02
g 0.12
PP
Wl,o 1-7
w3t 1.3
Activation function ReLU

At (Figs. 6.15 and 6.17)  [1.0, 3.5]
Au (Figs. 6.16 and 6.17)  [0.02, 0.1]
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