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A scientist in his laboratory is not a mere technician,
he is also a child confronting natural phenomena that impress him as

though they were fairy tales.

— Marie Curie





A B S T R A C T

This thesis deals with the construction of a simulation model of
the atmosphere of Io and the testing of different atmospheric
processes added to the model. A 3D Direct Simulation Monte
Carlo method is applied to model the rarefied gas flows. Dif-
ferent processes such as the surface frost sublimation, volcanic
surface features and plasma heating are implemented in the
model and further studied.

In its final version, the model can compute the sublimation of
SO2 depending on the solar incidence angle and a surface frost
distribution, the outburst of volcanic plumes, the influence of
plasma heating on both, the ambient atmosphere and volcanic
plumes and the presence of several species. With this model
a closer look at the plume structure and at the influence of
different plasma parameters is possible. It was found that vol-
canic plumes in combination with a sublimation surface create
hot non-equilibrium regions at their sides and winds of up to
300m/s have been determined. Further, the parameters of the
plasma interaction are studied and compared regarding to their
influence on the temperature distribution of the atmosphere.

In a second step dust particles are added to the model using
the DRAG3D code originally developed for cometary research.
The movement of the dust particles is calculated from the gas
flow field result. In this process various dust sizes and proper-
ties are explored and synthetic images of the dust density and
the reflectance are created and analysed.

In future this model can be further refined by adding differ-
ent species and physical processes.
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Part I

I N T R O D U C T I O N





1
I N T R O D U C T I O N

Io, Jupiter’s innermost Galilean moon, is the most volcanically
active body in the solar system and presents a fascinating envi-
ronment for the study of the interaction between extreme vol-
canic activity and dynamic atmospheric processes. This thesis
aims to construct a model of the atmosphere of Io, exploring
the interaction between atmospheric processes and the result-
ing dynamics. In combination with future observations this
research intends to support the understanding of Io’s atmo-
sphere, its behaviour and interaction with surface processes
and Jupiter’s magnetosphere.

1.1 literature review

Io’s atmosphere has always been a subject of debate. It appears
to be primarily composed of SO2 ([69]) which is also one of
the gases driving the moon’s intense volcanic activity. How-
ever, it is not clear whether the volcanoes or a condensation-
sublimation cycle of SO2 is the main source of the atmospheric
gas.

The first evidence of an atmosphere on Io was obtained in
1973 with the detection of ionospheric layers above Io’s sur-
face ([38]), though discussions about the existence of an at-
mosphere were already present in the literature ([5],[18], [66],
[14]). In 1979, the first evidence of volcanic activity was found
in the analysis of Voyager 1 data ([69], [60]), although it was
not certain whether the observed SO2 originated from the vol-
canic plume or the ambient atmosphere. Further, millimeter-
wave observations at 222GHz enabled the observation of Io’s
global SO2 atmosphere ([43], [42]) which revealed surface pres-
sures of about 4− 40nbar and column densities of 2× 1017 −

2× 1018cm−2. In the last thirty years several observations and
studies were made to gain further insights into the dynamics
of Io’s atmosphere.

3



4 introduction

1.1.1 Atmospheric and surface observations

The atmospheric column density has been studied globally and
locally. In the following abstract different observations are dis-
cussed which assume that the local day side SO2 vertical col-
umn abundance ranges between ∼ 5× 1015cm−2 and 6× 1017

cm−2 due to variations in the insolation, the surface frost dis-
tribution and volcanic activity. The estimates can be divided in
into spatially unresolved, disk-integrated values and spatially
resolved values. For disk-integrated data, models were used to
deduce equatorial densities.

In 1992 Hubble Space Telescope (HST) obtained disk inte-
grated observations using the Faint Object Spectrograph (FOS)
which were interpreted as column densities of 6−10×1015cm−2

[3] and 4 × 1016cm−2 [11] for uniform atmospheric distribu-
tions. For a spatially confined atmospheric model at the subso-
lar point Ballester et al. fitted their data to densities of 1016−3×
1017cm−2. Further, UV spectra by the Goddard High Resolution
Spectrograph (GHRS) inferred disk-averaged column densities
of 5× 1015cm−2 and 7× 1015cm−2 for the leading and trailing
hemispheres respectively ([91]). Institut de Radio Astronomie
Millimétrique (IRAM) radiotelescope disk-averaged observations
at millimetre wavelengths were best fit with densities of ∼ 1017

cm−2 and temperatures > 600K [42]. Also, the NASA Infrared
Telescope disk-integrated mid-infrared spectra inferred equato-
rial densities of 1.5× 1017cm−2 near 180◦W and 1.5× 1016cm−2

near 300◦W [84]. On the other hand, 1996 saw the first suc-
cessful spatially resolved observations of Io’s atmosphere with
HST/FOS [56]. They were able to show spatial inhomogeneity
in column densities between three locations: Pele volcano, Ra
volcano and a control region a 45◦S and 300◦W with column
densities at 3.25× 1016cm−2, 1.5× 1016cm−2 and 7× 1015cm−2

respectively. In 1998 the Galileo UV spectrometer could observe
column abundances of 4× 1017cm−2 covering ∼ 25% of the ob-
served region and local column abundances at 1 × 1019cm−2.
These values however were quite uncertain due to marginal
disk resolution, a spectral resolution which was inadequate to
resolve the 10Å SO2 absorption bands and values which de-
pended on assumptions about the reflectivity of surface materi-
als. Further, HST Space Telescope Imaging Spectrograph (STIS)
observations at Lyman−α showed column densities of ∼ 1016

cm−2 ([75], [20]) which were further analysed by Feaga et al.
[19]. Other HST/STIS mid- to near UV observations obtained
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column densities of about 1016− 1017cm−2 with a peak near the
equator of 1.25× 1017cm−2 and 5× 1016cm−2 near Prometheus
[32]. These obtained column densities are consistent with vapour
pressure equilibrium (where SO2 gas is in thermodynamic equi-
librium with SO2 frost) with a peak temperature at 117K for
latitudes < 30◦ or solar zenith angles < 40◦. However, beyond
that the atmospheric column densities do not follow the vapour
pressure equilibrium. Jessup et al. cites the enhancement of the
dynamical flow, warm areas which inhibit condensation or SO2

plumes as possible explanations for the divergence. The first
disk-resolved millimetre observations with the IRAM Plateau
de Bure Interferometer ([62]) revealed that the atmosphere cov-
ers ∼ 80% of the leading side and ∼ 60% of the trailing side.
They also found limb-to-limb velocity differences of 330± 100

m/s which do not agree with models by Ingersoll et al. ([30],
[29]) that predict uniform flow away from subsolar point for
uniform frost coverage. Moullet hypothesized that it could be
due to plume near limb or geographical variations in surface
pressure due to either thermal inertia or inhomogeneous sur-
face frost coverage. Observations performed with the NASA
Infrared Telescope Facility on Mauna Kea from 2001, 2002 and
2004 obtained disk-averaged data from emission in the SO2ν2

vibrational band at 19.3µm [84]. The vertical atmosphere struc-
ture was modelled including the main production and loss
mechanisms assuming non-LTE. Uncertainties in the interpre-
tations were possible because of the dependence of the absorp-
tion strength on the vertical thermal structure. The best fit was
found for an atmosphere with modified latitudinal dependence
with inferred column densities at 1.5× 1017cm−2 at 180◦W and
1.5× 1016cm−2 at 300◦W. Feaga et al. [19] reinterpreted the HST
Lyman-α spectroscopic data and was able to indicate informa-
tion about the spatial extent and column density of the SO2

atmosphere. The vertical column densities derived had very
low temporal variation, except for certain locations, typically
in close proximity to established volcanic centres. Addition-
ally, a globally smoothed SO2 distribution map was generated
which illustrates the imbalance in the SO2 distribution between
the sub-Jovian and anti-Jovian hemispheres as seen in figure
1. The highest column density was found in the anti-Jovian
hemisphere at 5 × 1016cm−2. At high latitudes above 45◦ the
measurements indicated low SO2 column densities at around
1× 1014cm−2.
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Figure 1: Io’s average daytime column density distribution from a set
of Lyman-α observations by [19].

SO2 frost abundance maps were also created by McEwen et al.
([54]) based on Voyager multispectral mosaics, by Carlson et al.
([10]) with data from the near-infrared mapping spectrometer
on Galileo (NIMS), by Douté et al. ([17]) with hyperspectral data
cubes from Galileo NIMS as seen in figure 2 and others ([63],
[65], [28], [77], [23])

Figure 2: The SO2 frost coverage in a global mosaic of Io based on the
analysis of NIMS hyperspectral images by Doute et al. [17].

More recently Laver and de Pater ([41], [40]) mapped SO2

abundances finding closer correlation with maps by McEwen
et al. ([54]) than with data by Douté et al. ([17]). Further, maps
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of the SO2 abundance have been constructed by de Pater et al.
([68]).

1.1.2 Volcanic observations

The extreme volcanism on Io which is driven by tidal dissipa-
tion makes it unique in the solar system. The first observations
of the large SO2 plumes which are distributed over the entire
surface of Io were made by Voyager ([83]) and the umbrella
like shape of the plumes was first suggested to result from a
large canopy shock by Strom and Schneider in 1982 ([73]). Fur-
ther, McEwen and Soderblom ([55]) divided plumes into larger
Pele-type plumes which would erupt over days and smaller
Prometheus-type plumes which remain active for much longer
periods of time. They also suggested Pele-type plumes to be
produced by eruptions of sulphurous gas and Prometheus-type
plumes by lava flows impinging on the surface frost. This the-
ory was later also supported in studies by Spencer et al. ([85])
and Jessup et al. ([33]). Also, several plume source observations
have been done. Tvashtar has been found to erupt from a thin
fissure ([57], Prometheus is assumed to be formed by slow lava
flow subliming surface frost ([16]) and Pele is suggested to be
sourced by a lava lake([53], [15], [74]). Particle size distribu-
tions in plumes were constrained by studies of scattered or ab-
sorbed light. From Galileo observations it was found that small
Prometheus-type plumes can contain ∼ 106kg of 100nm parti-
cles ([24]). The same study showed in comparison to Voyager
data of Pele, that particles in those plumes are smaller than in
Prometheus-type plumes. However, later Hubble observations
at 0.24µm and 0.42µm lead to the assumption of mean particles
sizes between 50− 110nm at Pele ([31]).

1.1.3 Plasma Torus observations

Jupiter has the largest and most powerful magnetosphere in
the solar system. This magnetosphere is populated by heavy
ions originating at Io which results in mass loss from Io’s at-
mosphere. These ions, which mainly consist of O+,S+ and elec-
trons, accumulate around Io’s orbit and form the Io Plasma
Torus (IPT). The material in the torus is accelerated to corotate
with Jupiter and overtakes Io at a velocity of about 57km/s.
Therefore, Io’s atmosphere is in constant interaction with the
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plasma flow. More detailed reviews of the torus can be found
in Thomas et al. [89] and Saur et al. [80].

In 1973 Pioneer 10 detected Io’s ionosphere with a peak day
side electron density of about 6× 1010m−3 and first indications
of an atmosphere - IPT interaction ([38]). Further, in 1979 Voy-
ager 1 flew through the IPT and measured number densities of
ions and electrons. Their UV spectra were also measured ([8],
[9], [81], [96], [2]). It was discovered that the number density
in the torus increased by six orders of magnitude between the
outermost magnetopause (∼ 47RJ) and closest approach (∼ 5RJ)
and indicated electron temperatures of about 105K in the torus.
Further, the Galileo and Cassini spacecraft performed new mea-
surements of the Jovian system, Io and the plasma torus and re-
fined the knowledge about it. Galileo flybys have shown that Io
does not have an intrinsic magnetic field ([37], [79].) Addition-
ally, Galileo observations indicated an electron number density
in the torus of about 3.6× 103cm−3 and an ion temperature of
∼ 1.2× 106K ([22]). But these are only nominal values which can
vary on a large scale depending on the position relative to Io. In
general the ion temperature in the IPT can reach temperatures
of ∼ 100eV and is maintained by a combination of processes
including ionization of neutral particles, interaction with high-
energy particles and wave-particle interactions. When crossing
Io’s orbit, the ion temperature can fluctuate. Near Io, the in-
teraction with Io’s atmosphere and volcanic ejecta can cause
localized changes in temperature. The density of the ions in the
torus is highest near Io and decreases with distance from Io,
since Io is the primary source of the ions. The density is also
influenced by centrifugal forces dues to Jupiter’s rapid rotation,
which causes the plasma to be more spread out and less dense
at larger distances from Io. The electron density in the torus is
closely related to the ion density, as the plasma strive to main-
tain charge neutrality. However, the electron temperature can
be different from the ion temperature due to different heating
and cooling mechanisms. As the ion density, the electron den-
sity is higher near Io and decreases with distance from Io.

1.1.4 Computational Studies

Despite the extensive previous work, it has not been possible
to determine the dominant atmosphere production mechanism
and to explain the immense mass loss of Io. The whole sys-
tem is highly complex and one individual model is usually re-
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stricted to a part of the system. One can address the volcanic
input, the atmosphere, the IPT-atmosphere interaction, the at-
mosphere photo-chemistry, the mass loss to the neutral clouds
and the IPT and the IPT mass and energy balance. However,
a comprehensive generalised model of the system is still some
way off. Here the atmospheric dynamics are addressed.

So far, different modelling approaches have been taken for
this problem, starting with Ingersoll et al. ([30]). They vertically
integrated the conservation equations and argued for a sublima-
tion atmosphere. Assuming turbulent atmospheric flow, a min-
imal impact of planetary rotation and uniform frost coverage
maintained by the surface being in instantaneous radiative equi-
librium with solar radiation, they found pressure driven super-
sonic flows from warm subsolar regions to colder regions close
to the terminator. Similar results were obtained in an atmo-
spheric model by Moreno et al. ([61]). The first indication of the
importance of plasma heating was made by Strobel et al. ([86])
in a model of the vertical structure of Io’s atmosphere which
compared the influence of solar, Joule heating and plasma heat-
ing effect and found Joule and plasma heating as the predom-
inant heating processes of the upper atmosphere. Wong and
Johnson ([100], [101]) also studied the effect of plasma heating
and found it inflating the upper atmosphere. Further, in combi-
nation with studies by Wong and Smyth ([99]), they found SO2

being the main atmospheric species and significant drops in the
column density on the night side of Io with a ratio of ∼ 1/103

to the subsolar point.
There have been many approaches modelling the plasma torus

and its interaction with Io’s atmosphere. The modelling meth-
ods of the Jovian magnetosphere can be divided in two con-
cepts. On the one hand, it can be modelled by solving the mag-
netohydrodynamic (MHD) equations ([44], [12], [34]) or on the
other by using an electrodynamic model ([78], [79], [80]). Fur-
ther, modelling of the surface thermal distribution has been
done by Kerton et al. ([36]) including processes as the latent
heat sublimation and condensation, thermal inertia, internal
heat flow and solid state green house effect. They found almost
all processes having an effect of decreasing the surface temper-
ature besides the internal heat flow (which was assumed to
be zero for most simulations) and with thermal inertia having
the largest effect of ∼ 14K. More sophisticated models of Io’s
rarefied atmosphere using particle models have also been per-
formed applying particle based simulations. Monte Carlo cal-
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culations have been done by Pospieszalska and Johnson ([71])
studying the effect of ion bombardment and the induced loss
rate of Io’s atmosphere. Austin and Goldstein ([1]) performed
Direct Simulation Monte Carlo (DSMC) two dimensional axis-
symmetric simulations of the circumplanetary flow on Io. Fur-
ther, Moore et al. ([59]) presented DSMC simulations of the sub-
limation atmosphere and modelled vertical dynamics through-
out eclipse. Their results showed, that non-condensable species
significantly slow down the condensation process of SO2 by the
formation of a diffusion layer close to the surface. Also Walker
et al. ([94], [93], [95]) presented three dimensional DSMC sim-
ulations of the sublimation atmosphere including a detailed
thermal model to describe the surface temperature and density.
Zhang et al. ([105], [106]) performed axis-symmetric plume sim-
ulations of Prometheus and Pele.

The interaction between atmosphere and volcanic plumes
was first approached in a very simple way by Ingersoll [29]
who added volcanic plumes as a constant mass flux to his sim-
ulations. Later Tsang et al. [92] performed a similar study with
a constant volcanic feature added to a time varying sublimation
surface. Also [95] and [59] added separately computed plumes
to their atmospheric models. More detailed simulations of vol-
canic plumes regarding their source structure and composition
were performed by McDoniel et al. ([49], [50], [51]) by applying
three dimensional DSMC simulation of volcanic plumes in Io’s
atmosphere.

1.2 motivation

In this work a three-dimensional, basic but physically realis-
tic model of Io’s atmosphere is presented. It includes basic at-
mospheric features such as the sublimation surface, volcanic
plumes and plasma heating. The goal is to create a model which
makes it easy to vary the driving parameters, which can be run
on a local machine, and is computationally efficient. The basic
approach should support the understanding of the underlying
physical processes in the atmosphere of Io. This will make it
possible to build upon the basic model and gain a better under-
standing of the complexities and dynamics in the atmosphere.
In combination with future observations this model is designed
to help to constrain the interpretation of new data. Also further
simulations of the interaction of different processes can help
constrain the processes of mass loss from Io.
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D I R E C T S I M U L AT I O N M O N T E C A R L O

For the simulation of the gas flow field in the atmosphere of
Io, the Direct Simulation Monte Carlo (DSMC) method is ap-
plied. DSMC was first introduced by G. A. Bird [6] and uses
a stochastic, particle-based approach suitable for rarefied flows.
It has been already used for different studies of Io’s atmosphere
(e.g. Zhang et al. [105], [106], Walker et al. [94], [93], [95] and
McDoniel at al. [49], [50], [51]).

2.1 overview of flow regimes

The degree of rarefaction of a gas can be classified by the Knud-
sen number:

Kn =
mfp

L
(1)

where mfp is the mean free path of a molecule between colli-
sions and L is the characteristic length scale of the flow. If L is
chosen as an overall dimension, as for example the radius of Io,
the global Knudsen number for the complete flow is defined.
Alternatively, if the characteristic length is considered as the
size of a single simulation cell (see chapter 5) the local Knud-
sen number is defined and detailed information on the change
of the Knudsen number in the complete flow can be obtained.
Figure 3 illustrates the different flow regimes according to their
Knudsen number range and the applicable range of various nu-
merical model approaches.

Flows with high densities exhibit a small Kn value, often be-
low 0.01, allowing the use of macroscopic models like the Eu-
ler or Navier-Stokes equations to describe the flow as a con-
tinuum. As density decreases, rarefaction increases, leading to
larger Kn values. This transition moves the gas flow from the
continuum to the slip-flow regime (0.01 < Kn < 0.1), and fur-
ther to the transitional (0.1 < Kn < 10) and free-molecular
flow regime (Kn > 10) as the distance between gas particles
increases. Up to a Knudsen number of 0.1, the validity of the

11
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Figure 3: The different flow regimes according to their Knudsen num-
ber range and the applicability range of various numerical
model approaches adapted from Bird [6] Chapter 1, Figure
1.1.

Navier-Stokes equations is maintained. However, for more rar-
efied gases, macroscopic fluid models are no longer valid and
it is necessary to study inter-molecular interactions within the
flow. The Boltzmann transport equation offers a statistical de-
scription of non-equilibrium flows, capturing the probabilistic
changes in the states of gas molecules across space and time. It
remains applicable across various flow regimes. Although ana-
lytic solutions to the Boltzmann equation exist in specific sce-
narios, they are typically not applicable to more complex cases.
Consequently, numerical methods are employed to address the
Boltzmann equation, with the DSMC method being one such
approach.

On Io the flow densities and therefore the length scales of the
gas flow can fluctuate widely. The mean free path can range
from less than a meter close to volcanic plume sources to sev-
eral meters at low altitudes in the day side atmosphere and up
to tens or hundreds of kilometres at high altitudes or on the
nightside of Io. In many cases the mean free path and the rele-
vant physical length scale will be of the same order. However,
while ranging within the transitional flow, continuum models
will break down and a rarefied gas dynamics technique must
be used. Therefore, the application of DSMC is advantageous
since it is physically accurate in all flow regimes, although it
can become computationally expensive at high densities.
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2.2 3d dsmc - ultrasparts

The DSMC method is employed for simulating rarefied gases
and addressing the average properties of gas flows, in this case
around 3D shapes of Io under specified boundary conditions.
DSMC models the flow by computing the motion and collisions
of particles for a number of timesteps ∆t until the flow stabi-
lizes and average values for the number density, temperature
and velocity can be returned. In this study the ultra-fast Statis-
tical Particle Simulation Package (ultraSPARTS) by the group of
Jong-Shinn Wu ([102], [104], [103]) is used. It is a DSMC code
in C++ which allows the simulation of 2D, 2D-axis-symmetric
and 3D flows in unstructured grids. The code has been paral-
lelized for execution on a multiprocessor cluster, aiming to de-
crease the computation time required for simulations. Further,
within the ultraSPARTS package, several computational simpli-
fications and methods are utilized to enhance the accuracy of
the DSMC method while reducing computational time. Some
of these strategies include:

1. Statistical Weighting: The statistical weighting can be de-
fined as

W =
number of real particles

number of simulatedparticles
=

Nreal

Nsim
(2)

where the number of simulated particles represent a much
larger number of real particles to allow for a faster sam-
pling. Though, the number of simulated particles per cell
should be large enough (Nsim ∼ 20− 30) to avoid statisti-
cal errors in the computations.

2. Transient adaptive sub-cell scheme: The Transient adap-
tive sub-cell scheme (TAS) divides the simulation cell into
subregions to ensure nearest-neighbour collisions.

3. Variable time-step scheme: The Variable time-step scheme
(VTS) enables cell size adapted time steps to minimize the
required number of simulated particles for reduced sta-
tistical uncertainty and faster convergence to steady state.
The aim is to keep the time step (∆t) as small as possible
for enhanced accuracy in the DSMC simulation.

4. Load balancing: The dynamic load balancing technique
should efficiently distribute the simulation calculations
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across several cores. This method leverages the unstruc-
tured mesh topology to optimize the computational re-
source utilization.

Within the DSMC simulation, the state X of the gas at a time
t is characterized by the coordinates and velocity vectors, rep-
resented as ri and vi, respectively, for a defined set of N sim-
ulation particles. The alteration of the gas flow state occurs
through three stages within each simulation time step ∆t.

1. Collision less motion: The particles are in free motion
based on their velocity

ri(t+∆t) = ri(t) +∆tvi(t) (3)

This applies to particles without the influence of an exter-
nal force field. In the simulations shown here the motion
of the particles is calculated considering the effect of Io’s
gravity as well.

2. Pair collisions: Collision partners are randomly chosen
from particles within the same cell, considering a colli-
sion probability. The collisions are then simulated using
a designated collision model. Following the collision, the
velocity vectors of the involved particles are updated with
the velocity vectors of the particles post-collision.

3. Interactions with simulation boundaries: In addition to
the pair collisions particles can also interact with the sim-
ulation boundaries. The inlet boundary provides the sim-
ulation domain with new particles and therefore acts as
sublimation surface or volcanic inlet. The inlet density
and temperature are an output of the thermal model and
the initial velocity is set from a Half-Maxwellian veloc-
ity distribution function. The Code is able to apply a Co-
sine Law velocity distribution function which, however,
has not been applied in this study (see appendix A). Par-
ticles which return to the surface condense back onto it
and are excluded from the simulation. The outlet bound-
ary can act as a vacuum boundary where particles passing
through are deleted from the simulation or as another in-
put boundary which inserts the plasma particles into the
atmosphere.

The simulation concludes when the number of collisions has
reached a stable state. The code outputs macroscopic flow prop-
erties, such as gas number density, velocity, and temperature
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which result from averaging the present simulation particles
within each cell. The obtained results are used either as input
for subsequent dust dynamics simulations or for direct compar-
ison. The DSMC simulation code accommodates the simulation
of Io’s atmosphere involving multiple gas species. In this study
mainly SO2 is used as the main species of Io’s atmosphere and
O2 is used in some cases as a non-condensable background gas.
In the case of a multi-species simulation, the code produces sep-
arate flow fields for each gas species and a combined flow field
with the collective macroscopic properties of both gas species.

2.3 collision model

The ultraSPARTS code can be used by applying one of two col-
lision models, the Variable Soft Sphere (VSS) or the Variable
Hard Sphere (VHS) model, depending on the information given
about the inserted species. In molecular gas dynamics both of
the models are approaches used to describe the interactions
between gas molecules (with molecule being a generic term re-
ferring to both, dia- or polyatomic molecules as well as single
atoms) and the relationships between microscopic and macro-
scopic quantities. These models are particularly important in
the context of kinetic theory and DSMC.

In general, a hard sphere model describes gas molecules as
rigid spheres which interact only through instantaneous elastic
collisions. These collisions are assumed to be perfectly elastic,
meaning there is no energy loss during the collisions.The hard
sphere model therefore simplifies the molecular interactions to
the point where molecules are considered as non-deformable,
non-interacting spheres with no attractive or repulsive forces
between them. On the other side, a soft sphere model still rep-
resents gas molecules as spheres but the interaction potential
is more complex, considering forces beyond simple elastic col-
lisions. Here, intermolecular forces are introduced which affect
the behaviour of the gas molecules. The molecular model cho-
sen is therefore based on the definition of the forces included
in the model. For real molecules the repulsive forces should
be strongly dominant at short distances and weakly attractive
forces should act at slightly larger distances as seen in Figure
4. Mostly, molecular models used for numerical simulations in-
clude some kind of approximation of these forces.
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Figure 4: The typical intermolecular force field as a function of the
distance adapted from Bird [6] Chapter 1, Figure 1.3.

2.3.1 Hard Spheres

In a simple hard sphere model the molecules are simulated
as hard spheres, meaning the cross-section of the particles σT

remains independent of the relative velocity between the col-
liding particles and can be expressed using the particle diam-
eter (σT = π1

2(d1 + d2)). Additionally, the scattering angle is
isotropic in the center of mass frame of reference. This model
offers the advantage that it is very simple. However, it is not
very realistic. The viscosity and the self-diffusion coefficients of
the model can be defined as:

µ =
5

16

√
mkBT

π

1

d2
(4)

D11 =
3

8nπd2

√
kBT

m
(5)

with m being the mass of the molecule, kB the Boltzmann
constant, T the temperature and n the number density. The only
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free parameter of the model is the particle diameter which can
be chosen to fit either the viscosity or the self-diffusion for a
fixed temperature. Also, since the temperature dependence of
T1/2 does not correspond to general measurements the model
is then not applicable to any other temperatures.

2.3.2 VHS

The Variable Hard Sphere model adds the dependence of the
particle cross-section on the relative speed between colliding
particles. Therefore, this model is characterized by two free pa-
rameters: the diameter of the molecules dref at a reference tem-
perature Tref and the exponent of the temperature in the viscos-
ity power law ω.

µVHS =
15

2(7− 2ω)(5− 2ω)

1

d2
ref

√
mkBTref

π
(
T

Tref
)ω (6)

D11,VHS =
3

2(5− 2ω)

1

ρd2
ref

√
mkBTref

π
(
T

Tref
)ω (7)

2.3.3 VSS

The Variable Soft Sphere model offers the same variability of
the particle diameter as the VHS. Additionally, the deflection
angle is reduced compared to the VHS model ([39]). This adds
the exponent α of the cosine of the deflection angle to the calcu-
lation for the impact parameter ([6]). With the new parameter
α it is possible to fit both, the viscosity and the self-diffusion.
Also, for α = 1 the VSS model returns the same results as the
VHS model. In that way both models can be applied with the
DSMC code. The viscosity and the self-diffusion coefficients of
the VSS can be expressed as:

µVSS =
5(α+ 1)(α+ 2)

4α(7− 2ω)(5− 2ω)

1

d2
ref

√
mkBTref

π
(
T

Tref
)ω (8)

Sc =
η

ρD11,VSS
=

5(α+ 2)

3(7− 2ω)α
(9)

with ρ being the density, Sc the Schmidt number and η the
exponent of the inverse power law model which leads to the



18 direct simulation monte carlo

power law temperature dependence of the coefficient of viscos-
ity (ω = 1

2
η+3
η−1) as seen for the VHS model.

For small molecules the VHS model offers a good enough solu-
tion with lower computational costs, though for large molecules
(setting the boundary at a molecular weight of 50g/mol) the
VSS model should be considered. Also, the VHS model should
be applied if the main interest is the viscosity force and the VSS
model should be used for all flow properties. In the appendix
A the values used to implement different species to the model
using the VHS and VSS model are shown.
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For the simulation of the dust flow field in the volcanic plumes
of Io the DRAG3D Code is used. This code has been origi-
nally developed for cometary research and has been applied
to several studies of Comet 67P Churyumov-Gerasimenko (e.g.
[48],[25]). Utilizing the gas flow field results from the DSMC
simulation, it is possible to simulate the movement of dust par-
ticles. These are assumed to be spherical and can vary in size
with the radius ranging from 10nm to 1m. The predominant
forces influencing the dust dynamics near the surface are the
gas drag force and Io’s gravity. The dust field is simulated
by propagating test particles through the simulation domain
and solving the equation of motion by applying a fourth-order
Runge-Kutta method with an adaptive timestep. For the re-
duction of the computational expense, the dust dynamics for
different dust sizes are calculated in parallel, neglecting dust-
dust collisions. Particle tracking continues until particles either
reach the outlet boundary of the simulation domain or are re-
deposited on the surface. The equation of motion for a single
dust particle is

md
d2x⃗

dt2
= F⃗G + F⃗D

= mdg⃗x +
1

2
σd

∑
j

Cjmjnj|v⃗j − v⃗d|(v⃗j − v⃗d)
(10)

with the particle radius rd, mass md, cross-section σd and the
velocity v⃗d. The gravitational acceleration is directly calculated
from Io’s mass and the position of the particle. The drag force
j indicates the gas species, C is the local drag coefficient, m

the mass of the species and n the local gas density. The local
drag coefficient can be calculated analytically by applying the
solution of the free-molecular flow limit ([13], [82]).

Cj =
2ξ2 + 1√

πξ3
e−ξ2 +

4ξ4 + 4ξ2 − 1

2ξ4
erf(ξ)+

2(1− ϵ)
√
π

3ξ

√
Td
Tj

(11)
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with the dust temperatures Td and gas temperatures Tj, the frac-
tion of specular reflection ϵ and the dimensionless relative gas-
dust velocity ξ.

ξ =
|v⃗j − v⃗d|√

2kBTj
mj

(12)

Further, the dust particles start the simulation with an initial
velocity of zero. Only if the local drag force exceeds the local
gravity the dust particle is lifted from the surface and its tra-
jectory gets tracked. In this process the effect of inter particle
cohesion is neglected. The equation of motion is then applied
to the dust at any position within the simulation grid. The grav-
itational acceleration is uniform for all particles, regardless of
mass or size. However, the drag acceleration for spherical par-
ticles with constant density is inversely proportional to the ra-
dius (∼ 1/rd), diminishing for larger particles. Consequently,
gravitational forces play a more significant role in the trajecto-
ries of larger particles, leading to observable returning trajec-
tories in the results for larger dust size bins. Dust field prop-
erties in grid cells, such as dust number density or velocity,
are derived from numerically weighting test particles to accu-
rately represent the actual number of particles leaving a surface
facet. Further, synthetic images can be created by combining a
column density integration and light scattering effects by the
present dust particles in the line of sight.

3.1 column density integration

To generate synthetic images for direct comparison, the dust
number density is integrated along lines of sight from the cam-
era toward the surface. The position of the camera and the
oberservation geometry can be selected before. Points beyond
the grid outlet boundary are extrapolated using a 1/r2 law. This
process is performed separately for each simulated size bin,
yielding 40 partial images when using all of the dust size bins.
In the final step, these partial images are combined to create the
ultimate synthetic image encompassing all dust sizes. The cal-
culated column density ncol for each size bin can be weighted
based on a power-law particle size distribution function of the
form:

ncol(rd) ∼ r
−β
d (13)
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where β is the power law index, a free parameter which can be
adjusted in half-integer increments within the range 2.0 ⩽ β ⩽
4.0. Further, the particle size distribution influences the scatter-
ing behaviour of the particles and therefore the production of
synthetic images of the reflectance.

3.2 image composition and scattering model

To obtain an image, the brightness, expressed in unitless re-
flectance values R, is computed for each partial image, assum-
ing an optically thin atmosphere.

R = ncolσgeoQscat
p(ϕ)

4π
(14)

Here σgeo is the geometric particle cross section and can be ex-
pressed as π2

d. The scattering properties, including the scatter-
ing efficiency Qscat and the phase function p(ϕ) as a function
of the phase angle ϕ, are determined either by using the Mie
theory [7] or by applying the Markkanen theory [47],[46]. In
the concluding step, the partial images are merged to generate
the overall synthetic image corresponding to a dust size distri-
bution with a specific power-law exponent and dust-to-gas ra-
tio. In general the model uses the OSIRIS WAC18 filter for the
image composition which has a wavelength of 612.6nm and a
bandwidth of 9.8nm [35].

3.3 scattering models

For the calculation of the scattering properties two different
models can be used. In the first model the particles are assumed
to be spherical particles and the Mie theory is applied to deter-
mine the scattering efficiency and phase function. While Mie
theory is a very well studied method it has the disadvantage of
only being valid for particles in a certain size range and assum-
ing spherical particles. Therefore, the DRAG3D code includes
the Markkanen model which can be applied to calculate the
light scattering properties for large particles with a size of more
than a few millimetre ([47], [46]). In contrast to Mie scattering
model, the Markkanen model assumes more complex particles
above a certain size. The transition between the two scattering
models starts at a dust size of rd = 2× 10−4m.





Part II

S I M U L AT I O N S E Q U E N C E

In the following part the individual steps of the sim-
ulation sequence are presented and the different in-
put values are explored.
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M O D E L L I N G O V E RV I E W

This chapter shall provide an introduction and a comprehen-
sive overview and introduction of the simulation process and
the steps necessary to simulate the gas and dust flow fields pre-
sented in this study. Mainly, the process can be divided into
three steps:

1. The calculation of the gas flow field of the atmosphere
of Io using the Direct Simulation Monte Carlo (DSMC)
method.

2. The calculation of the dust flow field from the gas field
results using the DRAG3D dust dynamics code.

3. The production of synthetic images from the dust field
results by applying the properties of a defined bandpass
of an optical system.

Here the third step is only applied to the study of volcanic
plume cases. However, all steps include further sub-steps which
will be discussed in the following chapters and are displayed
in figure 5 which gives an overview of the whole simulation
process. A similar process pipeline has been used and described
in cometary studies by Marschall et al. ([48]) and Gerig et al.
([25]).

The simulated gas and dust flow fields should make it pos-
sible to gain a better understanding of the processes driving
the atmosphere of Io and their interactions. The model param-
eters are therefore constrained by some of the studies and ob-
servations of Io which were discussed in chapter 1. The follow-
ing chapters will take a closer look at these parameters and
input values. In addition, the modelling approach relies on a
few assumptions. Initially, the gas and dust flow domain are
simulated in a domain with a restricted altitude. This incorpo-
rates the main physical processes. The number of free param-
eters in the model is also intentionally limited, aiming for a
controlled simulation environment within a restricted parame-
ter space. This choice facilitates a systematic exploration of in-
dividual parameters, preventing the emergence of ambiguous
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Figure 5: A schematic representation of the gas and dust simulation
process. This two-step process involves the computation of
the gas (A) and dust (B) flow field in 3D. The individual
steps are elaborated upon in the subsequent chapters. In a
third step (C), it is possible to produce synthetic images.

solutions often associated with overly intricate models. Exces-
sive complexity can lead to under constrained models, imped-
ing progress in comprehending the underlying physics. Con-
sequently, the focus centres on the primary forces steering the
gas and dust dynamics within the atmosphere of Io. Secondary
processes and their effects are intentionally neglected to main-
tain model simplicity and clarity. These include processes such
as the effects of dust on the gas flow field and photochemistry
effects. However, these assumptions are analysed in more detail
in chapter 8.



5
S I M U L AT I O N M E S H

For the application of the DSMC method to a global model, a
three dimensional mesh is required to sample particle move-
ment and collisions within each cell and to extract the macro-
scopic atmospheric properties from sampling and averaging
over all of the computational particles in one cell. Therefore,
the mesh determines the resolution of the simulation and the
results. For the creation of the different meshes the CFD (com-
putational fluid dynamics) mesh generation software Fidelity
Pointwise by Cadence1 is utilised. Being the first step in the sim-
ulation process the mesh generation is a very crucial part, but
since it is also quite time-consuming only a small number of
meshes are used for different simulations.

Therefore, the simulation mesh defines some basic principles.
First, a three dimensional shape model is used as the inlet sur-
face of the mesh. This inlet surface is created by setting the
shape model in the center of the coordinate system and project-
ing a mesh onto its surface. The shape model can be any three
dimensional shape and for all of the applied meshes shown
here the shape model of Io created from data by White et al.
([97]) shown in figure 6 has been used. Its topography ranges
roughly between −4km and 14km in elevation.

Further changes in the cell size control the mesh resolution
which should be chosen according to the flux density of the
simulation. The quality of the computation within a mesh can
be determined by the ratio between the cell dimension (∆s) and
the average distance travelled by a particle between collisions,
which is the mean free path:

mfp = 1/(
√
2πnd2) (15)

Here d = 7.16 × 10−10m is the effective diameter of SO2

molecules and the figure of merit is such that

∆s

mfp
⩽ 1 (16)

1 www.cadence.com
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Figure 6: The shape model of Io used as the base for the mesh gen-
eration. It is based on the data by White et al. [97] and on
surface texture data from global mosaics by the USGS As-
trogeology Science Center. In a Cartesian coordinate system
the z-axis goes through the north pole.

Since the mean free path depends on the local number den-
sity, it decreases with an increasing inlet flow but increases with
a larger distance from the surface. Equation 16 states that the
size of a simulation grid cell should be equal or smaller than
the mean free path of a particle in this cell and if this condition
is satisfied wherever the accuracy of the simulation is sufficient.
In the case of high number densities at, for example, volcanic
hotspots, the needed dimension of the cell can be very small,
so that the total number of cells becomes very large which is
expensive in terms of computational efficiency. However, the
code uses the TAS technique described in chapter 2 to address
this problem and previous studies with the applied DSMC code
showed that the error of ∆s/mfp > 40 leads to a mean differ-
ence of the overall flow of 2% [21]. For the studies shown here
a limit of ∆s/mfp = 20 was set based on the work of Pinzon
et al. ([70]). Also, at higher altitudes, the mesh cells increase in
size. This is possible because the flow densities decrease due
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to the gas expansion into vacuum or a very low density back-
ground atmosphere. Consequently, the resolution of the mesh
at the outlet boundary surface is much coarser than at the inlet
surface.

The used meshes shown in the following section have been
applied with different cell dimensions depending on the values
of the inlet flow and the atmospheric processes which were
simulated.

5.1 spherical segment mesh

For the testing of the volcanic plume model and local atmo-
spheric processes two spherical segment meshes are used. The
first one covers a surface area of about 450x450km and has an
altitude of 450km. The second one, Spherical Segment Large
(SSL), covers a surface area of 900x900km with an altitude of
450km. Both meshes include a circular inlet area in the middle
of the inlet surface with a radius of 8km which serves as an
inlet for a volcanic plume. Therefore, the inlet surfaces of the
plume and the surrounding surface can vary in mesh resolu-
tion. Since the gas expansion for volcanic plumes is very fast
and the densities can vary enormously between the inlet and
the outlet surface, for the larger mesh a second smaller block
was created within the simulation domain around the plume
source inlet to gain a better control of the mesh distribution
and increase the computational efficiency (see image 7). Table
1 shows the total number of cells of the mesh, the number of
surface cells and the cell dimensions of the different meshes.

parameter sph . segment ssl

Total number of cells 10 ′640 ′974 12 ′679 ′540

Inlet surface cells 1 ′021 ′972 1 ′669 ′132

∆s inlet 50m− 1km 50m− 1km

∆s outlet 2km 10km

Table 1: Spherical Segment meshes and their properties.
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Figure 7: The Spherical Segment Large with an additional spherical
block around the plume source inlet to increase the compu-
tational efficiency.

5.2 half spherical shell mesh

The main mesh used for the shown studies is the Half Spherical
Shell (HSS) mesh. It covers half of the surface of Io and reaches
an altitude of 250km. This mesh has been developed and in-
tegrated from sub-meshes with different resolutions, ranging
from a lower resolution sub-mesh for studies of the night side
of Io to a higher resolution sub-mesh for studies of the day
side or interactions with volcanic plumes. Plume source inlet
surfaces are added in the same way as before and consist of a
circular shape with a 8km or 6km radius. They are placed at
different spots on the surface, either in the middle of the mesh
(around the z-axis) or at 45◦ respectively. This can be changed
to support different plume distributions. Table 2 shows a sum-
mary of the properties of different Half Spherical Shell meshes
and image 8 displays a 2D slice through a Half Spherical Shell
mesh.
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parameter half sphere plume 45 2 plumes

Total num-
ber of cells

7 ′272 ′927 4 ′538 ′981 4 ′801 ′017

Inlet surface
cells

1 ′183 ′474 704 ′214 750 ′442

∆s inlet 1− 10km 100m− 10km 100m− 10km

∆s outlet 10− 100km 50km 50km

Table 2: Half Spherical Shell meshes and their properties.

Figure 8: A 2D slice through the half spherical shell mesh showing
the cell distribution. Noticeable is the high density of cells
close to the surface and the wider cells close to the top of
the simulated atmosphere.
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T H E R M A L M O D E L A N D I N L E T B O U N D A RY
C O N D I T I O N S

For the input of the inlet boundary surface, two options can be
chosen. For a uniform distribution a general number density
and temperature of the inlet surface can be chosen and is ap-
plied to every surface cell. This can be done for very simplified
cases and local tests but also for the input of volcanic plume
inlet surfaces. On the other hand a more detailed input can be
applied by adjusting the input values for every single surface
cell. In this case an illumination geometry is selected and the
incidence angle of the solar insulation for every surface cell of
the inlet boundary is calculated and a thermal model is used
to determine the surface temperature, the local gas production
rate and number density.

For the calculation of the surface insulation, the Sun is as-
sumed to be a distant point source with a heliocentric distance
of 5.2AU to Io and an average solar flux of 1384Wm−2 at 1AU.
The incidence angle θi can be defined as the angle formed be-
tween the incidence solar vector v⃗⊙ and the vector normal to
the surface n⃗. It is calculated for every surface cell:

cosθi =
v⃗⊙n⃗

|v⃗⊙||n⃗|
(17)

At the position where the surface is perpendicular to the di-
rection of solar insolation, the heat input and therefore the tem-
perature is the highest and decreases with the cosine of the
incidence angle. Further, for incidence angles of θi ⩾ 90◦ the
surface is assumed to be not illuminated and a minimum tem-
perature is set.

6.1 thermal model

For the most simple case, a thermal model is applied to cal-
culate the energy balance at each surface cell k of the inlet
boundary, so that the temperature and gas emission rate for
the sublimation inlet can be determined:
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S⊙(1−AH)cosθi

r2h
= ϵσsT

4
k − LSO2

dmk

dt
+ κ

dTk
dz

(18)

The left side of the equation represents the solar energy in-
put where S⊙ denotes the solar constant at 1AU, AH is the
directional-hemispheric albedo, rh the heliocentric distance in
AU and θi the solar incidence angle. On the right side, the
first term corresponds to the thermal radiated emission from
the surface. Here the infrared emissivity ϵ is set at 0.8, σs is
the Stefan-Boltzmann constant and Tk the surface temperature.
The second term on the right side accounts for the energy loss
through sublimation of ice per time unit. LSO2

represents the
latent heat of sublimation for the gas species and dmk

dt is the
mass loss rate per second per unit area at the surface. Effec-
tively, the mass loss rate can also be negative because of con-
densation back onto the surface. The third term reflects the in-
fluence of thermal conduction at the surface which depends
on the thermal conductivity of the surface. In the results pre-
sented here a model is used which doesn’t include the effect of
thermal inertia (see chapter 8) and therefore this term has been
neglected. The gas emission flux for particles with a mass m

can be calculated by applying the Hertz-Knudsen equation un-
der the assumption of thermodynamic equilibrium and when
the back-flux of particles can be disregarded.

dmk

dt
=

pvap√
2πmkBTk

(19)

with the equilibrium vapour pressure pvap and the Boltzmann
constant kB. The vapour pressure can be further calculated us-
ing an empirical version of the Clausius-Clapeyron equation
([90]):

ln(pvap) = A−
B

T
(20)

The empirical constants A and B vary for different species. In
this case for sulphur dioxide with A = 30.3532 and B = 4510.
For oxygen O2 another empirical version was applied and the
empirical constants A = 18.2725, B = −542.795, C = −7.44203
and D = 0.0144 were obtained by fitting laboratory data of the
vapour pressure ([76]). The empirical version used was:
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log(pvap) = A+
B

T
+Clog(T) +DT (21)

By adhering to flux conservation the gas production rate can be
translated into a gas number density n at the surface following
the expression:

dmk

dt
=

1

4
nmv (22)

Assuming a half-Maxwellian velocity distribution at the surface

the mean speed of the gas v can be determined as
√

8kBT
πm . Due

to the significant temperature dependence of the gas emission
flux, even slight alterations in surface temperature can lead to
substantial changes in the production rate. However, the major-
ity of the energy is directed towards the sublimation of ice, and
as the solar heat input increases, the surface temperature expe-
riences only gradual changes. For surface cells with no solar
insulation and an incidence angle θi ⩾ 90◦ the temperature is
set to a nominal value of either 50K based on models by Inger-
soll et al. ([30] or 90K based on models by Walker et al. ([93]).

6.2 inhomogeneous surface model

For a more detailed thermal model an inhomogeneous surface
model has also been considered which is based on a SO2 sur-
face frost distribution map by Doute et al. ([17]) from IR emis-
sion data of Io’s surface. Data of the frost coverage fraction and
the albedo is given with degree resolution in both latitude and
longitude. Between longitudes 0◦W and about 60◦W no data is
available due to lacking observations of these regions. Also at
polar latitudes data are missing and the reliability of existing
data is rather low because of the highly oblique viewing angle.
A map of the surface frost coverage can be seen in figure 9.

The data of the surface frost coverage goes into the calcu-
lation of the thermal model as a regulating factor of the gas
production rate. For each surface inlet cell the calculated dmk

dt is
multiplied with the surface frost fraction and thereby depends
on the amount of frost available at the surface. For cells in re-
gions with no data coverage the average coverage value of all
available data (∼ 0.433) is set. Since observations feature dark
polar caps which indicate a lack of polar ice coverage ([58], [64]),
for polar regions without data coverage an minimum coverage
value of 0.1 is set.
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Figure 9: The surface frost coverage fraction from IR emission data by
Doute et al. ([17]).

6.3 volcanic activity and plasma heating

The input values for surface features such as volcanic plumes
are set as uniformly distributed values over all cells of that fea-
ture. In that case values for the number density, the tempera-
ture and the flow velocity for different directions (radial or in
Cartesian coordinates) can be set. For the volcanic plumes these
values are set for every cell in a circular area on the surface of
the mesh which is set as the source inlet surface of the plume.
In most modelled cases, this is a circular area with a radius of
8km.

For the incoming plasma particles the outlet boundary sur-
face, which in other cases is set as a vacuum outlet, can be
adjusted as an inlet boundary surface with a negative velocity
directing the particles into the simulation domain from the out-
let. Therefore, the velocity of the particles can be set to either a
negative Z-velocity or a negative or positive Y- or X-velocity, de-
pending on which direction the particles should enter the simu-
lation domain from. Additionally, also the number density and
the temperature of the particles are set.



7
D S M C U LT R A S PA RT S I N P U T

The DSMC code requires a certain number of input files. The
first is the mesh file which is described in chapter 5 and forms
the base of the simulation. As described in chapter 6 another
input file is the thermal model which sets the input values
for the inlet surfaces of the mesh. Additionally, the simulation
needs three other files: the Input file, the Boundary file and the
Species file. The Input file sets the general conditions of the
simulation, such as the gravitational model (mass and center of
gravity), the number of species used, the weighting and time
step details and settings on the variable time step scheme. The
Boundary file gives an overview of all boundary surfaces and
sets their characteristics. So, they can be treated as inlet sur-
face, vacuum outlet boundary or specular reflecting walls. It
also sets whether an inlet boundary should be defined by a uni-
form temperature and density distribution or a thermal model.
Further, the Species file contains detailed information on the
species which is needed for the collision model. By adjusting
these values it can also be determined which of the collision
models is to be used, the VSS or the VHS (see chapter 2).
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O M I T T E D E F F E C T S O F P O T E N T I A L
I M P O RTA N C E

8.1 general assumptions of the dsmc and drag3d

code

In general this study focusses on the main forces driving the gas
and dust flow fields in the atmosphere of Io. However, assump-
tions and simplifications have been made which may influence
the actual situation to some extent. They are catalogued here.

1. Effects of dust on the gas flow field: The dust flow field
calculation assumes that the dust particles are lifted and
accelerated by the gas flow. However, back-reactions of
the dust on the gas through mass-loading are neglected.
This assumption makes it possible to calculate the dy-
namics of the gas and dust flow fields separately which
eliminates the need of a joined gas-dust interaction model.
Models by Marschall et al. ([48]) show that the kinetic en-
ergy of the dust flow is two orders of magnitude lower
than the kinetic energy of the gas, but this may not be the
case here since some feedback on the gas flow from the
dust may occur at a higher level.

2. Heating of the gas by the dust: The heating of the gas
by collisions with the dust is not accounted for in this
study. Tenishev et al. ([88]) show that this effect can be
neglected in the case of cometary gas flows and that the
back-coupling of the dust does not affect the gas flow field.
However, the situation might be different for Io.

3. Rotation: For simplification the rotation of the moon is
neglected and therefore only steady-state solutions of the
gas and dust flow fields are considered. This assumption
can be clearly justified for the gas flow field since the par-
ticles move with rather high velocities and therefore cross
the simulation domain within seconds or minutes which
is much smaller than the rotation period of Io (∼ 42.459h).
For the dust flow field it can also be justified for particles
< 300µm ([48]) with high velocities. For larger dust par-
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ticles or slow moving particles it might be necessary to
consider a time dependent model.

4. Dust-dust collisions: Since dust-dust collisions occur with
low enough probability they can be neglected. Marschall
et al. [48] found the mean free path of dust particles in var-
ious simulation set ups to be around 2000m assuming the
flows to be optically thin at the source. This simplification
allows to calculate the dust dynamics for different dust
sizes independently and in parallel which decreases the
computation time significantly. However, for large erup-
tions with higher number densities and for higher dust-
gas ratios this assumption should be viewed critically.

5. Species: For the study shown here, SO2 is considered to
be the primary gas. This can be justified for simple cases,
since it is the dominant component of Io’s day side at-
mosphere ([69]). However, for more detailed studies also
other species as S, S2 or SO need to be added to the model.

6. Velocity distribution function (VDF): For the gas flow field
the VDF at the surface is set to be half Maxwellian. Other
possibilities as the cosine law VDF have been tested but
for the cases shown here a half-Maxwellian VDF is as-
sumed. This can be justified for most cases, however in
cases of fast gas expansion the resulting VDF might devi-
ate from this assumption.

7. Condensation: Gas particles returning to the surface are
viewed as condensating particles and are deleted from the
simulation. However, it should be considered that the flow
back to the surface reduces the total outflow below that.
Further, energy is deposited through re-condensation. For
a physically improved simulation these effects would need
to be included within the boundary conditions.

8.2 photochemistry

Besides the mentioned simplifications, chemical reaction pro-
cesses are also neglected. Photo-dissociation and -ionisation are
not accounted for. In cometary studies ([27]) it has been shown
that the scale lengths of these processes usually extend the size
of the here used simulation domains and therefore only become
crucial at distances beyond the reach of the simulation. This can
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be compared to the thin atmosphere around Io. However, for
the general neutral atmosphere of Io, photo-chemistry plays an
important role ([87]) in the heating of the atmosphere and in the
production of minor species that may have non-negligible local
number densities. This should be considered in future studies.
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G A S R E S U LT S

For a better overview of all gas result cases, they are listed in
table 3 and 4 and each case is provided with an abbreviation.

9.1 uniform SO2 atmosphere UniSO2

The simulation of the uniform SO2 atmosphere is used to cre-
ate the basic case for comparison. Therefore this chapter deals
with the uniform gas sublimation of SO2 from a half spheri-
cal and homogeneously distributed ice source. In the first part
only the sublimation mechanism will be studied and in the sec-
ond part plasma heating will be added. To assure stable results
which accurately reflect the physical mechanisms the conver-
gence is checked. Therefore, the change in particle number with
the number of iterations (time steps) is reviewed in figure 10 for
the most simple case. It shows that the simulation reaches con-
vergence after ∼ 100000 time steps. All results shown here have
been iterated at least this number of time steps.

Figure 10: The particle number displayed over the number of time
steps.
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9.1.1 No plasma impact

First, the half spherical mesh with a radius of Io is used to sim-
ulate the outgassing of SO2. A uniform sublimation case of the
average dayside atmosphere is assumed which leads to input
values of a number density of 1× 1015m−3 and a surface tem-
perature of 115K which corresponds to an incidence angle of
∼ 20◦. The outflow velocity of the sublimating particles is as-

sumed by the thermal velocity vth =
√

8kBT
mπ . Figure 11 shows a

two dimensional slice through the mesh and displays the num-
ber density and temperature profiles. Further figure 12 shows
the number density, temperature and velocity profiles plotted
against the radius from the surface to the end of the simulation
domain (which covers a range of ∼ 1820− 2070km which yields
in an altitude of 250km) of a line profile in Z-direction.

(a) (b)

Figure 11: The temperature (a) and logarithmic number density (b)
profiles of the uniform SO2 sublimation, displayed in two
dimensional slices through the 3D simulation domain.

From the figures it can be observed that in the case of pure
sublimation the particles do not have enough energy to reach
higher altitudes than ∼ 150km. Upon reaching the maximum
height the number density as well as temperature and velocity
drop to zero. This means the particle collisions and movement
do not hold enough energy to reach higher altitudes. Especially,
in the velocity profiles it is visible that the majority of the parti-
cles reach their peak velocity at ∼ 30− 40km and start to fall
back shortly after. Also, the temperature drops very rapidly
with increasing distance to the surface. It already reaches a
temperature of ∼ 90K at an altitude of 60km. Further, also the
scale height H = κT/mg = 8.3km and the computed scale
height from a vertical profile through the simulation domain
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(a)

(b)

Figure 12: Line profiles of the number density, temperature (a) and
velocities (b) in Z- and Y-direction of the uniform SO2 sub-
limation of a profile in Z-direction.

of Hsim = 9.8km reach only lower altitudes. These height dis-
tribution can also be observed as various steps in the number
density profile of figure 12a. Further steps of lower number
densities appear at altitudes of 100km and 130km. However,
observations of the radio signal ([38])strongly suggest that Io’s
atmosphere is more extended than it would be predicted by
this very basic model. Hence, another energy supply must be
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added to the system. Here heating of the atmosphere by plasma
bombardment is assumed and covered in the next section.

9.1.2 Plasma impact

In a second step plasma particles are introduced from the simu-
lation outlet with a velocity in negative Z-direction. The plasma
particles are inserted as additional neutral SO2 particles which
provide energy to the atmosphere by colliding with the atmo-
spheric particles. However, the input parameters of the plasma
particles are hard to define and the knowledge of the energy
deposition is extremely poor. The number density, temperature
and velocity can vary on a large scale depending on the posi-
tion in the atmosphere of Io and on electromagnetic interaction
processes. Especially, since the simulation only covers the at-
mosphere flow close to the surface of Io the properties of the
plasma particles approaching this atmosphere layer are likely
to be different from the properties observed in the plasma torus.
Here plasma densities of 1×108m−3, 3×108m−3, 4×108m−3, 5×
108m−3, 1× 109m−3, velocities of 15km/s, 30km/s, 45km/s in
negative Z-direction and a temperature of 150eV are studied.
Table 5 shows the input values for the different cases and the
energy deposited per cubic metre for SO2 for each case.

Figure 13 shows two dimensional slices of the number den-
sity for a plasma particle density of 1 × 108m−3 and several
velocities and figure 14 displays the number density and tem-
perature profiles of a line profile from the surface to the edge
of the simulation domain in the Z-direction for the three dif-
ferent plasma particle input velocities with a plasma particle
density of 1× 108m−3. For the first case UniSO2P1815015 with
a velocity of 15km/s no indication of a heating effect is visible
and in comparison to figure 11a the profile with plasma impact
is barely distinguishable. In contrast, the third case UniSO2

P1815045 with a velocity of 45km/s shows the other extreme
with a massive heating effect, reaching temperatures of the
order of 105K. This does not seem realistic, however it has
to be noted that the SO2 particles assumed here have double
to four times the mass of the main plasma ions which influ-
ences the energy provided to the atmosphere. The second case
UniSO2P1815030 with a velocity of 30km/s is able to heat the
atmosphere with peak temperatures of ∼ 800K and is able to
add enough energy to the atmosphere in order for the par-
ticles to reach higher altitudes with number densities of 1 ×
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1010 to 1 × 1011m−3 at altitudes of 250km. When looking at
the density profiles, both higher velocity cases are able to in-
flate the atmosphere and increase the densities in higher alti-
tudes. Also when studying the exobase, which can be defined
as the altitude where ncol×σcross = 1 (with the column density
ncol and the collision cross section σcross), both higher velocity
cases increase the exobase to a height of ∼ 30km. Here, the col-
umn density is calculated radially through the simulation do-
main. Figure 15 shows the varying number density and temper-
ature along a profile in Z-direction for different densities of the
plasma particles and a velocity of 15km/s. Again, the first case
UniSO2P1815015 of a minimal density of 1× 108m−3 shows al-
most no effect and no difference to the pure sublimation case.
On the other hand, the case UniSO2P1915015 with a maximal
density of 1 × 109m−3 already displays a large heating effect
reaching very high temperatures at relatively low altitudes of
∼ 80km from the surface.

However, it must be considered that the amount of plasma
energy deposited in the atmosphere is assumed to only be 20%
of the plasma flow energy due to corotation ([100], [45], [98]).
This corresponds to a reduced velocity of ∼ 25.5km/s at the
torus mass flux assuming a relative velocity of 57km/s of the
corotating plasma. Additionally, it should be regarded that in
these cases only SO2 is used whereas the Io Plasma Torus mainly
consists of sulfur and oxygen ions and O+ should be considered
as the dominant species of the impacting plasma ([89]. This re-
sults in a difference in mass by a factor of 4 which in the case of
SO2 reduces the velocity to a value of ∼ 13km/s. Therefore, the
cases with a velocity of 15km/s can be assumed to be closer to
the actual conditions of the inflowing plasma particles and the
first case in figure 13 seems more realistic.

9.2 UniSO2O2

In addition to the surface sublimation of SO2 this chapter cov-
ers the effect of inserted O2. For the simulation O2 is inserted
as a background gas.

9.2.1 No plasma impact

In a first step the input of O2 as a background gas is studied
for a fully illuminated surface with uniform SO2 outgassing as
in the section before (with a SO2 density of 1× 1015m−3 and a
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(a) (b)

(c)

Figure 13: Two dimensional slices displaying the number density
for varying input velocity of the plasma particles of
15km/s, 30km/s, 45km/s (from left to right) with a plasma
particle number density of 108m−3 and a temperature of
150eV .

surface temperature of 115K). It is tested for three different O2

densities of 2× 1010m−3, 2× 1012m−3, 2× 1015m−3. The O2 gas
is inserted as a background gas which means that the particles
are already distributed in the simulation domain and a certain
number of O2 particles are present in each cell. That is why it
does not need to be sourced from the surface. Figure 16 shows
the temperature and number density variation from the surface
to the end of the sublimation domain in Z-direction for the
previously stated density cases.

9.2.2 Plasma impact

In a second step the plasma particles are inserted with varying
velocities of 15km/s and 30km/s for a case of day side SO2

sublimation with a O2 background gas density of 2× 1012m−3.
Figure 17 shows the 2D slices of the temperature of theses cases
and figure 18 displays the number density and temperature
along a radial profile through the simulation domain. The 2D
slices show that the faster velocity (case UniSO2O2212P3815030)
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Figure 14: Line plots displaying the number density and temperature
profiles for varying input velocity of the plasma particles of
15km/s, 30km/s, 45km/s and with a plasma particle num-
ber density of 108m−3 and a temperature of 150eV for a
profile in Z-Direction.

increases the amount of deposited energy and therefore increases
the heating effect. In comparison to figure 14 the radial profiles
show that the added O2 increases the number density of the
atmosphere and increases the heating effect of the incoming
plasma particles. For the case with a plasma velocity of 30km/s

(case UniSO2O2212P3815030) the atmosphere displays a tem-
perature profile similar to case UniSO2P1815045 with a plasma
velocity of 45km/s. This means the added O2 increases the heat-
ing effect at lower altitudes. Also, both cases with a plasma ve-
locity of 15km/s show a significant change in the temperature
and number density profiles when O2 is added as a background
gas.

In a further step cases of day and night side sublimation with
background O2 should be compared. Therefore, a SO2 sublima-
tion input with a number density of 1 × 1015m−3 and a tem-
perature of 115K is used for the day side and a sublimation
input with a number density 1× 1012m−3 of and a temperature
of 90K is used for the night side. In both cases the O2 back-
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Figure 15: Line plots displaying the number density and temperature
profiles for varying input densities of the plasma particles
of 1 × 108m−3, 3 × 108m−3, 4 × 108m−3, 5 × 108m−3, 1 ×
109m−3 with a plasma particle velocity of 15km/s and a
temperature of 150eV for a profile in Z-Direction.

ground gas has a density of 2 × 1015m−3. Both cases contain
inserted plasma particles at a density of 3× 108m−3 and a ve-
locity of 15km/s. Figure 19 shows the 2D slices of theses cases
and figure 20 the line plots. It is clear from both, the 2D plots
and the line plots, that the nightside is very rarefied and the
plasma can reach the surface almost unimpeded. The tempera-
ture is only driven by the impacting plasma particles. For the
dayside profile it can be observed that the heating and inflation
effect is higher with a background O2 gas than seen in case
UniSO2P3815015.

9.3 SSO2

In addition, to the uniform sublimation case a more detailed
sublimation based on the solar incidence angle and a surface
frost distribution by Doute et al. ([17]) was tested. Figure 21

shows slices for the number density and temperature fields for
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Figure 16: Line plots displaying the number density and temperature
profiles for varying input densities of the O2 as a back-
ground gas in a uniform sublimation atmosphere.

(a) (b)

Figure 17: Two dimensional slices through the 3D simulation domain
of the temperature field for a day side SO2 sublimation
with O2 background gas for different plasma velocities of
15km/s (a) and 30km/s (b) with a plasma particle density
of 3× 108m−3 and temperature of 150eV .

a case with the sub solar point being at X = Y = 0 and figure
22 shows the same for a case with the sub solar point at X =

Z = 0. However, due to the high complexity with varying input
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Figure 18: Line plots displaying the number density and temperature
profiles for varying velocities of the inserted plasma par-
ticles with a plasma particle density of 3 × 108m−3 and
temperature of 150eV .

(a) (b)

Figure 19: Two dimensional slices through the 3D simulation domain
of the temperature field for a day side SO2 sublimation (a)
and night side SO2 sublimation (b) with O2 background
gas. Both cases contain plasma particles at a density of 3×
108m−3 and a velocity of 15km/s.

values for each inlet cell, these cases are computationally very
expensive, especially when aiming for a good resolution and
convergence.
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Figure 20: Line plots displaying the number density and temperature
profiles for cases comparing day and night side with O2

background gas with plasma particles at a density of 3×
108m−3 and a velocity of 15km/s.

(a) (b)

Figure 21: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
day side SO2 depending on the solar incidence angle and
a surface frost distribution with the sub solar point being
located at X = Y = 0.

9.4 VacV

The most simple case of a volcanic activity is a SO2 plume into
vacuum. This can be used to validate the physical mechanisms
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(a) (b)

Figure 22: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
day side SO2 depending on the solar incidence angle and
a surface frost distribution with the sub solar point being
located at X = Z = 0.

in the model. For this case the Spherical Segment mesh with an
altitude of 450km and a circular inlet source with a 8km radius
is used. Since this model represents a volcanic outburst plume
the source area is treated as an inlet boundary with a number
density, temperature and velocity. Figure 23 shows a SO2 plume
into vacuum with a density of 6× 1016m−3, a temperature of
500K and a bulk velocity of 850m/s at the source. The plots
show the typical plume structure of a hot gas which emerges
under gravitational force from the source, expands, cools and
slows down until it comes to a stop, where the rising and falling
gas collide and form the typical umbrella shaped canopy shock.
The inlet velocity follows a half Maxwellian velocity distribu-
tion. For a comparison to the cosine law velocity distribution
see appendix A.

9.5 UniSO2V0

In the next step a volcanic plume as used before is set in the
middle of the large Half Spherical Shell mesh (at X = Y = 0)
with an altitude of 250km and a uniform sublimation of SO2

for a fully illuminated surface is set at the surrounding surface.
Since the mesh altitude is lower compared to the case before,
the plume input values are adjusted for the plume to fit into
the simulation domain. Different input values for the plume
are discussed in the next section.
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(a) (b)

Figure 23: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
SO2 plume into vacuum.

9.5.1 No plasma impact

For the volcanic plume a number density of 3× 1017m−3, a sur-
face temperature of 300K and a outflow velocity of 500m/s were
set. The dayside sublimation atmosphere was set with a num-
ber density of 1× 1015m−3 and a temperature of 115K. Figure
24 shows two dimensional slices through the simulation do-
main of the number density and temperature fields. The plume
shows the same structure as the plume into vacuum VacV

shown in figure 23. However, the surroundings of the plume
and the interaction of the plume material with the sublimating
frost can be observed. The plume increases the exobase along
the center of the plume to ∼ 175km and at a location 45 de-
gree from the plume to ∼ 45km. Compared to the exobase of a
uniform sublimation surface interacting with plasma particles
of ∼ 30km the plume is able to increase the exobase at larger
distances to higher values.

The temperature field at the sides of the plume (as shown in
figure 24b) is particularly interesting. The region in the domain
where material of the plume canopy falls down and material
from the plume center expands horizontally from the plume
source and interacts with the sublimating material reaches tem-
peratures well in excess of surface temperatures. In figure 25

two vertical profiles are compared, one being located in the cen-
ter of the plume reaching from the surface to end of the domain
and one being located on the left side of the plume within the
hot region. The plot compares the number density, the trans-
lational temperature and the rotational temperature along the
two profiles.
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(a) (b)

Figure 24: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
SO2 plume into a day side sublimation atmosphere.

Figure 25: Line plots displaying the number density, translational and
rotational temperature profiles for vertical profiles in the
center of a plume and at the side of a plume.

It is expected that the number density in the center of the
plume is higher than in the wing region before it drops at a
height of ∼ 180− 200km where the canopy shock of the plume
is located. On the other hand while comparing the temperature
profiles the hot wing region seems to be in non-LTE. In partic-
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ular, where the hottest part is located (at a height of ∼ 50km)
the translational and rotational temperatures show the highest
difference. In comparison, in the center of the plume both tem-
perature profiles show only very small deviations from each
other. This might indicate that the gas particles are pushed to
this region very rapidly as some kind of shock wave which in-
creases the translational temperature fast while the rotational
temperature takes longer to adjust. Experimental and theoreti-
cal calculations of the rotational relaxation number Zrot of SO2

by Bass et al. [4] find an increase of Zrot for higher temper-
atures (> 250K), indicating a slower equilibration process be-
tween translational and rotational temperatures for higher tem-
peratures if the gas is not in equilibrium. Figure 26 shows the
velocity in Y-direction and the mean speed for both profiles. It
displays what was assumed before. In the wing region a peak
velocity is reached which points in the negative Y-direction, so
material gets pushed away from the plume horizontally.

Figure 26: Line plots displaying the velocity in Y-direction and the
main speed for vertical profiles in the center of a plume
and at the side of a plume.
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9.5.2 Plasma impact

Plasma particles were added with different inflow velocities of
30km/s and 45km/s. Figure 27 shows two dimensional slices
of temperature and number density fields for both cases.

It seems that the plume in each case regulates the influence
of the plasma particles. Figure 28 displays that the temperature
in the center of the plume is only influenced by the plasma par-
ticles above the canopy. This seems to also affect the regions
next to the plume. Figure 29 shows the effect of plasma heating
for different positions in the simulation domain for the case
UniSO2V0P1815030 with 30km/s plasma velocity. The heating
effect increases gradually with increasing distance from the
plume. Additionally, the change in plasma velocity does only
have an effect on the temperature peak above the canopy but
not on any other parts.

Further, it is interesting that in comparison to case UniSO2V0

in figure 24 the non-equilibrium hot wings next to the plume
seem to not exist here. Figure 30 displays the translational and
rotational temperatures for the profile within the wing of the
plume. The plot confirms the assumption and the hot wing ef-
fect seen before does not occur here. A very small deviation of
the temperatures is seen at ∼ 50− 60km from the surface. This
implies the interaction with the plasma particles at the plume
canopy must have an effect on the plume particles preventing
the heating in the plume wings.

9.6 UniSO2V45

In this case the impact of another position within the atmo-
sphere and varying input parameters of the volcanic plume
are studied. The volcanic plume is located at a position 45 de-
gree from the middle of the mesh on the Y-axis with a circular
source with a 6km radius. Figure 31 shows the plume set in a
day side atmosphere with a number density of 1× 1015m−3 and
a temperature of 115K. The plume itself has an inlet density of
3× 1017m−3, a surface temperature of 300K and a outflow veloc-
ity of 500m/s. It is recognisable that the smaller source surface
has an effect on the height of the plume but shows the same
effect of creating the hot wing areas to the sides.

Figure 32 shows the radial integrated column density which
displays the ring structure of the region below the canopy of
lower density.
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9.6.1 No plasma impact

Next, the plume is enlarged by increasing the outflow density
to 3× 1019m−3 and has a surface temperature of 300K and a out-
flow velocity of 500m/s. The uniform sublimation atmosphere
is exchanged with a sublimation varying with incidence angle
and therefore latitude which is also influenced by the surface
frost distribution of the model by Doute et al. ([17]). The sub so-
lar point is set at the middle of the mesh, at X = Y = 0. Figure
33 shows the number density and temperature fields for this
case. In combination the sublimation and the plume are able to
increase the exobase to a height of 220km.

From looking at the temperature field in figure 33b it is possi-
ble to assume that the extent of the hot wings next to the plume
depends on the amount of sublimated material at the surface.
The plume shown here also creates the hot wings to both sides.
However, a clear asymmetry in the hot wings can be observed.
At the plume side facing the subsolar point, where the sublima-
tion densities are higher, the wing reaches higher temperatures
at higher altitudes compared to the case with uniform lower
sublimation densities. On the other side though, the wing at a
position facing away from the subsolar point is much smaller.
Figure 34 shows a comparison of vertical profiles at the differ-
ent positions and their temperatures.

The plot displays that only the wing on the plume side fac-
ing the subsolar point is able to reach temperatures as high as
in the case described in the section before. However, here the
maximal deviation of the translational and rotational tempera-
ture modes occurs at an higher altitude of ∼ 100km which is
almost double the height compared to the case which could
be seen before with uniform sublimation. On the contrary, the
wing on the plume side facing away from the subsolar point
shows a low deviation at a height of ∼ 50km but both modes
stay below temperatures of 250K. However, at higher altitudes
the profile show larger deviations of the translational and ro-
tational modes. These are assumed to result from the very rar-
efied atmosphere at far distances from the subsolar point and
at higher altitudes since the sublimation there is low in density
and particles may collide at a lower frequency which leads to a
limited energy transfer between the different modes. The tem-
perature profile in the center of the plume follows the expected
course.
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9.6.2 Plasma impact

For the analysis of the interaction of the plume with plasma par-
ticles, the plume is set with a number density of 3× 1017m−3

and has a surface temperature of 300K and a outflow velocity
of 500m/s. The plume is set in a uniform SO2 day side atmo-
sphere with plasma particles inserted from the Z-direction at a
density of 3× 108m−3, a temperature of 150eV and a velocity of
30km/s. Figure 35 shows two dimensional slices of the number
density and temperature fields and figure 36 the comparison of
vertical profiles along the plume for this plume and a seperate
calculation with a plume at 0◦ which gets bombarded by the
plasma from straight above. The comparison shows that for a
center plume profile the plume at 45◦ gets heated already at
lower altitudes of around 120km whereas the plume at 0◦ only
experiences heating above the canopy of the plume starting at
∼ 180km. Both of the wing profiles do not show signs of the hot
wings to the sides. However, the wing of the plume at 0◦ shows
a heating effect from the beginning whereas the wing of the
plume at 45◦ only experiences a heating effect from an altitude
of 120km. This is a similar height as for the plume center of this
plume but with the difference that the wing gets heated faster.
So, probably both regions get heated by particles coming from
the side of the plume.

9.7 UniSO2V0V45

In the last case two plumes, one at the center and one at 45

degrees from the center were added to the half spherical shell
domain. The center plume has a circular source with a radius
of 8km and the side plume has a circular source with a radius
of 6km.

9.7.1 No plasma impact

First, both plumes are set in a day side sublimation atmosphere
with a number density of 1 × 1015m−3 and a temperature of
115K. Both plumes have a inlet density of 3× 1017m−3, a sur-
face temperature of 300K and a outflow velocity of 500m/s. Fig-
ure 37 shows the number density and temperature fields for
this case and table 6 contains the height for different positions
within the field.
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The temperature field shows the hot wings beside both of
the plumes. When considering the exobase height at different
positions it seems that though the plume at 0◦ is larger the
structure of both plumes is the same. Also with a distance of
45◦ the plumes don’t seem to interact as much or influence each
other. This can be confirmed when looking at the temperature
profiles for the different positions in figure 38 . It also shows
that the position in between the plumes is not as much affected
by the plumes since the profile is very similar to the one located
45◦ on the opposite side of the smaller plume.

9.7.2 Plasma impact

In the next step plasma particles are added to the case men-
tioned before. Therefore, different parameter variations were
studied as listed in table 7.

Figure 39 shows the number density and temperature along
vertical profiles for the first group (cases 1− 3) for different po-
sitions within the atmosphere: the center of the plume at 0◦, the
wing of the plume at 0◦ and the sublimation atmosphere at 45◦

(opposite of the small plume). The first case in figure 39a shows
almost no sign of plasma interaction. The number densities are
only enhanced close to the plume and the only heating effect
is seen in the temperature profile of the plume wing. However,
all temperature profiles drop very fast at a height of ∼ 180km.
The profiles of the sublimation atmosphere do not seem to be
influenced by either the plasma particles or the plumes. They
behave as seen before for a basic sublimation atmosphere. In
contrast, cases 2 and 3 show heating effects at higher altitudes
above the plume, but also above the sublimation atmosphere. It
seems that the canopy can regulate the plasma influence much
better, since the heating effect in the plume center is lower than
at the plume wing. However, the effect of the hot wing seen
for case 1 seems to be suppressed by the plasma interaction.
The sublimation atmosphere is heated the most. The heating
effect shows in both cases 2 and 3 a peak at ∼ 100km which is
about the height of the sublimation atmosphere in case 1. This
peak therefore, could show the main interaction area of plasma
and atmospheric particles. Further, table 8 shows the different
exobase altitudes for the various cases and different positions.
For cases 1− 3 it shows again the clear difference between case
1 and cases 2 and 3. Case 1 does not show signs of plasma inter-
action, where as in cases 2 and 3 the altitude of the exobase for
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every position increases. However, above the wing case 3 has a
lower exobase altitude but it also shows low signs of the wing
heating effect. This could indicate a less strong plasma interac-
tion. For the second group of cases (4− 6) the plasma particle
temperature was increased and the velocity reduced. Similar to
cases 2 and 3 the regulation of the heating effect by the plume
is observable. Here it is even clearer that a heating effect only
occurs above the canopy from a height of 180km. The plume
center heating peak in case 4 however implies that there weren’t
enough particles to heat the entire upper atmosphere since af-
ter reaching the peak, the temperature drops again. Also, the
wing heating effect is not seen in any of these three cases. The
sublimation atmosphere is showing a gradual decrease in num-
ber density for all three cases, however the heating effect can
be seen everywhere. The lower density is also displayed in the
exobase altitude for all three cases, as they are lower than in the
cases 1−3. This can probably be explained with the lower veloc-
ity of the plasma particles. Though, in cases 5 and 6 the heating
effect is the largest for the plume wing, which is justifiable since
it interacts with particles from directly above whereas the sub-
limation atmosphere gets impacted from the side. For the third
group of cases (7− 9) the effect of the plasma in the first case
is again almost not observable. Especially, for the sublimation
atmosphere no enhancement in density or temperature is seen
and also for the plume positions no heating above the plume
can be observed. However, in cases 8 and 9 the plasma influ-
ence can be clearly seen. In case 8 the atmosphere experiences
the highest heating effect. This could be due to the higher ve-
locity which enables it for more plasma particles coming from
Z-direction to faster enter the atmosphere. Also, in case 8 the
heating of the plume wing by plasma particles only occurs
above ∼ 130km but the effect of the hot wing can still be ob-
served at around ∼ 70km. However, case 9 shows the highest
exobase altitudes of all cases, which can be explained with the
increased plasma input density. In comparison it is indicated
that for a density of 1− 3× 108m−3 the heating effect is rather
low or not even observable. Further, with higher velocities the
heating effect is very large and the energy deposition seems too
high. Therefore, for further studies values of lower velocity and
higher number density would be interesting.



9.7 UniSO2V0V45 65
c

a
s

e
s

u
b

l
i
m

a
t

i
o

n
n

t
v

p
l

u
m

e
n

t
v

p
l

a
s

m
a

n
t

v

[m
−
3
]

[K
]

[m
/
s]

[m
−
3
]

[K
]

[m
/
s]

[m
−
3
]

[e
V

]
[k
m
/
s]

U
n
iS
O

2
1
0
1
5

/
1
1
5

/
v
th

-
-

U
n
iS
O

2
P
1
8
1
5
0
1
5

1
0
1
5

/
1
1
5

/
v
th

-
1
0
8

/
1
5
0

/
1
5

U
n
iS
O

2
P
1
8
1
5
0
3
0

1
0
1
5

/
1
1
5

/
v
th

-
1
0
8

/
1
5
0

/
3
0

U
n
iS
O

2
P
1
8
1
5
0
4
5

1
0
1
5

/
1
1
5

/
v
th

-
1
0
8

/
1
5
0

/
4
5

U
n
iS
O

2
P
3
8
1
5
0
1
5

1
0
1
5

/
1
1
5

/
v
th

-
3
×
1
0
8

/
1
5
0

/
1
5

U
n
iS
O

2
P
4
8
1
5
0
1
5

1
0
1
5

/
1
1
5

/
v
th

-
4
×
1
0
8

/
1
5
0

/
1
5

U
n
iS
O

2
P
5
8
1
5
0
1
5

1
0
1
5

/
1
1
5

/
v
th

-
5
×
1
0
8

/
1
5
0

/
1
5

U
n
iS
O

2
P
1
9
1
5
0
1
5

1
0
1
5

/
1
1
5

/
v
th

-
1
0
9

/
1
5
0

/
1
5

U
n
iS
O

2
O

2
2
1
0
O

2
S
O

2
:1

0
1
5

/
1
1
5

/
v
th

-
-

O
2
:2

×
1
0
1
0

U
n
iS
O

2
O

2
2
1
2
O

2
S
O

2
:1

0
1
5

/
1
1
5

/
v
th

-
-

O
2
:2

×
1
0
1
2

U
n
iS
O

2
O

2
2
1
5

S
O

2
:1

0
1
5

/
1
1
5

/
v
th

-
-

O
2
:2

×
1
0
1
5

U
n
iS
O

2
O

2
2
1
2
P
3
8
1
5
0
1
5

S
O

2
:1

0
1
5

/
1
1
5

/
v
th

-
3
×
1
0
8

/
1
5
0

/
1
5

O
2
:2

×
1
0
1
2

U
n
iS
O

2
O

2
2
1
2
P
3
8
1
5
0
3
0

S
O

2
:1

0
1
5

/
1
1
5

/
v
th

-
3
×
1
0
8

/
1
5
0

/
3
0

O
2
:2

×
1
0
1
2

U
n
iS
O

2
O

2
2
1
5
P
3
8
1
5
0
1
5

S
O

2
:1

0
1
5

/
1
1
5

/
v
th

-
3
×
1
0
8

/
1
5
0

/
1
5

O
2
:2

×
1
0
1
5

U
n
iS
O

2
N
O

2
2
1
5
P
3
8
1
5
0
1
5

S
O

2
:1

0
1
2

/
9
0

/
v
th

-
3
×
1
0
8

/
1
5
0

/
1
5

O
2
:2

×
1
0
1
2

Ta
bl

e
3
:A

Li
st

in
g

of
al

lg
as

re
su

lt
ca

se
s

co
ns

id
er

ed
he

re
(A

).



66 gas results

c
a

s
e

s
u

b
l

i
m

a
t

i
o

n
n

t
v

p
l

u
m

e
n

t
v

p
l

a
s

m
a

n
t

v

[m
−
3]

[K
]

[m
/
s]

[m
−
3]

[K
]

[m
/
s]

[m
−
3]

[e
V

]
[k
m
/
s]

S
S
O

2
changing

w
ith

latitude
-

-

V
a
c
V

vacuum
6
×
1
0
1
6

/
5
0
0

/
8
5
0

-

U
n
iS
O

2 V
0

1
0
1
5

/
1
1
5

/
v
th

3
×
1
0
1
7

/
3
0
0

/
5
0
0

-
U
n
iS
O

2 V
0
P
1
8
1
5
0
3
0

1
0
1
5

/
1
1
5

/
v
th

3
×
1
0
1
7

/
3
0
0

/
5
0
0

1
0
8

/
1
5
0

/
3
0

U
n
iS
O

2 V
0
P
1
8
1
5
0
4
5

1
0
1
5

/
1
1
5

/
v
th

3
×
1
0
1
7

/
3
0
0

/
5
0
0

1
0
8

/
1
5
0

/
4
5

U
n
iS
O

2 V
4
5

1
0
1
5

/
1
1
5

/
v
th

3
×
1
0
1
7

/
3
0
0

/
5
0
0

-
S
S
O

2 V
4
5
L

changing
w

ith
latitude

3
×
1
0
1
9

/
3
0
0

/
5
0
0

-
U
n
iS
O

2 V
4
5
P
3
8
1
5
0
3
0

1
0
1
5

/
1
1
5

/
v
th

3
×
1
0
1
7

/
3
0
0

/
5
0
0

3
×
1
0
8

/
1
5
0

/
3
0

U
n
iS
O

2 V
0
V
4
5

1
0
1
5

/
1
1
5

/
v
th

3
×
1
0
1
7

/
3
0
0

/
5
0
0

-
U
n
iS
O

2 V
0
V
4
5
P

1
0
1
5

/
1
1
5

/
v
th

3
×
1
0
1
7

/
3
0
0

/
5
0
0

plasm
a

variations
as

in
table

7

Table
4:A

Listing
of

allgas
result

cases
considered

here
(B).



9.7 UniSO2V0V45 67

case n [m−3 ] t [K] v [km/s] e [MJ/m−3 ]

UniSO2P181501510
8 150 15 8.055

UniSO2P181503010
8 150 30 32.22

UniSO2P181504510
8 150 45 72.5

UniSO2P38150153× 108 150 15 24.17

UniSO2P48150154× 108 150 15 32.22

UniSO2P58150155× 108 150 15 40.28

UniSO2P191501510
9 150 15 80.55

Table 5: The various cases of plasma impact at a uniform sublimation
atmosphere, their input values for number density, temper-
ature and velocity and the energy deposition in Mega Joule
per cubic metre.

position exobase [km]

plume center (0◦) 187

plume wing (0◦) 37

plume center (45◦) 143

plume wing (45◦) 32

in between plumes 29

atmosphere at 45◦ opposite 28

Table 6: The exobase at different positions for a case with two plumes
set in a day side atmosphere.
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(a)

(b)

(c)

(d)

Figure 27: Two dimensional slices through the 3D simulation domain
of the number density and temperature fields of a volcanic
plume within a sublimation atmosphere and with addi-
tional plasma particles at 30km/s (a and b) and 45km/s

(c and d).
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Figure 28: Line plots displaying the number density and temperature
along vertical profiles through the center of the plume for
cases of different plasma velocities.
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Figure 29: Line plots displaying the number density and temperature
along vertical profiles through the center of the plume, the
plume wing and in the atmosphere at 45 degree from the
plume center for a plasma velocity of 30km/s.



9.7 UniSO2V0V45 71

Figure 30: Line plots displaying the number density and different
temperature modes along the vertical profile through the
plume wing for a plasma velocity of 30km/s.
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(a)

(b)

Figure 31: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
SO2 plume into a day side sublimation atmosphere at an
angle of 45 degree (case UniSO2V45).
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(a)

(b)

Figure 32: The radial integrated column density of a plume at 45 de-
gree within a uniform sublimation atmosphere and in (b)
a close up of the plume region (case UniSO2V45).
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(a)

(b)

Figure 33: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
SO2 plume into a day side sublimation atmosphere with
latitudinal variations depending on the incidence angle
and the surface frost distribution (case SSO2V45L).
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Figure 34: Vertical line profiles of the translational and rotational tem-
peratures for positions at the center of the plume, the sub-
solar point facing wing and the anti subsolar point facing
wing.
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(a)

(b)

Figure 35: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
SO2 plume at 45◦ into a day side sublimation atmosphere
and with plasma particles from Z-direction.
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Figure 36: Vertical line profiles of the number density and tempera-
ture for different positions in the case of a plume at 45◦

and a plume at 0◦ within a day side sublimation atmo-
sphere with plasma particles from Z-direction.
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(a)

(b)

Figure 37: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for two
SO2 plumes into a day side sublimation atmosphere.
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Figure 38: Vertical line profiles of the number density and tempera-
ture for different positions in the case of 2 plumes within
a day side sublimation atmosphere.
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case nr . n [m
−3 ] v [km/s] t [eV ] effects

1 3× 108 30 100 no plasma effect,
wing effect

2 4× 108 30 100 plasma heating,
no wing effect

3 5× 108 30 100 plasma heating,
small wing effect

4 3× 108 15 150 plasma heating,
no wing effect

5 4× 108 15 150 plasma heating,
no wing effect

6 5× 108 15 150 plasma heating,
no wing effect

7 1× 108 45 150 low plasma
heating

8 5× 108 45 150 highest plasma
heating

9 1× 109 45 150 plasma heating

Table 7: Cases of different plasma particle input parameter
UniSO2V0V45P(number density N, velocity V and temper-
ature T) for the case of 2 plumes in a uniform sublimation
atmosphere and their main effects.
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case nr . pc [km] pw [km] 45 [km]

1 186 32 30

2 190.8 34.2 31.2
3 190.8 30.6 31.2

4 186 32.7 30.2
5 186 32.7 30.7
6 189.2 33.2 31.7

7 185 34.2 30.2
8 189.2 34.2 29.6
9 191.4 34.8 34.8

Table 8: Different exobase altitudes for the cases listed in table 7 for
different positions: PC = Plume Center, PW = Plume Wing,
45 = Sublimation atmosphere at 45◦.
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(a)

(b)

(c)

Figure 39: Vertical line profiles of the number density and tempera-
ture for different positions in the atmosphere and for dif-
ferent plasma densities of 3× 108m−3 (a), 4× 108m−3 (b)
and 5× 108m−3 (c) with a plasma velocity of 30km/s and
temperature of 100eV .
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(a)

(b)

(c)

Figure 40: Vertical line profiles of the number density and tempera-
ture for different positions in the atmosphere and for dif-
ferent plasma densities of 3× 108m−3 (a), 4× 108m−3 (b)
and 5× 108m−3 (c) with a plasma velocity of 15km/s and
temperature of 150eV .
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(a)

(b)

(c)

Figure 41: Vertical line profiles of the number density and tempera-
ture for different positions in the atmosphere and for dif-
ferent plasma densities of 1× 108m−3 (a), 5× 108m−3 (b)
and 1× 109m−3 (c) with a plasma velocity of 45km/s and
temperature of 150eV .
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D U S T R E S U LT S

In this chapter the behaviour of dust in the simulations with
SO2 plumes will be studied. For the dust dynamics presented
here the gas flow field of a single plume into vacuum and the
flow field of two plumes into a day side atmosphere were used
to calculate trajectories of dust particles ranging in size from
1nm to 100µm. Since the dust sizes stay < 2× 10−4 the calcu-
lations of the reflectance images are done applying Mie theory.

10.1 dust column density

Figures 42 and 43 show the column density of the dust result
for the different dust sizes and display the dust flow controlled
by gas drag and gravity. The single plume has a surface tem-
perature of 500K and an outflow velocity of 850m/s for the gas
particles whereas the plumes in the second case have a surface
temperature of 300K and a outflow velocity of 500m/s for the
gas flow. Figure 43 compares the column density for different
sized particles. It can be observed that as particle size increases
the column density in the center of the plume increases but the
canopy of the plume fades and eventually disappears.

Column density plots can also be important for the compari-
son to observational data. However, caution must be exercised
since observations do not differentiate between condensates
and ash particles (dust). Here observations of Voyager 1 of Pele
in the UV and a plot of the UV brightness contours ([73]) are
shown in figure 44 and compared to the dust flow field results.
The column density plot of plumes with the smallest dust par-
ticles in figure 43 feature a distinct canopy shape and a high
density region in the plume center which correlates with the
features of the Pele observation and seem as the closest match
for the whole plume structure. However, the larger particles are
probably a better fit for the center of the plume and for a bet-
ter match of the canopy probably even smaller dust sizes are
needed. This is not covered in this study since only cases with
single dust sizes are displayed.

When looking at the number density and mean velocity pro-
files in figure 45 the indicated behaviour can be confirmed. As
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expected, the smaller and lighter particles reach much higher
velocities than the heavier and larger particles. Therefore, the
smaller particles are carried much farther and to increased alti-
tudes whereas the larger particles remain closer to the center of
the plume. Also, particles with dust sizes > 1µm are not visible
in the results at all as the drag force is not high enough to lift
them from the surface. This will change with an increase of the
initial gas velocity dragging the dust.

Figure 42: Dust column density of a plume into vacuum for a dust
size of 10nm.

10.2 spectral reflectance

Additionally to the main parameters and the column density in-
tegration it is also possible to look at the scattering behaviour of
the dust particles and its influence on the brightness measure-
ment. Figure 47 and figure 46 show the reflectance for particle
sizes ranging from 10nm to 100µm whereas figure 48 shows
the reflectance for particle sizes ranging from 10nm to 1µm.
Further the reflectance depends on the dust size distribution.
Here a differential power law dust size distribution is assumed
which can be expressed as r−β

d and is characterised by the power
law exponent β. The images here display the reflectance for
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Figure 43: Dust column density of 2 plumes into a day side atmo-
sphere for dust sizes of 10nm, 100nm and 1µm.

Figure 44: Voyager 1 observation of Pele in the UV (a) and UV bright-
ness contour levels (b) from Strom et al. ([73]).

power law exponents of β = 2, 3, 4. For the lifted dust particles
in all cases the brightness increases with an increasing power
law exponent meaning the number of particles in the efficient
scattering regime increases. This makes sense, since for a high
power law exponent the smaller sized particles dominate and
as seen in the section before mostly the smaller sized particles
are lifted from the surface. For a low power law exponent the
larger particles dominate which however do not get lifted high
enough and stay in the center of the plume. Therefore, it is only
possible to see the plume canopy for a higher power law expo-
nent. Further, it must be considered that the power law expo-
nent is set at the surface. This influences the dust size distribu-
tion since the smaller particles are accelerated more compared
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Figure 45: The dust mean speed and number density of the center
plume for particle sizes of 10nm, 100nm and 1µm.

to the larger particles which leads to a dilution of the smaller
particles and a change in the power law ([52]).

Figure 46: The dust reflectance of 2 plumes into a day side atmo-
sphere for a particle range of 10nm− 100µm and different
power law exponents 2, 3 and 4.
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(a) (b)

(c)

Figure 47: The dust reflectance of a single plume into vacuum for a
particle range of 10nm− 100µm and different power law
exponents 2 (a), 3 (b) and 4 (c.)
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(a) (b)

(c)

Figure 48: The dust reflectance of a single plume into vacuum for
a particle range of 10nm− 1µm and different power law
exponents 2 (a), 3 (b) and 4 (c)



Part IV

D I S C U S S I O N A N D O U T L O O K

In the following part the outcomes of the study will
be discussed and future additions and plans will be
illustrated.
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S U M M A RY A N D D I S C U S S I O N

In the course of this study a three dimensional DSMC model
of the atmosphere of Io could be constructed. Further, investi-
gations of dust and gas flows can be performed and the effects
and interactions of different atmospheric processes can be anal-
ysed. With this model it is possible to perform parameter stud-
ies of different atmospheric effects on a basic level on a local
machine relatively time efficient. The final model contains the
following components:

1. Sublimation: The sublimation of SO2 surface frost deposits
can be simulated on different levels. It can be modelled
either by applying a simple, uniform outgassing surface
or by calculating a thermal model from the solar illumi-
nation and a surface frost distribution resulting in a de-
tailed surface map of temperature and gas production
rate. However, the second approach is still very compu-
tationally expensive.

2. Volcanic activity: Volcanic plumes can be distributed over
the surface by setting a source geometry and the inlet
boundary condition.

3. Plasma heating: The effect of plasma heating can be mod-
elled by inserting gas particles from the outlet boundary
and generating the heating effect through enhanced parti-
cle collisions. The parameters of the plasma particles can
be varied and their effect is studied.

4. Species: The DSMC code can be used with several species.
Currently, cases with SO2 and O2 have been performed,
however studies with different minor species of Io’s atmo-
sphere are possible and can be approached in the future.

5. Dust: The resulting gas flow field can be used to insert
into a dust calculation model which returns a dust flow
field with variable dust sizes and particle size distribu-
tions.
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Further, the model was computed for several cases and sev-
eral conclusions could be made:

1. In order for the sublimation atmosphere to reach an in-
creased exobase, additional processes as plumes or plasma
heating must be added.

2. In the case of adding O2 to the model, the density should
be > 2× 1015m−3. It can add the non-condensable atmo-
sphere on the night side. Further, in this model the O2

should be inserted through an inflow condition rather
than as a background gas. The results show the interac-
tion of O2 with plasma particles on the night side mainly
for the inflow particles.

3. The interaction of sublimation atmosphere and plumes
is rather complex. However, plumes only seem to influ-
ence the atmosphere in their closer surroundings. Also
the transport of the plume particles depends on the subli-
mating gas flux and surface temperature around the plume.

4. The plume structure can be generated as expected, how-
ever at the sides of a plume hot wings are generated, hot
non-equilibrium regions. This effect has also been seen by
Zhang et al. ([105]). It could be explained by the cooled
falling particles which fall into a low density region and
collide with radially expanding particles from the plume
and sublimating particles from the surface. The three dif-
ferent modes in the velocity distribution represented by
a single kinetic temperature based on the mean veloc-
ity results in a high temperature. Further, the horizontal
motion of the gas away from the plume at velocities of
∼ 300m/s aligns with measurements of winds from disk-
resolved millimetre observations by Moullet et al. ([62]).

5. Plasma heating in interaction with plumes depends on
the location of the plume. In general, a plume seems to
regulate the influence of the plasma heating on the at-
mosphere. However, the plasma warms the material from
he canopy creating hotter regions above the plume. Also,
when interacting with incoming plasma particles, the heat-
ing effect at the sides of the plume seems to be suppressed.

6. Plasma heating of a sublimation atmosphere leads to an
enhancement of the number density and temperature when
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the plasma densities are > 1× 108m−3 and the plasma ve-
locity > 15km/s at a height of ∼ 250km from the surface.
The plasma particles can therefore increase the exobase
and inflate the atmosphere.

7. The behaviour of the dust flow in a plume depends on
the dust size and the gas flow. Particles with smaller sizes
(∼ 10 − 100nm) get dragged by the gas flow and follow
its motion through the plume, forming a visible canopy.
Larger grains either don’t get lifted from the surface or
decouple from the gas flow as soon as the gas density
decreases and stay in the center of the plume.
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The results shown here can be extended in various ways by
performing different simulations using the same methods or
by implementing further methods or processes in the model.
Some examples could be:

1. A revised version of the sublimation atmosphere from
thermal model calculations would be very convenient for
further studies. It would need to be a compressed version
of the one currently available to improve the computa-
tional run time with a more detailed inlet surface.

2. The influence of not only O2 but also other minor species
in Io’s atmosphere could be studied by expanding the
number of species available in the model.

3. Chemical reactions especially with regard to the plasma
interaction would be interesting to study. Probably the
gradual implementation of different processes would be
the most promising.

4. Further plume simulations also in closer interaction with
each other would be interesting and could provide data
to compare to future plume observations.

5. Also another closer look at the hot wings and the winds
from the expanding plume material would be interesting
in comparison with observational data.

6. Simulations with plasma not only as neutrals but also as
ions and electrons could give an insight on how material
is lost from Io’s atmosphere.

7. The calculation of the vertical column density and a disk
integrated column density would be a valuable result in
comparison to observations by Atacama Large Millime-
ter/Submillitmeter Array (ALMA).

The combination of more detailed processes could provide use-
ful insights in the future, however it should also be handled
with care since the more complex the model the more complex
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physical effects occur which make the results more difficult to
interpret. Therefore, a gradual extension of the model would be
the best. Also, every extension of the modelled processes comes
with an increase in the computational power needed.



Part V

A P P E N D I X
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A P P E N D I X

a.1 appendix a : cosine law velocity distribution

function

The initial velocity distribution function (VDF) of the gas at
the surface is complex and influenced by many unknown fac-
tors. During this study two methods to describe the VDF were
analysed. The first method, which was favoured for the re-
sults shown in the thesis, involves the assumption of a half-
Maxwellian velocity distribution based on the surface tempera-
ture and is a common and sufficient way to specify the initial
outflow conditions. The second method employs a cosine law
distribution, where the angle to the surface normal (θ) follows:

f(θ) ∝ cosn(θ) (23)

with n being an integral exponent (n ⩾ 1). This distribution is
considered more realistic for thin-film evaporation compared
to a simple cos(θ) dependence ([67]). The diagram in Figure 49

illustrates how the exponent n shapes the geometry of the evap-
orated flux, considering insights from Greenwood et al. ([26])
on the proper construction of the boundary condition.

In this study the cosine law velocity distribution was tested
for the outflow velocity of a volcanic plume into vacuum. Fig-
ure 50 shows a SO2 plume into vacuum with a density of
6× 1016m−3, a temperature of 850K and a velocity of 500m/s

following the cosine law velocity distribution function for an
exponent of 8. In comparison to figure 23 this plume doesn’t
follow the typical plume structure which would be expected. It
resembles more a outflow nozzle than the typical plume struc-
ture. In the frame of this study it was decided to not apply
the cosine law velocity distribution function, but in future this
might be something to investigate further.

a.2 appendix b : species variables

The following tables display the needed specifications of differ-
ent species for the DSMC simulation.
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Figure 49: The angular distribution of gas outflow following different
cosine law exponent ([72]).

(a) (b)

Figure 50: Two dimensional slices through the 3D simulation domain
of the number density (a) and temperature (b) field for a
SO2 plume into vacuum with a outflow velocity following
the cosine law velocity distribution function.
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