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Abstract

This thesis is motivated by the objective of condensing experimental biocatalysis knowledge
into machine-learning models. It also seeks to bridge the gap between Computer-Aided Synthesis
Planning (CASP) tools and biocatalysis. The aim is to develop and implement a multistep synthesis
planning software that can incorporate and explore both chemo- and biocatalysis reactions. The
resulting tool should provide chemists with mixed catalytic synthetic route options, unlocking
biocatalytic opportunities in chemical synthesis.

First, I explore the capabilities of a natural language processing model to learn biocatalysis
reactions and perform forward reaction predictions. Similar to how chemists would learn biocatal-
ysis, I provide the starting materials combined with a textual description of the enzyme and train
the model to predict the product of the enzymatic transformation. I investigate the influence of
transfer learning methods and demonstrate the model’s performance with insightful examples.
Additionally, I present practical use cases and investigate the limits of the Enzymatic Transformer.

Secondly, I report the creation of the first multistep Transformer-based computer-aided synthesis
planning software, leveraging disconnection-aware models for a broader exploration of the chemical
space. I design tagging strategies that automatically generate disconnection prompts, balancing
diversity and computing time. I employ a triple transformer loop, predicting starting materials
(T1), reagents, catalysts, and solvents (T2), followed by a forward validation model (T3) to limit
unrealistic predictions. The resulting single-step framework explores a significantly more diverse
chemical space while maintaining a critical assessment of the chemical feasibility of the predicted
reactions. I detail the implementation of a multistep search using a best-first tree search algorithm
guided by a new route penalty score, prioritizing short and efficient routes while exploring diverse
retrosynthetic options. I showcase the performance of the CASP tool with insightful retrosynthesis
examples of drug molecules. The models, along with the code, are available on GitHub as a Python
package.

Finally, I integrate an independent triple transformer loop for biocatalysis into the previously
designed CASP software. The reported implementation explores both chemo- and biocatalysis in
parallel and builds mixed synthetic routes. This allows the suggestion of the most efficient synthetic
routes to chemists, incorporating biocatalytic steps whenever possible, opening the door to more
sustainable synthesis route design.
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1 Introduction

1.1 Thesis Objectives

Chemistry, as a foundational scientific discipline, permeates every aspect of our daily lives, from
the food we consume to the clothes we wear. At its core, molecule synthesis serves as a linchpin
across various domains, including pharmaceuticals, food chemistry, agrochemistry, biochemistry,
materials science, polymer chemistry, textiles, cosmetics, and perfumery.

With the goal of synthesizing novel materials, chemists engage in retrosynthesis — a pivotal
process that involves deconstructing a target molecule into smaller fragments.[1] These fragments
are then reassembled from simpler starting materials (SM). Retrosynthesis stands as a crucial
step in the design of new molecules and materials, demanding a profound level of expertise and
experience. Traditionally, chemists undertook retrosynthesis manually, relying on their knowledge
and intuition. However, the escalating complexity of molecules coupled with the multitude of
potential synthetic routes, makes this process increasingly challenging. To address this challenge,
computer-aided synthesis planning (CASP) tools emerged as promising assistants for chemists.[2, 3]

Those tools are designed to provide a starting point for synthesis design, leveraging computational
capabilities by navigating the chemical space.

In the realm of advancing sustainable chemistry, biocatalysis emerges as a promising alternative to
traditional metal- and organo-catalysis. The increasing accessibility of technologies and automation
in enzyme engineering, particularly through directed evolution,[4] makes biocatalysis a more
viable option for chemical synthesis. This is demonstrated by various examples of incorporating
biocatalysis steps within chemocatalysis synthesis in the past years.[5, 6] However, a critical challenge
persists — chemists lack awareness of enzyme capabilities and training in integrating biocatalysis
into their synthesis planning. The absence of retrosynthesis planning tools that incorporate
biocatalysis further worsens this limitation, resulting in missed opportunities for more sustainable
practices. There is a pressing need to integrate biocatalysis into synthesis planning, encouraging
the consideration of enzymatic transformation steps at earlier stages of synthesis design.

This thesis aims to explore the concept of encapsulating the expertise of biocatalysis within
deep-learning models. The objective is to develop tools that assist chemists in integrating biocatal-
ysis transformations into their synthesis designs. The approach involves leveraging experimen-
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1 Introduction

tally reported reactions from the literature and employing advanced deep-learning techniques,
incorporating attention-based mechanisms along with template-based aspects. This innovative
combination aims to enhance the prediction diversity and provide practical tools for chemists.

The thesis also dives into the development of state-of-the-art computer-aided synthesis planning
software. This software is designed not only to advance the field but also to integrate biocatalysis.
The envisioned result is a hybrid catalytic approach that facilitates a shift towards more sustainable
synthesis practices. The goal is to provide chemists with a starting point and envision the potential
evolution of enzymes via directed evolution. Ultimately, this comprehensive approach aims to
contribute to the broader objective of achieving more sustainable and efficient chemical synthesis
practices.

1.2 Thesis Outline

The thesis is outlined as follows:

• Chapter 2 introduces foundational concepts of the thesis, including retrosynthesis, computer-
aided synthesis planning (CASP) tools, and biocatalysis. The chapter begins with a brief
overview of the historical evolution of CASP tools, providing insights into their develop-
ment and limitations. Subsequently, it defines biocatalysis and reviews recent applications of
CASP tools in the domain of biocatalysis, highlighting associated challenges and limitations
of current implementations.

• Chapter 3 will describe the first attempt to instruct a Transformer model on enzymatic
transformation reactions. It focuses on small molecule synthesis, utilizing experimentally
validated biocatalysis reactions extracted from the Reaxys database. The chapter includes an
analysis of the dataset, insights into the model’s performance, its limitations, and potential
use cases.

• Chapter 4 centers on the development of a multistep retrosynthesis framework. Combin-
ing various elements, it seeks to identify concise and efficient retrosyntheses. The tool is
intended for route optimization through a more exhaustive exploration of the chemical
space, leveraged by a Transformer model trained with tagged reactive centers, allowing a
prediction augmentation by automatic tagging procedures. Noteworthy features include
the Triple Transformer Loop (TTL) for single-step retrosynthesis prediction, incorporating
reagent prediction and forward validation models. The chapter details the use of a heuristic
best-first tree search, guided by a penalty-oriented scoring function. It concludes with a
demonstration of the framework’s capabilities on drug-like molecules and a discussion on
future perspectives.
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• Chapter 5 concludes the thesis by integrating biocatalysis into the retrosynthesis framework
introduced in Chapter 4. It highlights the advantages of using experimental data from
Reaxys over metabolic databases. The chapter introduces a Triple Transformer Loop (TTL)
dedicated to enzymatic transformations, enabling a parallelizable multistep retrosynthesis
planning with the tree search capable of selecting between chemocatalysis and biocatalysis
steps. The chapter concludes with a showcase of the hybrid retrosynthesis tool on unseen
molecules.

• Chapter 6 summarizes the work undertaken in the thesis, concludes and provides a discus-
sion on future perspectives.

1.3 Publications

This thesis consists of first-author publications presented in separate chapters:
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2 Computer-Aided Synthesis Planning
and Applications in Biocatalysis

Chemical retrosynthesis is the concept of working in reverse to design a synthetic route

for a target molecule. It is a fundamental problem in organic chemistry and a key step in

the development of new drugs, materials, and other chemical products. The process of

retrosynthesis planning is a complex task that requires the consideration of multiple factors,

such as the availability of starting materials, the cost of reagents, and the feasibility of the

reactions. The development of computer-aided synthesis planning (CASP) tools has been

a long-standing goal in the field of synthetic chemistry. However, despite the significant

progress made in recent years, the problem remains unsolved. In this chapter, I introduce

key concepts essential to the understanding of the thesis. I start with retrosynthesis, then

the field of CASP tools, and discuss the challenges associated with it. I highlight current

methods and tools and discuss their limitations. I also discuss the importance of biocatalysis

in organic synthesis and the challenges associated with the integration of biocatalysis in

CASP tools.

2.1 Introduction

Chemistry is the scientific study of matter, its properties, and its transformations. It has a rich
history dating back to ancient civilizations, but it truly began to emerge as a distinct field in the
17th and 18th centuries. Through the work of pioneering scientists such as Robert Boyle and
Antoine Lavoisier, chemistry developed into a discipline that seeks to understand the composition,
structure, and behavior of substances. In the mid-19th century, groundbreaking contributions
to the understanding of organic molecules emerged from the works of pioneers such as August
Kekulé and Archibald Scott Couper. Kekulé proposed the cyclic structure for benzene,[7] while
Couper played a crucial role in formalizing the structural formulas of organic compounds.[8]

Their independent yet foundational insights laid the groundwork for representing molecules as
interconnected scaffolds of carbon atoms, a concept that remains integral to modern chemical
understanding.
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In the modern era, chemistry assumes a pivotal role, essential in comprehending the natural world
and propelling advancements in novel materials, pharmaceuticals, and technologies. Synthesis is a
fundamental aspect of chemistry and plays a central role in organic chemistry by the creation of
complex organic molecules from simpler precursors.[1] However, navigating the chemical space is
a complex task that involves considerations of various factors, including the availability of starting
materials, the catalysts and reagents selection, the economic feasibility, and the practical viability
of the reactions involved.

Addressing these challenges, the development of computer-aided synthesis planning (CASP)
tools emerges as a longstanding goal.[2, 3] The aim is to provide novel insights and assistance to
chemists on how they approach and select synthetic routes. While significant progress has been
made in recent years, the intrinsic complexities of organic synthesis pose persistent challenges,
remaining ongoing challenges.

Another facet of chemistry is the substantial environmental footprint left by the chemical in-
dustry, attributed to the utilization of non-renewable resources and the generation of chemical
waste.[9] To mitigate this impact, principles of green chemistry must be implemented, aiming to
minimize the environmental impact of industrial chemical processes.[10, 11] Within these principles,
biocatalysis stands as a recognized and desirable alternative due to the multitude of advantages
it offers, including high stereoselectivity, mild reaction conditions, and the use of renewable re-
sources.[12] Recent technological advancements, combined with automation and enzyme-directed
evolution, have facilitated a more efficient and rapid integration of enzymatic steps into synthesis
routes.[13]

In industry, the integration of biocatalysis into a synthesis plan remains a manual and expert-
dependent task. To encourage the greater use of biocatalysis in process chemistry, reactions cat-
alyzed by enzymes also need to be incorporated into CASP tools. This integration aims to provide
alternative biocatalysis opportunities for chemists who may not be experts in biocatalysis.

In this chapter, we will review the current state of the art in CASP tools and discuss the general
challenges beginning with data and molecular representations. We will also discuss the history
and importance of biocatalysis in organic synthesis and examples of successful implementations.
Finally, we will discuss the recent attempts and advances in integrating biocatalysis in CASP tools,
highlighting methods and limitations of current approaches.

2.2 Chemical Representations

If humans can visualize molecules as drawings, it is a different story for computers for which we
need to encode molecules. While this thesis will exclusively focus on the SMILES representation,
it is important to note that there are other representations of molecules. For example feature-based
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representations,[14, 15, 16] computer-learned,[17, 18, 19] other linear notations,[20, 21] or chemical
table representations,[22] mostly discussed in the following reviews.[23, 24]

The Simplified Molecular Input Line Entry System (SMILES) is a linear notation system in-
vented by David Weininger in 1988.[25, 26] Designed for faster computer processing and using
more natural grammar, SMILES is a string of characters that encodes the structure of a molecule,
offering a human-readable and compact representation. It represents atoms by their corresponding
letters, along with bonds and connectivity, constructing the sequence by traversing the molecular
graph. The choice of the starting atom for sequence construction may vary, resulting in different
SMILES representations for the same molecule, a principle that proves useful for data augmenta-
tion.[27, 28] Canonicalization was introduced to represent a molecule with identical SMILES.[29]

However, depending on the algorithm of various implementations, such as RDKit,[30] variations
might still occur.

Overall, the SMILES notation aided in cheminformatics applications, chemical database in-
tegration, and computational tools, despite potential variations and limitations in capturing
three-dimensional information.

2.3 Chemical Retrosynthesis and Related Challenges

Chemical synthesis can be envisioned as a process that bridges the conceptualization of a molecule
on paper to the realization of that substance in a laboratory flask. To achieve this transformation,
a chemist must adopt a strategic approach, stepping back to plan the route leading to the target
molecule. The synthesis of complex molecules poses a formidable challenge, demanding a profound
understanding of molecular intricacies and the skill to navigate through a labyrinth of chemical
transformations.

While the initial use of the term "retrosynthesis" did not originate in the realm of chemistry,[31]

it signifies the process of breaking down a problem into simpler components, offering an overall
perspective and enhancing comprehension of the problem. Importantly, a retrosynthesis analysis
also provides a view of the construction process, a crucial aspect for chemists in understanding
and designing synthetic routes.

The term "retrosynthesis" is now exclusively used in the context of chemistry. As described
by Corey,[1] it is the process of working backward through strategic operations on the target
molecule to reach simpler and accessible starting materials (SM). The retrosynthetic analysis involves
manipulating bonds and identifying functional groups for molecular simplification. The selection
of transformations is guided by factors such as reaction feasibility, efficiency, and compatibility with
other steps and functional groups. Various reaction operations can be applied to the target molecule,
including: (i) modification of the carbon skeleton through carbon-carbon bond formation or
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cleavage; (ii) formation of rings; (iii) rearrangements; (iv) introduction, interconversion, or removal
of functional groups; (v) stereochemical manipulations; (vi) use of protecting groups. These
operations are strategically chosen to maximize yield and minimize the number of steps required
for the synthesis.

Overall, chemical retrosynthesis involves a careful analysis of the target molecule, thoughtful
selection of transformations, and strategic planning to achieve the desired synthesis of complex
organic molecules. With the reaction space allowing more than 300 reactions,[32] it requires a level
of intellectual agility, comparable to strategic thinking in chess or finding one’s way through a mul-
tidimensional maze, but with more complex rules. Retrosyntheses of complex molecules, such as
paclitaxel and vitamin B12, exemplify the sophistication achievable through strategic retrosynthetic
planning.[33, 34, 35]

The relevance of retrosynthetic analysis extends to promoting sustainability in chemical synthe-
sis with green chemistry concepts.[10, 11] By minimizing waste and optimizing resource utilization,
retrosynthesis contributes to environmentally conscious synthetic strategies. In essence, retrosyn-
thesis is more than a theoretical exercise, it is an art guiding toward inventive and efficient synthesis
strategies.

2.4 Computer-Aided Synthesis Planning Tools

In 2016, AlphaGo beat the world champion in the game of Go.[36] Given the complexity of the
game with an immense number of potential moves, finding the optimal strategy is challenging,
even for computers, as it is practically impossible to simulate all potential states for numerous
moves. Nevertheless, AlphaGo successfully identifies the best strategies through self-play and
experiential learning, employing a combination of a Monte Carlo tree search (MCTS) algorithm
and a deep neural policy network. The MCTS algorithm, a heuristic search method, navigates the
search space by sampling the most promising moves while the deep neural network was trained
using a substantial database of expert moves to predict the most likely moves.

Analogous to the way computers mastered the complex game of Go, computational tools have
the potential to navigate the vast chemical space through strategic retrosynthetic tree searches.
Computer-aided synthesis planning tools aim to assist chemists by proposing synthetic routes
for a specified target molecule. The tool is designed to recommend a set of starting molecules,
along with a set of reactions that could be employed to synthesize the target molecule from the
identified precursors. Much like finding a path through a maze, the tool may propose multiple
solutions, but ideally, it should propose a synthetic route that is short, efficient, cost-effective, and
environmentally friendly.
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CASP tools typically consist of several components whose composition may vary based on the
selected strategy. These commonly include (i) a single-step retrosynthesis core, which may comprise
a set of encoded rules — either manually encoded or data-driven — or be entirely rule-free and
data-driven; (ii) a tree search algorithm guiding the iterative node expansion; (iii) a scoring system
to assess potential solutions; and (iv) a database of commercially available starting materials.

2.4.1 History of synthesis planning programs

Following the description of general retrosynthetic methods by Corey in 1967,[1] a subsequent
challenge arose: Could computers emulate the art of retrosynthesis? In response, in 1969, Corey
introduced the Organic Chemical Simulation of Synthesis (OCSS), a computer assistant designed
to function like a chemist,[2] later updated and renamed as Logic and Heuristics Applied to
Synthetic Analysis (LHASA) in 1977.[3] The tool featured a tablet interface enabling chemists to
interact by drawing the target molecule as a structural diagram, subsequently processed by the tool
as a list of atom connections.

To conduct the retrosynthesis analysis, LHASA employs "transforms" encoded using the devel-
oped languages CHMTRN (CHeMistry TRaNslator) and PATRAN (PAttern TRANslator).
These "transforms" constitute a set of rules describing reactions, such as "hydrolysis of esters",
"reduction of ketones", etc. Chemists encoded these rules as a knowledge base. The tool proposes
retrosyntheses by applying these "transforms" when a match is found. The generated precursors
undergo further assessment by additional rules based on the functional groups of the resulting
molecules and incompatibility rules that judge the likelihood of a reaction occurring. The op-
tions are then presented to the chemist, who selects which one to apply interactively. Corey et
al. continued to develop the program along with providing general guidelines for retrosynthetic
strategies.[37, 38, 39]

Expanding on this pioneering work, additional tools emerged. Todd Wipke, a contributor to the
development of LHASA alongside Corey, introduced the SECS program (Simulation and Evalua-
tion of Chemical Synthesis). SECS also utilized a reaction knowledge dataset encoded with the
ALCHEM language.[40] However, in this case, SECS went further by incorporating stereochem-
istry information through connection tables. While SYNNLMA shared a similar approach with its
predecessors, it distinguished itself as the first to provide a detailed description of the components
inherent in CASP tools. Moreover, it drew attention to the combinatorial explosion problem in
retrosynthesis, prompting a critical examination of strategies for more effectively selecting and
expanding leaf nodes.[41]

In parallel, SYNCHEM was established, incorporating a fully autonomous multistep scoring-
guided search algorithm that prioritized the expansion of the most promising nodes first. Only in
the event of failure of the top-scoring routes did it expand the lower-scoring ones.[42] Recognizing
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the necessity to account for stereochemistry, a second iteration, SYNCHEM2, was subsequently
developed.[43]

Notably, the SYNGEN program was introduced to tackle the challenges of convergent synthesis,
a strategy that was minimally supported by precedent CASP tools but is acknowledged for its
higher efficiency compared to linear approaches.[44] The SOS (Simulated Organic Synthesis)
program was designed to address routes for heterocyclic compounds. Employing an interactive
strategy, users can choose from a selection of suggested commercially available precursors. Then the
program performs forward reaction simulations attempting to connect the set of starting materials
to synthesize the target molecule.[45] CONAN (CONnectivity ANalysis) does not aim to suggest
a complete retrosynthetic pathway, instead, its focus is on providing scaffold disconnections.
This is particularly valuable for complex structures where visualizing such disconnections can be
challenging for chemists.[46]

Subsequently, the "second generation" of CASP tools emerged, aimed at empowering comput-
ers to assist chemists in designing synthesis routes rather than relying on chemists to guide the
computer to a solution.[47] Mathematical models, exemplified by programs like CICLOPS,[48]

later succeeded by EROS (Elaboration of Reactions for Organic Synthesis),[49] and WODCA
(Workbench for the Organization of Data for Chemical Applications),[50] utilized BE-matrices
(bond and electron) for molecular representation, initially neglecting stereochemistry. These tools
could perform bond breaking of the target molecule, followed by reaction evaluation based on
thermodynamic estimations, resembling a self-evaluation in a round-trip manner. Continuing
this trend, the CAMEO program was developed to predict the reaction outcome given the start-
ing material and reaction conditions.[51] Similarly to SOPHIA,[52] it uses a knowledge base of
different classes of reactions and a ranking system.

2.4.2 History of reaction databases

Simultaneously, as CASP tools faced challenges in integrating into chemists’ routines,[53] alterna-
tive approaches emerged, focusing on the utilization of reaction databases. These databases have
proven immensely valuable, offering searching algorithms and similarity searches that greatly assist
chemists in their daily workflows. Some notable examples include the REACCS database and
search system,[54] the ORAC database,[55] SYNLIB,[56] the CASREACT database,[57, 58] the
Beilstein database,[59] and the ChemInform database.[60, 61]

In the present day, a handful of commercial solutions leveraging literature-based reaction datasets
have become prominent in the field. The SciFinder database, founded on CASREACT and
curated by the Chemical Abstracts Service (CAS), stands out as a substantial repository of chemical
information. It encompasses a vast collection, housing over 100 million organic and inorganic
substances and approximately 50 million reactions.[62, 63]
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In parallel, Reaxys, constructed from the Gmelin and Beilstein Handbooks, represents a web-
based search and retrieval system designed by Elsevier. This platform encompasses a comprehensive
array of chemical compounds, bibliographic data, and chemical reactions. With over 270 million
organic, inorganic, and organometallic compounds, as well as 64 million chemical reactions, Reaxys
stands as a formidable resource in the chemical research landscape.[64]

Beyond literature-reported databases, Electronic Laboratory Notebook (ELN) systems have
emerged to simplify the storage and retrieval of experimental data, widely utilized in daily industrial
operations. However, these databases are typically neither publicly accessible nor utilized beyond
internal applications,[65] except in the case of projects like MELLODDY, which seeks to leverage
the accumulated experimental knowledge through federated learning, enabling the development
of more advanced models.[66]

Freely accessible data is also abundant, with resources like the USPTO database, housing all
patents granted by the United States Patent and Trademark Office since 1976. However, until
the mining efforts by Lowe, accessing reaction data from patents was not straightforward.[67]

Lowe’s work made patent reactions more readily available to the public, significantly contributing
to the catalysis of advancements in reaction predictions, retrosynthesis, and CASP tools.[68, 69]

Commercial databases with higher levels of data curation have also emerged, with the Pistachio
dataset extending the mining efforts to other patent offices and accumulating over 13 million
reactions.[70]

2.4.3 Recent rule-based computer-aided synthesis planning

In this overview of selected CASP approaches relevant to the thesis, I will categorize the various
methods based on their single-step retrosynthesis core. This classification will begin with rules- or
template-based approaches and then transition to machine learning-based methods.

Despite extensive efforts to encode chemistry into rules, none of the aforementioned tools
has demonstrated a performance level suitable for daily use by chemists.[47] Only in recent years
have commercial solutions, such as Chematica/Synthia™, achieved an effectiveness level suitable
for industrial applications.[71, 72] Although the software may seem recent, it required years of
research to attain this level of performance. In 2001, the Grzybowski group initiated the encoding
of chemical rules for the analysis and exploration of reaction networks.[73, 74] With over 100 000
reaction rules, it was subsequently used for retrosynthesis within the Chematica software,[71]

and applied for the retrosynthetic planning of medicinal compounds with synthesis experimental
validation.[75]

Including Chematica/Synthia™, most previously discussed rule-based methods relied on
chemists manually encoding the rules of chemistry. This task is very complex, as chemistry en-
compasses multiple factors and exceptions that are difficult to generalize.[76] Recent advances
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in databases, coupled with progress in machine learning and computer power, have enabled the
development of CASP tools capable of extracting knowledge from data.

This is achieved, for example, through the automatic extraction of rules or templates.[77, 78,

79, 80] Route Designer is one such example of a rule-based synthesis planning tool that utilizes
the MOS reaction database from Accelrys and the Beilstein Crossfire reaction database from
Elsevier. It addresses the combinatorial explosion problem by employing heuristics while balancing
a somewhat exhaustive search.[81]

Building on Route Designer and on the ICSYNTH program reported by Bogevig et al.,[82]

Segler et al. proposed the combination of template-based retrosynthesis with a policy neural
networks.[83, 84] This neural network was trained to predict the most suitable templates to apply
given the target molecule, among a large selection of applicable templates. This work significantly
enhanced the performance of template-based retrosynthesis planning.

The ASKCOS retrosynthesis tool, as reported by Coley et al., drew inspiration from previous
concepts and implemented an open-source template-based approach using a graph neural network
and a classifier for reaction conditions.[85, 86, 87]

AiZynthFinder reported by Genheden et al. is also an open-source synthesis planning tool that
employs reaction templates.[88] It is guided by a Monte Carlo tree search and leverages an artificial
neural network as a policy to select the most appropriate template to apply.

More recently, Dai reported the use of a conditional graphical model trained to learn when
a given template should be applied. The model also considers if the template represents a good
multistep opportunity by evaluating the retrosynthetic state and the feasibility of the resulting
reaction, demonstrating improved performance.[89]

2.4.4 Recent machine learning approaches

Machine learning approaches first emerged in the field of forward reaction prediction, where
multiple template-free methods have been reported,[90, 91, 92, 93, 94] followed by models for the
retrosynthesis prediction tasks.[95, 96]

A recent breakthrough by Vaswani et al. in natural language processing (NLP) led to significantly
faster training times through the parallelization of the attention mechanism and the avoidance of
recurrent connections, while also improving performance and accuracy.[97] This model, known
as the Transformer, was adapted to the field of chemistry for reaction prediction,[98, 99] and
subsequently for retrosynthesis predictions.[100]

The transition from single-step retrosynthesis models to multistep was exemplified by Schwaller
et al. who reported a Transformer retrosynthesis model combined with graph exploration, intro-
ducing the concepts of forward validation and round-trip accuracy.[101, 102] The graph exploration
is guided by a simplicity score, derived from the Synthetic Complexity Score (SCScore) by Coley et
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al..[103] Although the tool is freely usable online, the underlying graph exploration algorithm has
not been made publicly available.

Another example, reported by Lin et al., utilized a Transformer model for retrosynthesis in
conjunction with a Monte Carlo tree search (MCTS) algorithm.[104] The scoring function is
a heuristic that combines the decoding log probability from the model, the change in SMILES
length, and the change in the number of rings to rank and score different pathways in retrosynthetic
analysis.

Finally, the Retro* synthesis planning tool reported by Chen et al., which is freely available
and open source,[105] utilizes an AND-OR tree search and a neural network trained on historical
planning paths. However, the tool lacks forward validation of the proposed retrosynthetic pathways,
and the scoring function does not appear to consider the molecular structures.

2.5 Biocatalysis: a Solution for Greener Chemistry

2.5.1 Introduction to biocatalysis

Enzymatic reactions have been employed for thousands of years in the production of fermented
beverages and food products. The oldest evidence of biocatalysis is the production of mead,
a fermented beverage made from honey and water, dating back to approximately 7000 BC in
China.[106] However, the term "enzyme" was only coined by Kühne in 1877 upon the discovery of
trypsin, a digestive protein.[107] A detailed history of discoveries and uses of enzymes until the
20th century can be found in the review of Wisniak.[108]

Enzymes are biological molecules, typically proteins, that catalyze chemical reactions in living
organisms. Thanks to evolution, enzymes are highly substrate-specific, each enzyme catalyzes a
particular reaction or a group of closely related reactions.[109, 110, 111] The reaction occurs after
binding to specific substrates, by stabilizing the transition state, lowering the activation energy
or lowering the energy transition state required for the reaction to occur.[112, 113, 114] Enzymes
play a crucial role in various cellular processes, including metabolism, signal transduction, and the
synthesis of biomolecules

In modern research, enzymatic reactions are studied in various scientific fields, encompassing
the investigation of cellular function and energy regulation, kinetics and mechanisms of reactions,
structural biology, biosynthesis, drug discovery, immunology, metabolic pathway analysis, agricul-
ture, and the food industry. This section will specifically highlight the application of enzymatic
transformation reactions in organic synthesis, with a focus on the synthesis of drug-like small
molecular-weight compounds.
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2.5.2 Biocatalysis for green chemistry

Driven by the economic challenges associated with chemical waste disposal, the environmental
concerns surrounding chemical synthesis, and the growing demand for sustainable practices, the
principles of greener chemistry have gained attention in recent decades.[115] Notably, the fine
chemicals and pharmaceutical industries continue to exhibit the highest E factor rate among chem-
ical sectors, emphasizing the urgency for more sustainable approaches in these domains.[116] In
addition to the broader scope of Green Chemistry,[10] enzymatic transformations, or biocatalysis,
offer numerous advantages for chemical synthesis in the industrial landscape. Enzymes demon-
strate versatility, functioning effectively in diverse conditions, including aqueous environments, at
ambient temperature and pressure, and in the presence of air. Moreover, enzymes are biodegrad-
able and can be sourced from renewable materials. These inherent properties position enzymes as
optimal candidates for developing sustainable chemical processes, addressing various industrial
considerations such as safety and cost.

From a chemical standpoint, enzyme catalysis presents several advantages compared to metal- and
organocatalysis in chemical synthesis. Enzymes exhibit high selectivity, and the reaction conditions
are mild, enabling the use of functional groups that may be incompatible with traditional chemical
catalysts. Enzymes are well-suited for cascade reactions, where the product of one enzymatic
reaction serves as the substrate for the next, facilitating the synthesis of complex molecules in a single
step. Additionally, enzymes excel at catalyzing reactions that pose challenges for traditional chemical
catalysts, including achieving regioselectivity, stereoselectivity, or functional group selectivity.[117,

118, 119]

2.5.3 Directed evolution for enzyme engineering

The utilization of enzyme catalysis in chemical synthesis is not consistently applied due to several
factors. First, the available enzymes are limited in number, and their catalytic scope is often even
more restricted. Secondly, not all available enzymes are adaptable for a given substrate, and the
development of new enzymes is time-consuming and a tedious process.

Frances Arnold was honored with the Nobel Prize for her groundbreaking work on directed
evolution, a method that facilitates the rapid development of enzymes with desired catalytic
activity.[4, 120, 121] This method draws inspiration from Darwinian evolution, wherein enzymes
undergo random mutations, and the mutants exhibiting improved desired activity are selectively
chosen. Subsequently, these selected mutants undergo further rounds of mutation and selection
until the desired properties are reached. Directed evolution has proven successful in enhancing the
activity, stability, and substrate specificity of various enzymes, including lipases, oxidoreductases,
transferases, hydrolases, and lyases.[122, 123, 124]
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2.5.4 Biocatalysis in industry

The industrial-scale use of enzymes for synthesizing small molecules is not a novel concept, and
numerous examples are detailed in various reviews.[13, 125] Typically, biocatalysis is incorporated
at an advanced stage, once a product is established and commercialized, with the aim of ensuring
long-term cost efficiency. Until recently, the integration of biocatalysis into synthesis planning tools
was not a priority, and research in this domain was limited. However, recent progress in biocatalysis,
robotics, and DNA sequencing has significantly simplified enzyme engineering, facilitating the
inclusion of biocatalytic reactions in earlier stages of synthesis planning.[126, 127]

These days, biocatalysis finds application in diverse reactions for synthesizing small molecules,[128,

129, 130, 131] with an increasing number of instances documented in the literature and enzymatic
reaction datasets.[132, 133] However, the substrate specificity, catalytic applicability, and the con-
tinual emergence of mutant enzymes pose challenges in keeping track of all potential enzymatic
reactions, making it difficult to identify a suitable enzyme for a desired reaction.[134] Solutions are
needed to enable chemists to efficiently navigate this enzymatic reaction landscape, to easily find
the appropriate enzyme for a specific reaction, and to integrate it into a synthesis plan.[135]

2.6 Computer-Aided Synthesis Planning for Biocatalysis

The utilization of biocatalysis in synthesis planning tools is a relatively recent area of research that
has gained interest with the lastest advances in biocatalysis. These improvements have allowed the
integration of biotransformation processes at an earlier stage of product development, thanks to
the faster development of custom enzymes. This development underscores the necessity of creating
and integrating synthesis planning tools. Notably, enzyme-catalyzed reactions can accomplish tasks
that are challenging or costly to perform through chemocatalysis processes[136]. The potential
benefits of integrating a hybrid synthesis are particularly evident in enantioselective reactions.
In many cases, nearly half of the product is discarded in the purification step due to the poor
stereoselectivity of metal catalytic processes. Therefore, a hybrid synthesis approach could offer a
more efficient and sustainable solution.[137, 138]

Enzymatic reactions have been explored for diverse purposes beyond small molecule synthe-
sis. Consequently, the historical record of reactions, especially those associated with metabolic
pathway studies representing a significant aspect of the field. Numerous repositories exist, offering
comprehensive listings of enzymes and their corresponding reactions. Founded in 1987, BRENDA
(BRaunschweig ENzyme DAtabase) stands out as a noteworthy database. It encompasses a col-
lection of over 90 000 enzymes and 8424 EC numbers, compiling information from more than
157 000 references as of January 2023.[139, 140] Another important resource is the Kyoto Encyclo-
pedia of Genes and Genomes (KEGG), initiated in 1995. This database includes data on genomes,

15



2 Computer-Aided Synthesis Planning and Applications in Biocatalysis

biological pathways, diseases, drugs, and chemical substances, providing details on over 20 000
reactions.[141, 142] MetaCyc is also a valuable repository containing metabolic pathways and over
18 000 reactions.[143, 144] Rhea provides valuable resources of expert-curated biochemical and
transport reactions, annotated with EC numbers, reaction stoichiometry, and cofactors.[145, 146]

Unlike others, PathBank provides a visualization interface for exploring pathways using supported
source databases such as KEGG.[147, 148] MetaNetX provides cross-references between metabo-
lites and biochemical reactions.[149, 150, 151] EzCatDB focuses specifically on enzyme active-sites
and mechanism studies, including amino acid sequences of reported enzymes.[152, 153] Also,
the UniProt Knowledgebase (UniProtKB) is a comprehensive resource for protein sequence and
functional information, including enzyme classification and annotation.[154]

While these datasets have proven extremely valuable in the field of metabolic pathway predic-
tion or exploration,[155, 156, 157, 158, 159, 160, 161, 162, 163] they have also found applications in
biocatalysis. For instance, Probst et al. combined a selection of four datasets — BRENDA, Rhea,
PathBank, and MetaNetX.[164] After data curation, the resulting dataset of 62 222 reactions
named ECREACT was employed to train a Transformer model using multitask transfer learning.
Both retrosynthesis and forward models were trained, allowing a round-trip validation as previously
reported.[101, 102] The retrosynthesis model was designed to predict the precursors and the enzyme
commission (EC) number simultaneously. The resulting single-step model was integrated into the
multistep framework of Schwaller et al. enabling multistep enzymatic-exclusive route predictions.
While Transformer models were not the initial attempt at multistep enzymatic-exclusive pathway
prediction, the work of Finnigan et al. named RetroBioCat describes the use of a set of rules
created by expert chemists.[165] They provide a "human-led" approach, where the user can dictate
the direction of the retrosynthesis search, known as network explorer. Also, they report a pathway
exploration mode that allows automatic exploration based on a scoring system. However, both
strategies proposed by Probst et al. and Finnigan et al. were not implemented in combination
with chemocatalysis, limiting their ability to predict reasonable multistep synthesis routes as they
exclusively predict enzymatic transformations.

A notable positive aspect of RetroBioCat is its public availability, offering both the CASP
source code and the expert-created reaction rules. This accessibility makes it a valuable resource to
leverage and build upon. For instance, Sankaranarayanan et al. [166] integrated the RetroBioCat
reaction templates [165] with the ASKCOS retrosynthesis planning tool.[87] They post-process
chemocatalytic routes predicted by ASKCOS, identifying single-steps or sequences of steps that can
be substituted by enzymatic reactions. While the approach is innovative, there remains a need for
the chemocatalytic planning tool to propose an initial route suitable for step substitution, which is
not always the case. Addressing this concern, Levin et al. reported a significant advancement — the
first CASP tool based on reaction templates offering hybrid retrosynthesis planning incorporating
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both biocatalysis and chemocatalysis.[167] They utilized the BKMS database,[168] extracting
reaction templates and training a template prioritization neural network to determine when to
apply enzymatic templates.

With the exception of a few discussed instances,[165, 166] the majority of retrosynthesis strategies
for biocatalysis reported in existing literature relies on metabolic reaction datasets and exhibit
notable limitations. These datasets predominantly feature natural products and heavy moieties,
rendering them less applicable to the typical small molecules targeted for biocatalytic applications.
Furthermore, these datasets often lack representation of engineered enzymes, which are valuable
instances showcasing the extension of enzyme capabilities.

Additionally, while template-based approaches have demonstrated impressive performance,
their generalizability to new reactions remains challenging, particularly for enzymes with intricate
substrate specificity.[169] Conversely, recent deep-learning approaches with attention mechanisms
appear to be more aware of the substrate context in which a given enzyme is employed. This higher
awareness holds promise for extrapolating enzyme reaction predictions to unseen molecules while
maintaining substrate specificity considerations. However, there is no deep-learning approach
that combines both chemocatalysis and biocatalysis. More critically, none of these approaches is
founded on real experimental data that includes insights from engineered enzymes.
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3 Predicting Enzymatic Reactions
with aMolecular Transformer

The use of enzymes for organic synthesis allows for simplified, more economical and selective

synthetic routes not accessible to conventional reagents. However, predicting whether a

particular molecule might undergo a specific enzyme transformation is very difficult. Here

we used multi-task transfer learning to train the molecular transformer, a sequence-to-

sequence machine learning model, with one million reactions from the US Patent Office

(USPTO) database combined with 32 181 enzymatic transformations annotated with a text

description of the enzyme. The resulting enzymatic transformer model predicts the structure

and stereochemistry of enzyme-catalyzed reaction products with remarkable accuracy. One

of the key novelties is that we combined the reaction SMILES language of only 405 atomic

tokens with thousands of human language tokens describing the enzymes, such that our

enzymatic transformer not only learned to interpret SMILES, but also the natural language

as used by human experts to describe enzymes and their mutations.

This chapter has been published in Chemical Science:

D. Kreutter, P. Schwaller, J.-L. Reymond. Predicting Enzymatic Reactions with a Molecular 
Transformer. Chem. Sci. 2021, 12 (25), 8648–8659. DOI: 10.1039/D1SC02362D. (CC BY 3.0) 
Published by the Royal Society of Chemistry.

3.1 Introduction

The use of enzymes for organic synthesis, commonly referred to as the field of biocatalysis, greatly
contributes to organic synthesis methodology by providing the possibility to carry out highly
chemo-, regio-, stereo- and enantio-selective transformations under mild and environmentally
friendly conditions, often allowing the redesign and simplification of synthetic routes by enabling
reactions that are not possible with conventional chemical reagents.[13, 170] The advent of directed
enzyme evolution as a tool to increase enzyme performance has also greatly contributed to improve
the range and efficiency of enzyme catalyzed reactions for organic synthesis.[121] However, the
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implementation of biocatalytic steps in synthetic processes remains challenging because it is very
difficult to predict whether a particular substrate might actually be converted by an enzyme to the
desired product.

Computer-assisted synthetic planning (CASP) comprises a range of artificial intelligence ap-
proaches to predict reaction products from reactant or reagents, or vice versa, and to plan retrosyn-
thesis.[84, 85, 94, 96, 171, 172, 173, 174, 175] Here we asked the question whether CASP might be
exploited to predict the outcome of enzymatic reactions for organic synthesis. Recent efforts in
predicting enzymatic reactions focused on metabolic reactions from the KEGG enzymatic reaction
database and predictions of drug metabolism,[176, 177, 178] as well as retrosynthetic planning
with enzymatic reactions using a template based approach.[165] Here we considered the molecular
transformer,[97, 98, 99]which is a sequence-to-sequence prediction model operating on text repre-
sentations of reactions as reaction SMILES (Simplified Molecular Input Line Entry System)[25]

including stereochemistry. We set out to use multi-task transfer learning combining the USPTO
dataset[179]as a source of general chemistry knowledge with a few thousand enzymatic reactions
collected from the scientific literature as a source of specialized knowledge (Figure 3.1).

We used transfer learning previously to enable the molecular transformer to predict complex
regio- and stereo-selective reactions at the example of carbohydrates.[180] In this former study
transfer learning was performed on a dataset of reactions described as SMILES, which are based on
a vocabulary of only a few hundred atomic tokens identical to the vocabulary describing the general
USPTO dataset used for primary training. One of the novelties of the present work on enzyme
reactions is that we combine SMILES language for the substrates with human language for the
enzyme descriptions. Those more diverse inputs result in an increase from 405 atomic tokens for
SMILES only to a few thousand atomic and language tokens when describing enzyme reactions,
implying that our transformer model had to learn to interpret not only the SMILES language but
also natural language, as used by human experts to describe enzymes and their mutations.

3.2 Result andDiscussion

3.2.1 Reaction datasets

As a general chemistry dataset, we used the previously reported “USPTO stereo augmented” dataset
derived from the patent mining work of Lowe, which contains, for each of the one million reactions
in the USPTO dataset, the original reaction SMILES and a randomized SMILES version, both
conserving stereochemical information.[68, 69] To compose a specialized dataset of enzymatic reac-
tions, we extracted 70 096 reactions labeled as “enzymatic reactions” from the Reaxys database.[64]

We collected the data columns corresponding to reactant SMILES, product SMILES, and enzyme
description (“reaction”, “reagent” and “catalyst”). Canonicalizing all SMILES and removing reac-
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3.2 Result and Discussion

Figure 3.1: General concept of the enzymatic transformer training. The USPTO data set contains
reactions SMILES describing reactants, reagents and products. The ENZR data set contains
reaction SMILES as well as an additional text component.

21



3 Predicting Enzymatic Reactions with a Molecular Transformer

tions lacking either reactants or products as well as duplicate entries (identical reactants, products
and enzyme description) left 32 181 unique enzymatic reactions, each annotated with an enzyme
description, referred to here as the ENZR dataset.

Although Reaxys does not cover the full spectrum of scientific literature about enzymes, the
ENZR dataset contains a broad range of enzymes covering diverse reaction types, including not only
highly specific enzymes such as glucose oxidases and dehydrogenases used in glucose monitoring
devices,[181] but also enzymes with a documented broad substrate scope for organic synthesis
including mechanistically promiscuous enzymes,[182] such as lipases used to promote aldol and
Michael addition reactions,[183] or ene-reductases capable of reducing oximes,[184] thus providing
a broad basis for training our model about the scope and specificity of different enzymes. We did
not consider the enzyme databases KEGG[185] or BRENDA[140] because their data format is not
homogeneous and many of the listed reactions are template-based and not assigned to documented
examples.

To better understand our ENZR dataset, we analyzed enzyme reactions in terms of the fre-
quency of occurrence of words with the suffix “-ase”, which are the enzyme names, in the enzyme
description. Across all enzyme reactions, 81.9% (26 348) contained a single “-ase” word, and
98.4% (31 663) contained one, two, or three “-ase” words (Figure 3.2a). The largest group of single
“-ase” word reactions involved a lipase (17%), a type of enzyme which is almost exclusively used alone.
By contrast, dehydrogenases and reductases were most frequent in reactions involving two or more
“-ase” words, reflecting that such enzymes are often used in processes involving enzyme-coupled
cofactor regeneration systems. The ten most frequent “-ase” words corresponded to well-known
enzyme families and together covered 50.3% of all enzyme reactions (the 15 most frequent “-ase”
words covered 57.0% of all reactions, Figure 3.2b). A finer analysis of enzyme families considering
the complete enzyme description, which typically includes the enzyme source and the substrate
type, showed that each enzyme family comprised a number of different enzymes (Figure A.1).

To visualize our ENZR dataset, we used our recently reported TMAP (tree-map) algorithm,
a powerful tool to represent very large high-dimensional datasets containing up to millions of
datapoints as connected trees in two dimensions.[186] In a first TMAP, we connected enzymatic
reactions, each represented as a point, according to their similarity measured by the reaction finger-
print RXNFP, a recently reported reaction fingerprint derived from a neural network trained to
classify patent chemical reactions.[19] This analysis considered the transformation of substrates
into product molecules but not the enzyme description in each ENZR entry. Color-coding the
TMAP by the 10 most frequent “-ase” words mentioned above, corresponding to the most abun-
dant enzyme families in the ENZR dataset, showed that these enzyme families formed relatively
well separated clusters of reactions, illustrating that, similarly to organic reagents, enzymes carry
out well-defined functional group transformations (Figure 3.2c).
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3.2 Result and Discussion

Figure 3.2: Analysis of the ENZR dataset. (a) Number of reactions depending on how many “-ase”
words are present in the sentence. (b) Frequency of the top 15 “-ase” words depending on the
count of enzyme name per reaction. (c) TMAP of reactions similarity color-coded by the 10
most frequent “-ase” words as listed in (d) combinations. The “other” category groups reactions
with “-ase” words other than the top 10 “-ase” words as well as reactions containing more than
one “-ase” word. Inset lower right: TMAP highlighting enantioselective and kinetic resolution
reactions.
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In a second color-coded version of the TMAP we labeled all enantioselective and kinetic resolu-
tion reactions, identified as reactions SMILES with no “@” characters in the reactants, indicating
either the absence of chiral centers or an undefined stereochemistry at chiral centers, but the
presence of at least one “@” character in the products SMILES, indicating a specific absolute
configuration for chiral centers.[187] This color-code showed that enantioselective and kinetic
resolution reactions also formed defined clusters corresponding to biotransformations with mostly
dehydrogenases, lipases and reductases (Figure 3.2c, inset lower right).

The different enzymes also formed identifiable clusters in a different TMAP grouping reactions
by substructure similarity of the reacting substrates using the extended connectivity fingerprint
MHFP6 (Figure A.2).[15] This illustrated that enzymatic reactions in the ENZR dataset followed
the well-known trend that enzymes only react with certain types of substrates, in contrast to
chemical reagents which are usually only specific for functional groups. The range of substrates
utilized by the enzymes covered a broad range of sizes from very small molecules such as pyruvate
up to relatively large peptides (Figure A.2, inset).

Taken together, the analysis above indicated that the ENZR dataset contained a diverse set of
enzymatic reactions, with the expected biases towards the most frequently used enzymes in the
field of biocatalysis such as lipases and dehydrogenases.

3.2.2 Training and evaluation of transformer models for enzymatic
reactions

Training a transformer model first requires tokenizing the input and output character strings to
allow the model to learn which series of input tokens produces which series of output tokens.
For the reaction SMILES in both USPTO and ENZR datasets, we used the approach reported
previously for the general molecular transformer, which considers each character of the reaction
SMILES as a separate token except Cl, Br, and character strings in square brackets, which denote
special elements.[99] The set of tokens necessary for describing reaction SMILES in the USPTO
amounted to 405 so-called atomic tokens, and did not increase for describing the reaction SMILES
portion of our ENZR dataset, which we first canonicalized using RDKit.[188] To incorporate the
enzyme information into our model, we tokenized the sentences describing the enzymes in the
ENZR dataset using the Hugging Face Tokenizers library,[189] which after preprocessing resulted
in a vocabulary of 3004 atomic and language tokens to describe the ENZR dataset.

In view of evaluating transformer models, we split the USPTO stereo augmented dataset ran-
domly into a training set (900 000 reactions, 90%, 1.8 million reactions after adding for each
canonical training reaction a duplicate using non-canonical precursor SMILES), a validation and a
test set (each 50 000 reactions, 5%).[69] For the ENZR dataset, we first grouped reactions having
the same product in different groups, and then split these groups into a training set (25 700 re-
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actions, 80%), a validation and a test set (each 3200 reactions, 10%). Distributing these reaction
groups rather than individual reactions into the different sets ensured that products which must
be predicted in the validation or test sets have not been seen by the transformer during training or
validation sets, respectively.

We then trained various models using OpenNMT[190] and PyTorch,[191] and evaluated them
by presenting them with substrate SMILES, optionally together with the partial or full description
of the enzyme, for each of the 3200 reactions in the test set. In each case, the model was challenged
to write out the SMILES of the reaction product, including the correct stereochemistry, none
of which had been seen by the model in the training or validation set. We analyzed whether the
correct product was written out within the first one or first two solutions proposed by the model,
as well as the percentage of invalid product SMILES, detected using RDKit, appearing among the
first one or two solutions (top 1 and top 2 accuracy, blue and cyan bars, top 1 and top 2 invalid
SMILES, red and orange bars, Figure 3.3A).

We first evaluated if transformer models could be trained to predict reaction products from
only the substrate by omitting any enzyme information during training. The UPSTO only model
showed approximately 10% accuracy but a very low percentage of invalid SMILES, indicating that
this model understood chemistry but lacked expertise in biotransformations (Figure 3.3A, entry
(a)). The ENZR only model also performed poorly (~20% accuracy) and produced ~10% invalid
SMILES, reflecting that general chemistry training was insufficient with this relatively small dataset
(Figure 3.3A, entry (b)). Nevertheless, training with both models using sequential transfer learning
(STL) or multi-task transfer learning (MTL) reached ~50% accuracy, indicating that substrate
structure was partially predictive of the outcome of enzymatic reactions even in the absence of any
enzyme information (Figure 3.3A, entries (c) and (d)). This partial prediction based on only the
substrate reflects the fact that certain types of substrate molecules are only documented to react
with specific enzymes in the ENZR dataset. For example, many alcohols are only documented to
react with alcohol dehydrogenases to produce the corresponding ketone, such that a transformer
model trained with the reaction SMILES learns to predict the ketone as the most likely product
even without enzyme information, a prediction which is most of the time the correct one.

Adding enzyme information in form of “-ase” words alone did not significantly increase pre-
diction performance when using only ENZR, however combining the data with the USPTO by
transfer learning increased in terms of top 1 accuracy to 51.7% with STL and 54.0% with MTL (Fig-
ure 3.3A, entries (e)–(g)). Top 1 prediction accuracy increased further up to 59.5% with STL and
62.2% with MTL when using the complete enzyme information as full sentence (Figure 3.3A, entry
(j)). Note that the model trained with ENZR alone only reached 34.3% top 1 accuracy with full
enzyme names and produced ~10% invalid SMILES, showing that the general chemistry training
learned from USPTO was essential even with full enzyme information (Figure 3.3A, entry (h)).

25



3 Predicting Enzymatic Reactions with a Molecular Transformer

Figure 3.3: Prediction accuracies (A-D). (A) Top prediction accuracy and invalid SMILES on the enzyme
reaction test set for various models. (a) USPTO model from Schwaller et al. trained without any
enzymatic transfer learning and tested without enzyme sentence. (b) Enzymatic DB without
USPTO data set. (c) USPTO model transfer learned (sequential) to enzymatic DB trained with-
out any enzyme description part. (d) USPTO model transfer learned (multi-task) to enzymatic
DB trained without any enzyme description part. (e) Enzymatic DB without USPTO data set
trained with "-ase" words only. (f ) USPTO model transfer learned (sequential) to enzymatic DB
trained with "-ase" words only. (g) USPTO model transfer learned (multi-task) to enzymatic DB
trained with "-ase" words only. (h) Enzymatic DB without USPTO data set trained with enzyme
full sentences. (i) USPTO model transfer learned (sequential) to enzymatic DB trained with
enzyme full sentences. (j) USPTO model transfer learned (multi-task) to enzymatic DB trained
with enzyme full sentences. (k) Best multi-task model tested by swapping enzyme full sentences
between reactions of the test set. (B) Accuracy on the test set depending on how many “-ase”
words are present in the sentence. (C) Accuracy on the test set depending on how frequent the
“-ase” words combination from the sentences appears in the training set. (D) True predictions
rate against confidence scores, bins were adjusted to obtain an equal distribution of predictions
over the bins. Vertical red bars represent our limits to indicate true or false predictions.
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Figure 3.3: Prediction accuracies (E-F). (E) Top prediction accuracy and invalid SMILES on lipase re-
actions of the test set only. (F) Top prediction accuracy and invalid SMILES on enantiomeric
resolution reactions of the test set only.

Furthermore, testing the MTL with a test set in which the enzyme information was scrambled
between reactions resulted in poor results (~15% accuracy), indicating that the true enzyme in-
formation was required rather than the presence of random text information (Figure 3.3A, entry
(k)). Examples of the added value of enzyme information for predicting the outcome of an enzyme
reaction are provided with the cases of linoleic acid conversion with various oxygenases and dehy-
drogenases, and the conversion of l-tyrosine by a lyase and a tyrosinase. These examples are taken
from the test set and reflect true predictions since they have not been seen by the model during
training or validation (Figure 3.4).

3.2.3 Analyzing the prediction performance of the enzymatic
transformer

The comparisons above showed that an excellent prediction performance was reached by the
transformer trained using MTL combining the USPTO and the ENZR dataset using full enzyme
names as enzyme information. Retraining this model with different splits of training, validation
and test sets gave indistinguishable results in terms of prediction accuracy. This model was selected
for further investigation and is referred to as the “enzymatic transformer”.

Considering that many reactions in the ENZR dataset contain multiple enzymes, we wondered
if our transformer might be confused in such situations because the main enzyme and the cofactor
regeneration enzyme are not labeled as such. Indeed, the prediction accuracy of the enzymatic
transformer was lower for reactions with multiple enzymes compared to reactions with a single
enzyme (Figure 3.3B). However, in many cases of multi-enzyme reactions including cofactor regen-
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Figure 3.4: Examples of substrates applied to various enzymes using the MTL transformer with full
sentences, which illustrate predictions of reactions from the test set not seen by the model during
training. The color code indicates high confidence predictions (score >98%, black), uncertain
predictions (score 80–98%, blue), and low confidence predictions (score <80%), see Figure 3.3D
for discussion of confidence scores. All enzymatic reactions are predicted correctly, however the
confidence score varies. The predictions of the MTL no text model are shown to illustrate what
the transformer predicts when the enzyme information is missing.

eration, the transformer provided the correct prediction when omitting the cofactor regenerating
enzyme or swapping it for an equivalent one (glucose dehydrogenase to phosphite dehydrogenase,
Figure A.3).

Since transformer models require a large number of examples for good performance, we also
tested prediction accuracy as function of the number of occurrences of the enzyme name in the
training set. Indeed, a prediction accuracy of almost 80% was reached for lipases, which were the
most abundant in the training set (Figure 3.3C). Nevertheless, prediction accuracy reached a good
level (~60%) as soon as more than five examples of a particular enzyme were present in the training
set.
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In the best transformer model using MTL on full sentences, there was a clear association
of the prediction confidence score with accuracy, as observed with other transformer models
(Figure 3.3D).[180] Overall, 85.5% of the predictions with confidence score >98% were true and
75.6% of the predictions with confidence score <80% were false, suggesting to use confidence score
values >98% or <80% as indicators for a true (the reaction is worth testing) or false (the reaction
outcome is uncertain) prediction.

Since the subset of the test set containing the word “lipase” performed best (Figure 3.3C), we
evaluated this subset exhaustively with all models (Figure 3.3E). While models trained on the
USPTO or ENZR dataset without enzyme information performed poorly (Figure 3.3E, entries
(a) and (b)), combining both sets with STL (entry (c)) or MTL (entry (d)) reached an excellent
accuracy (>70%), indicating that the presence of an ester functional group is sufficient for the
model to recognize a lipase biotransformation even in the absence of the enzyme name. However,
models trained with ENZR alone using only the “ase” word or the full sentence performed poorly
(Figure 3.3E, entries (e) and (h)), showing that this relatively small dataset contained insufficient
general chemistry knowledge to training even for the relatively simple lipase reaction. Overall, the
model trained on both datasets using STL and the full enzyme description performed best for
lipases, as observed in the entire dataset (Figure 3.3E, entry (j)). However, scrambling the enzyme
information between different reactions in the lipase only test set did not decrease prediction
accuracy as dramatically as for the full set, reflecting the fact that all lipases catalyze very similar
reactions. In addition, 36.89% of the lipase test set cases were reactions with Candida antarctica
lipase B, the most frequently used lipase in biotranformations, in which case swapping the enzyme
information does not induce any change.

Enzymatic reactions are often used to perform kinetic resolutions, typically using hydrolase
enzymes such as lipases, or to transform achiral substrates into chiral products, typically to pro-
duce chiral alcohols or amines from achiral ketone precursors. To evaluate the performance of
the transformer on such reactions, we defined enantiomeric resolutions as enzymatic reactions
containing chiral centers, identified by the presence of at least one “@” character in the SMILES,
in the reaction products only, which corresponded to 6495 reactions in the entire ENZR dataset
(20.18%), and 687 reactions in the test set (21.35%). The relative performance of the different
transformer models in this subset was comparable to that of the entire dataset, indicating that the
transformer model was able to learn the enantiomeric preference of enantioselective enzymes as
successfully as the overall enzymatic transformation (Figure 3.3F).
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3.2.4 Examples of correct and incorrect predictions by the enzymatic
transformer

The types of enzymatic reactions predicted correctly by the enzymatic transformer are well il-
lustrated by selected cases (Figure 3.5). These include the correct product prediction including
chirality for kinetic resolutions using lipases (reactions (1)[192] and (2)),[193] two enantioselective
reductions of ketones using alcohol dehydrogenases (reaction (3)[194] and (4)),[195] an enantiose-
lective imine reduction (reaction (5))[196] and reductive amination with a transaminase (reaction
(6)).[197]

Considering that none of the products of these reactions have been seen by the model during
training, the ability of the enzymatic transformer to predict not only the correct reaction product
but also the correct stereochemical outcome of the enantiomeric resolution reactions is remarkable.
It must be pointed out that the prediction is always done by analogy to examples, including cases of
engineered enzymes. For instance, in reaction (1) with a mutant CALB enzyme, the transformer has
learned from the training set that this triple mutant has an altered stereospecificity, and listing the
mutation is sufficient for the model to make the correct prediction in the example from the test set.
The product structure prediction is still correct but the stereoselectivity is lost when using simply
“Candida antarctica lipase B” as enzyme description, which corresponds to the experimental result
(Figure A.4).

Cytochrome P450 mediated regioselective demethylation (reaction (7))[198] or hydroxylations
(reactions (8)[199] and (9))[200] further illustrate the predictive power of the enzymatic trans-
former. From the 405 cytochrome P450 mediated reactions in ENZR, 316 were used in the
training set and 46 in the validation set. The resulting enzymatic transformer correctly predicted
the product structure of 17 (40%) of the 43 cytochrome P450 reactions in the test set considering
the top 1 predictions and 22 (51%) considering the top 2 predictions. The numbers increased to
21 (49%) correct predictions for the top 1 and 25 (58%) for the top 2 predictions when ignoring
stereochemistry. These prediction accuracies are far from perfect but still very remarkable consid-
ering that the reaction site and type of cytochrome P450 reactions transformation are difficult to
predict for a chemist (Figure A.5 and A.6).

In the above examples, a shorter description of the enzyme often reduces the confidence score
and may induce errors in the predicted stereochemistry or product structure (red labels in Fig-
ure 3.5 and A.4). Such errors when using short enzyme names are not surprising considering that
models trained with only “-ase” words performed worse than models trained with the full enzyme
description (Figure 3.3A).

Analyzing unsuccessful predictions by the enzymatic transformer in a random sample of 200
reactions from the test set selected to cover various reaction types and enzymes provides further
insights (Figure 3.6). Inaccurate predictions may sometimes simply reflect errors in database en-
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Figure 3.5: Examples of successful predictions by the enzymatic transformer.
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tries. For instance, the enzymatic transformer correctly predicts, with a high confidence score, the
formation of thymine from the hydrolysis of a thymidine nucleoside analog by uridine phospho-
rylase, however the database entry wrongly recorded the isomeric 6-methyl-uracil as the product
(reaction (10)).[201] The model also correctly predicts with high confidence score the alcohol
hydrolysis product in the hydrolysis of a β-hydroxysulfone by porcine liver esterase. However, this
product is unstable and spontaneously eliminates to form a styrene, which is the product isolated
and recorded in the database (reaction (11)).[202] Furthermore, the model correctly predicts that
5-deoxy-b-d-ribofuranose is the product formed by the action of a nucleosidase on the parent
adenosine nucleoside, which it writes down in the cyclic hemi-acetal form, while the database entry
recorded the open-chain aldehyde form (reaction (12)).[203]

Other examples reflect true limitations of our model, for example errors in the regioselectivity
of hydroxylation of 7-methoxy-3,4-dihydronaphthalen-1(2H)-one (reaction (13))[204] and α-
naphthol (reaction (17))[205] by cytochrome P450. In the case of the formation of (+)-δ-cadinene
from geranyl pyrophosphate by (+) cadinene synthase, our model predicts the correct product
structure and stereochemistry, however the deuterium label, which is lost during cyclization, is
wrongly incorporated into the predicted product (reaction (14)).[206] The model may also predict
the correct product structure but the opposite enantiomer, as illustrated for the benzylic hydroxy-
lation of ethylbenzene by cytochrome P450 (reaction (15)),[207] or with missing stereochemistry,
as illustrated for the biotransformation of 4-methyl-cyclohexanol by a sequence of an alcohol
dehydrogenase and a cyclohexanone monooxygenase to produce an enantiomerically pure lactone
(reaction (16)).[208]

Note that the enzymatic transformer can only predict the structure of reaction products based
on what it has learned from examples in the ENZR source database. For example, the reaction
rates of 49 different alcohol substrates with a wild-type choline oxidase (WT) and an engineered
version with an expanded substrate scope (M) have been reported with a broad range of values.[209]

However, the Reaxys entry used for ENZR attributed each reaction only to one of the two enzymes,
which was in each case the faster reacting enzyme, even if the rates were almost equal. The enzymatic
transformer was trained with a random subset of 32 reactions attributed to M and five reactions
attributed to WT (Figure A.7) and validated with five M and two WT cases (Figure A.8). The
model then correctly predicts the two WT and three M reactions in the test set, however in each case
the same product is predicted with very high confidence for both WT and M enzymes (Figure A.9).
This prediction is correct for the two WT cases where the reported rates are almost equal for WT
and M, but inaccurate for the three M cases where the activity of WT is much lower, including
one case where even the M rate is impractically low, reflecting the fact that the training data does
not consider reaction rate information.
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Figure 3.6: Examples of unsuccessful predictions by the enzymatic transformer.
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3.2.5 How to use the Enzymatic Transformer

The examples discussed above belong to the ENZR test set for which the product molecules have
never been seen by the enzymatic transformer during training and validation, but they are recorded
cases for which a look-up in the scientific literature will give the answer. In a possible application,
one might use the enzymatic transformer to select which enzyme might be best suited for a given
biotransformation not yet recorded in the dataset. To carry out such prediction, one would analyze
the product structures and confidence scores returned by the model when presented with a given
substrate and various enzymes.

As a theoretical example, we consider the reduction of levulinic anilide to either enantiomer
of the corresponding chiral alcohol, a reaction which is not present in the training set. We used
the enzymatic transformer to predict which product would be formed by exposing this ketone to
163 alcohol dehydrogenases and 60 ketoreductases in the ENZR dataset. In this case, the trans-
former model predicts with high confidence two experimentally verified cases of two different
keto-reductases in the test set forming either the (S) or the (R) enantiomeric alcohol enantioselec-
tively. In addition, the transformer also proposes high confidence reactions to either enantiomers
involving other ketoreductase and alcohol dehydrogenases enzymes, which could be considered for
experimental testing (Figure 3.7).

One might also use the enzymatic transformer to predict which substrates might be converted
by a given enzyme. To illustrate this point, we considered the enzyme “d-glucose dehydrogenase
alcohol dehydrogenase ymr226c from Saccharomyces cerevisiae”, which is documented in six
reactions of the training set to reduce various acetophenones enantioselectively and correctly
predicts the product structure and stereochemistry for the 2 examples in the test set (Figure A.10,
substrates D1 and D2). One can then challenge the enzymatic transformer to predict which
product might be formed with further ketone substrates and the same enzyme. The transformer
predicts the probably correct alcohol products with high confidence scores for ketones that are
structurally related to the database examples (Figure A.10, substrates D3–D15). Among further
analogs that are less similar, three cases are predicted with high confidence (Figure A.10, substrates
D16–D18), and the remaining five cases have much lower confidence scores as well as sometimes
unlikely product structure, indicating that the model is uncertain about the possible outcome of
these reactions (Figure A.10, substrates D19–D22).

3.3 Conclusion

We had previously shown the principle of transfer learning to specialize the general USPTO
transformer model at the example of carbohydrate reactions, however this approach used SMILES
information only and a limited set of 405 tokens.[180] Here we showed for the first time that
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Figure 3.7: Examples of usage of the enzymatic prediction model to find suitable enzymes leading to
different enantiomers. Screening sentences were extracted from the entire dataset. Filtering was
applied for dehydrogenases and ketoreductases from single enzyme systems and filtered for simple
sentences (less than 5 words). Resulting in a total of 223 sentences (163 dehydrogenases and 60
ketoreductases). Are shown the top 5 confidence score sentences leading to both enantiomers.
Red colored sentences were present in the test set providing experimental proof.
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the general USPTO transformer model can be used as a basis for transfer learning using a more
complex language information, here an extended vocabulary of several thousand language and
atomic tokens describing enzymatic reactions in text format. Despite of the relatively small size of
the ENZR dataset of enzymatic reactions used here, the resulting enzymatic transformer model
predicted the outcome of enzymatic transformations including enantioselective reactions with
excellent accuracy. This type of approach might be extended in the future to incorporate additional
information such as reaction conditions and experimental procedures.

It should be noted that the text descriptions of enzymes used in our ENZR dataset most
often represent a rather plain description of the reaction and substrate involved, e.g. “tyrosine
decarboxylase”, which provides a direct hint for the enzymatic transformer for proposing a product
structure. Nevertheless, other descriptions of enzymes such as their EC number,[177] their amino
acid sequence or a representation of the sequence produced by an auto-encoder,[210, 211] might
also be exploitable for the enzymatic transformer if these would be available since these descriptions
in principle contain the same information, even if in a more indirect manner.[212]

Here we demonstrated the feasibility of using a text description of an enzyme to train a trans-
former model to predict product structure given a substrate and the enzyme. The same data type
might be suitable to train a transformer to predict the substrate structure given a product and an
enzyme (retro-synthesis) or to predict an enzyme name given a substrate and a product, however
to succeed such models might require much larger datasets than the relatively small ENZR dataset
used here.

In this study, we obtained the best prediction accuracies when using multi-task transfer learning
based on the full description of the enzymes. However, model performance was limited by database
size and was lower with enzymes for which only few examples were available. Furthermore, analysis
of successes and failures showed that model performance is also limited by the occurrence of
database entry errors. Model performance can probably be increased by using larger and higher
quality training dataset. Furthermore, the performance of our enzymatic transformer model was
highest with the enzymes that are most represented in the ENZR dataset, which were lipases
and dehydrogenases due to the historical nature of the data source reflecting which enzymes have
been mostly used in the literature. Considering that transformer models learn from example,
increasing the performance for other types of biotransformations such as keto-reductases and
monooxygenases will critically depend on acquiring training data for such types of enzymes.
Provided the availability of experimental training data, the transfer learning approach demonstrated
here should be optimally suited to integrate this data into predictive models capable of assisting
chemists in implementing biotransformations for chemical synthesis.
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3.4 Methods

3.4.1 Data collection

The USPTO data was downloaded from the patent mining work of Lowe.[69] The ENZR data set
was downloaded from Reaxys.[64] Enzymatic reactions were found querying “enzymatic reaction”
keywords directly in the search field.

3.4.2 Transformer training

The enzymatic transformer model was trained based on the molecular transformer work from
Schwaller et al.[99] The version 1.1.1 of OpenNMT,[190] freely available on GitHub,[213] were
used to preprocess, train and test the models. Minor changes were performed based on the version
of Schwaller et al.[99] SMILES were also tokenized using the same tokenizer as Schwaller et al.[99]

The ENZR description sentences were tokenized by the Hugging Face Tokenizers[189] using a byte
pair encoding[214] resulting in a vocabulary of 6139 language tokens (top 40 most frequent tokens
in Figure A.11) for which the occurrence frequencies follow a power-law distribution shown in
Figure A.12. For our model, we used the 3000 most frequent tokens representing 97.4% of tokens
found in ENZR sentences. The 3139 remaining tokens only represent 2.6% of occurrences and
have less important frequencies going from 7 to 1. The following hyperparameters were used for
the multi-task model:

preprocess.py -train_ids ENZR ST_sep_aug \

-train_src \$DB/ENZR/src_train.txt \$DB/ST_sep_aug/src-train.txt \

-train_tgt \$DB/ENZR/tgt_train.txt \$DB/ST_sep_aug/tgt-train.txt \

-valid_src \$DB/ENZR/src_val.txt -valid_tgt \$DB/ENZR/tgt_val.txt \

-save_data \$DB/Preprocessed \

-src_seq_length 3000 -tgt_seq_length 3000 \

-src_vocab_size 3000 -tgt_vocab_size 3000 \

-share_vocab -lower \

train.py -data \$DB/Preprocessed \

-save_model ENZR_MTL -seed 42 -train_steps 200000 -param_init 0 \

-param_init_glorot -max_generator_batches 32 -batch_size 6144 \

-batch_type tokens -normalization tokens -max_grad_norm 0 -accum_count 4 \

-optim adam -adam_beta1 0.9 -adam_beta2 0.998 -decay_method noam \

-warmup_steps 8000 -learning_rate 4 -label_smoothing 0.0 -layers 4 \

-rnn_size 384 -word_vec_size 384 \

-encoder_type transformer -decoder_type transformer \

-dropout 0.1 -position_encoding -global_attention general \

-global_attention_function softmax -self_attn_type scaled-dot \

-heads 8 -transformer_ff 2048 \

-data_ids ENZR ST_sep_aug -data_weights 1 9 \

-valid_steps 5000 -valid_batch_size 4 -early_stopping_criteria accuracy
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3.4.3 Validation

Canonicalized SMILES were compared to assess the accuracy of the models. Distribution of the
training, validation and test set was randomly distributed after being grouped by reaction product
multiple time resulting in constant accuracy.

3.4.4 TMAPs

TMAPs were computed using standard parameters.[186] The reaction fingerprint (RXNFP)[19]

as well as the molecular substructure fingerprint (MHFP6)[15] was computed with a dimension of
256.

3.5 Availability of Data andMaterials

The USPTO data is available from the patent mining work of Lowe.[69] Reactions from Reaxys
are accessible with subscription. The modified version of OpenNMT as well as the code for data
extraction and preprocessing as well as to tokenize, train and test the model are available from:
https://github.com/reymond-group/OpenNMT-py.
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4 Multistep Retrosynthesis
Combining a Disconnection Aware
Triple Transformer Loop with a
Route Penalty Score Guided Tree
Search

Computer-aided synthesis planning (CASP) aims to automatically learn organic reactivity

from literature and perform retrosynthesis of unseen molecules. CASP systems must learn

reactions sufficiently precisely to propose realistic disconnections, while avoiding overfitting

to leave room for diverse options, and explore possible routes such as to allow short synthetic

sequences to emerge. Herein we report an open-source CASP tool proposing original solu-

tions to both challenges. First, we use a triple transformer loop (TTL) predicting starting

materials (T1), reagents (T2), and products (T3) to explore various disconnection sites

defined by combining systematic, template-based, and transformer-based tagging proce-

dures. Second, we integrate TTL into a multistep tree search algorithm (TTLA) prioritizing

sequences using a route penalty score (RPScore) considering the number of steps, their con-

fidence score, and the simplicity of all intermediates along the route. Our approach favours

short synthetic routes to commercial starting materials, as exemplified by retrosynthetic

analyses of recently approved drugs.

This chapter has been published in Chemical Science:

D. Kreutter, J.-L. Reymond. Multistep Retrosynthesis Combining a Disconnection Aware Triple 
Transformer Loop with a Route Penalty Score Guided Tree Search. Chem. Sci. 2023, 14 
(36), 9959–9969. DOI: 10.1039/D3SC01604H. (CC BY 3.0) Published by the Royal Society 
of Chemistry.
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4.1 Introduction

Retrosynthetic analysis consists in drafting a synthetic sequence to produce a desired product from
available starting materials. This analysis is one of the most useful but also difficult tasks in organic
chemistry because it requires to integrate the large and complex set of rules that have emerged from
millions of reactions reported in almost 200 years of organic synthesis. Computer-aided synthesis
planning (CASP), initially conceived by E. J. Corey in the 1960s,[2] aims to harness the power of
computers to automate retrosynthesis by exploiting data from experimental reactions collected in
databases such as Reaxys[64] or the open-access reaction dataset extracted from US patent office
data.[68, 69] These databases list reactions of sets of starting materials (SM) and sets of reagents
(R) to form one or several products (P).

While expert systems based on hand-written rules such as Chematica/Synthia™ perform quite
well for synthesis planning,[71] CASP ultimately aims to exploit artificial intelligence to auto-
matically learn organic synthesis from reaction examples and propose synthetic routes for new
molecules without human intervention.[171, 215, 216, 217, 218] Template-based approaches extract
reaction rules in the form of substructure transformations and use machine learning to learn their
applicability domain from the structure of P in the training data.[84, 85, 88, 179] On the other
hand, transformer-based models use the linear SMILES[25, 26] notation of chemical reactions and
learn to translate the character string of P into the character string of SM + R, or vice versa.[95,

96, 97, 98, 99, 100, 102, 104, 160, 174, 219] The single-step predictions are then iterated to propose
multistep retrosyntheses of target molecules from a selected set of building blocks (BB), which
requires prioritizing possible routes using search algorithms such as Monte Carlo tree search,[84,

104, 220] and-or trees,[105, 160] or a multistep graph exploration.[102]

Any CASP system must overcome two critical challenges to propose realistic retrosyntheses. First,
the system must learn the context of reactions sufficiently well to propose reactions that make sense,
but without overfitting such as to propose diverse retrosynthetic operations on previously unseen
molecules. Second, the route-prioritizing algorithm must be designed to allow short sequences
to emerge from the multitude of predicted possibilities.[171] Herein, we report a transformer-
based retrosynthesis tool which proposes original solutions to both challenges. For single-step
retrosynthesis, we use three different transformer models assembled as a triple transformer loop
(TTL, Figure 4.1a). To broaden the scope of predicted disconnections on a given target molecule,
the TTL explores multiple disconnections by using products with tagged reaction centers (P*)
obtained by combining systematic, template-based and transformer-based tagging procedures.
Compared to a transformer model trained on predicting SM + R directly from P*, the TTL achieves
better round-trip accuracy for single-step retrosynthesis. For multistep retrosynthesis predictions,
we integrate the TTL into a multistep tree search algorithm, here named TTLA, which selects
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reaction sequences using a new route penalty score (RPScore), which for a route of N steps, is
the product of a step-penalty score SPN, the confidence scores of each single-step retrosynthesis
(CS), and the simplicity scores[102] of all SM along the route (Figure 4.1b). This selection scheme
favours short sequences and is exemplified with the prediction of synthetic routes for recently
approved drugs.

4.2 Methods

4.2.1 Dataset

The United States Patent and Trademark Office (USPTO) chemical reaction dataset version shared
by Thakkar et al.[221] was used for the single-step evaluation as well as for training all transformer
models in this study. The dataset is derived from the version of Lowe[68, 69] and has been filtered
by these authors to include reactions with a single product (P) and between 2 and 10 starting
materials (SM) and reagents (R) only. In the present work, we removed the tagging information,
and reactions were remapped and retagged using our new SMILES tagging strategy and syntax.
The same dataset split for training, validation, and test (90 : 5 : 5), as shared by Thakkar et al.[221]

was used across all models resulting in 1 139 608, 63 672 and 63 454 reactions respectively.

4.2.2 Tagging reaction centers

Training the disconnection-aware retrosynthesis model requires a training dataset where all product
SMILES have tagged atoms. To tag reacting atoms, we use the atom-mapping tool shared by
Schwaller et al.[222] to identify the atoms having an environmental change during the reaction,
defined as reacting atoms. These reacting atoms are then re-labelled with the atom mapping label “1”
while all other atom mapping labels are removed, as described by Byekwaso et al..[223] We then
replace the atom tagging syntax by its unmapped SMILES notation, e.g. replacing “[C:1]” with “C”,
and append the atom with another separated tagging token (“!”) using RDkit.[30] his modification
allows to maintain an invariant SMILES token usage independent of the neighbouring hydrogen
count or stereochemistry.

4.2.3 Single-step disconnection aware retrosynthesis (T1)

Being able to identify the reaction center of a given reaction, we apply our reaction tagging algorithm
on USPTO to obtain a retrosynthesis-tagged training dataset. We remove reagents, catalysts, and
solvents, which are identified as the unmapped species in atom-mapped reactions and train the
retrosynthesis model to predict the starting materials given as input the tagged product. We use
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Figure 4.1: Multistep retrosynthesis using TTLA. (a) Single-step retrosynthesis. At step i, each potential
reactive site in Pi is identified systematically, using templates or a tagging transformer, and labelled
to produce Pi*. Transformer T1 is applied to Pi* to predict SMi (one or more starting materials),
transformer T2 is applied to the top-scoring SMi→Pi to predict Ri (one or more reagents), and
finally transformer T3 is applied to the top-scoring SMi+ Ri to produce PT3. The prediction
is finally validated if PT3 = Pi with confidence score CSi of T3. Each molecule in the SMi set is
then used as product Pi+1 for the next iteration. The route branches out if SMi contains multiple
molecules. (b) TTLA sequence and route penalty scoring. All molecules in the SMi set of each
step are used in the RPScore calculation of a linear sequence. See text for details.
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the transformer architecture[97] and train it using the OpenNMT[190, 213] library with standard
previously-reported hyperparameters for this type of task.[99]

4.2.4 Automatic tagging of potentially reactive atoms

We use three complementary methods to maximize the tagging possibilities while maintaining a
reasonable number of predictions. First, we systematically tag all possible single atoms, pairs of
directly connected atoms, and triplets of adjacent atoms (chain or three-membered ring). Secondly,
we use templates for tagging the reactive sets of atoms corresponding to the conditional substructure
with a variable radius (typically from 1 to 3). Templates occurring more than once and having
between 1 and 10 reactive atoms were identified by analyzing the original USPTO dataset. A given
template can contain multiple disconnected sets of reactive atoms. Finally, the transformer model
AutoTag reported by Thakkar et al.[221] was trained from untagged SMILES to the corresponding
tagged molecule to provide additional tagging examples.

4.2.5 Reagent prediction (T2)

Transformer T2 is trained from the untagged USPTO training set to identify reagents (R) from the
combination of SM and P using the same hyperparameters as for T1. Note that R often includes
actual reagents and solvents.

4.2.6 Forward validation (T3)

The third model of the triple-transformer loop is a forward reaction prediction model trained
with untagged reactions (molecular transformer).[99] We give this forward validation model the
predicted SMi (from T1) and the predicted Ri (from T2) as input separated by the “>” token. If
T3 predicts the correct Pi as its top-1 prediction, those SMi and Ri are stored for the tree search.
The confidence score CSi for the T3 prediction is used as confidence score for the reaction. T3
serves to filter down a large number of predictions to retain feasible reactions only.

4.2.7 Single-step TTL tagging strategies study

The performance of individual tagging methods was studied on 500 molecules randomly selected
from the USPTO test set for single-step TTL retrosynthesis to which we varied the three strategies
over various parameters, changing the template radius from 1 to 3 and the transformer tagging
(AutoTag) beam size from 1 to 1000.
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4.2.8 Route Penalty Score (RPScore)

The RPScore is computed for each predicted linear retrosynthetic sequence of N steps leading
from the final product P to starting materials SMN (Figure 4.1b). To reduce the score of long
sequences, we introduce a step penalty SP, with 0 < SP ≤ 1, extended to SPN for a sequence of
N steps. The RPScore is the product of SPN with the product of all confidence scores CSi (from
the T3 prediction) for each individual step and the Simplicity(mol) for all intermediates along the
sequence of N steps. By default, the penalty value SP is set to 0.8, but this could be adapted for every
search in the configuration file of the multistep exploration. Simplicity(mol)[102] ranges from 0
for complex to 1 for simple molecules and is derived from the molecular synthetic complexity score
(SCScore, ranging from 1 to 5) which describes molecular complexity taking synthetic accessibility
into account.[103] Here, we assign a value of 1 if the molecule occurs in the BB set of commercial
starting materials. In contrast to Schwaller et al.,[102] we exclude reagents Ri from the Simplicity
calculation to avoid penalizing steps that use reagents with low calculated Simplicity, which is
rarely a measure of their availability or ease of use.

4.2.9 Multistep exploration strategy

We use a Heuristic Best-First Tree Search algorithm with beam search and iterative expansion
to explore retrosynthetic routes as similarly reported for transformer-based retrosynthesis.[102]

Once predictions of an iteration are complete, the tree search updates and lists all possible routes,
and computes the RPScore. Unsolved routes are sorted by decreasing RPScore. The top 20
unsolved routes, which lead to starting materials absent from the selected set of commercially
available building blocks, are selected for expansion by defining them as products Pi and new SMi

are predicted by applying a single-step retrosynthesis using TTL. The resulting set of predicted
single-step retrosynthesis is updated back to the tree wherever those SMs were present. The tree
is updated for the next iteration. The process stops when a chosen minimum number of solved
routes or a maximum number of iterations has been reached.

4.2.10 Building block (BB) set

We combined MolPort (https://www.molport.com) and Enamine (https://www.enamine.net)
databases to build our database of 534 058 commercially available compounds as the building
block (BB) set.
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4.3 Results andDiscussion

4.3.1 Training transformer T1 for single-step retrosynthesis

Initially, we use the atom-mapping transformer[222] information to annotate reacting atoms in
all products P in the training data, which results in a training dataset containing labelled P*. Our
code is inspired by the recent report by Byekwaso et al.,[223] however with a slightly simplified
syntax for tagged atoms. Using the tagged P* data, we then train a transformer model T1 to predict
SM from P*, a task which is simpler than predicting both SM and R from P* as done by Byekwaso
et al.[223]

4.3.2 Tagging potential reactive sites

To use T1 to predict possible SMi from a given product Pi at step i, one must first tag potentially
reacting atoms in Pi. We do this using complementary methods. First, we tag all single atoms as well
as pairs and triplets of adjacent atoms systematically in Pi. Second, we systematically apply templates
extracted from tagged P* in the USPTO dataset. These templates with various conditional radiuses
(from 1 to 3) are substructures containing up to ten tagged atoms, not necessarily connected.
Although the most frequent templates are those with two or three connected atoms, which are tags
also obtained in the systematic procedure, the templates also include many tags with disconnected
atom pairs and triplets as well as tags with four or more atoms, which are missing from the systematic
tagging procedure (Figure 4.2a). As a third tagging option, we use the tagging approach recently
reported by Thakkar et al.[221] where reacting atoms are identified using a tagging transformer,
here named AutoTag, trained to learn the detailed context from the tagged dataset. The number of
predicted tags (sorted by confidence score, called beam size) of AutoTag can be varied to generate a
given number of possible tags to extend the retrosynthesis options.

Analyzing the performance of the different tagging methods shows that less restrictive template
radius or high AutoTag beam size both lead to an increased number of tagged atoms per molecule
(Figure B.1) as well as a much higher number of generated tagged SMILES (Figure B.2) and
significantly more single-step starting materials (Figures 4.2b and B.3), but also to a lower number
of high confidence predictions (Figure B.4), indicating that most of the additionally obtained tags
are less chemically meaningful (Figure B.5). Moreover, the tagging efficiency, evaluated by dividing
the number of successful retrosynthetic steps obtained by the number of TTL rounds (number of
tags), drops for high AutoTag beam sizes and low radius templates (Figure B.6). To obtain a good
number of validated retrosynthetic steps at reasonable computing cost, we combine three strategies:
the systematic tagging (1, 2 and 3 atoms), templates with a radius of 2, and the AutoTag transformer
with a beam size of 50. A Venn diagram analysis of the number of unique retrosynthetic steps
obtained shows that 17% of the steps (37.8% of high confidence steps) are predicted by all three
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Figure 4.2: TTL and automatic atom tagging. (a) Distribution of the number of tagging templates
extracted from USPTO depending on the number of atoms it tags, named “reactive atoms”.
Triple bar plot to show the differences between conditional radiuses beyond tagged atoms from 1
to 3 (R1 to R3). Bars are split into a light-coloured part representing the fraction of templates that
tags bond-connected atoms and dark-coloured for disconnected atoms. (b) Number of validated
single-step starting materials (“precursors”) on the TTL generated depending on the automatic
tagging strategy, tested over 500 molecules randomly selected from the TTL test set. (c) Round-
trip accuracies of the TTL using the top-1 SM by T1 and the top-1 or top-3 R predicted by T2,
compared to the disconnection-aware dual transformer of Thakkar et al.[221] (d) Highlighted
disconnection sites of the antiviral molecule 1 using the untagged retrosynthesis and forward
validation models of Schwaller et al.,[102] leading to four unique sets of starting materials among
three reactive sites (top) and the TTL augmented by systematic tagging, template-based tagging
(radius 2) and AutoTag (beam size 50) after forward validation leading to 231 unique sets of
starting materials among 26 reactive sites (bottom).
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methods, while 52.6% of the steps (25.5% of high confidence steps) are coming from only one of
the three tagging methods, highlighting their complementarity (Figures B.7 and B.8).

4.3.3 Triple transformer loop (TTL)

To initiate a validated single-step retrosynthesis prediction for product Pi, we run T1 on all Pi*
obtained by the combined selected tagging procedures described above. The transformer outputs
a series of possible SMi, which are sorted in order of the T1 confidence score. For the top-B SMi

(beam size B = 1 or more), we then apply a second transformer (T2) trained to predict R from
SM→P. For each SMi, T2 outputs a series of possible Ri, from which we retain the top-B’ (beam
size B’ = 1 or more). The TTL is completed with a forward validation[101] transformer (T3) trained
to predict P from SM + R using the same training dataset used for T1 and T2. For all combinations
of top SMi predicted by T1 and top Ri predicted by T2, we finally use T3 to predict the most likely
product PT3. The TTL prediction is validated if the top-1 predicted PT3 is identical to the input
product Pi (Figure 4.1a). The T3 confidence scores CSi of the validated predictions SMi + Ri are
used to select the best Ri if B’ > 1, and to calculate the route penalty score (RPScore, see below).

4.3.4 Performance evaluation

The performance of TTL can be compared with previous single-step retrosynthesis models at
three different levels. First, transformer T1, which predicts SM from the tagged product P*, can be
compared with other single-step retrosynthesis models predicting SM from P, both transformer-
based and template-based.[95, 96, 100, 102, 104, 160, 174, 219] While these models perform between
40% and 55% top-1 accuracy, our tagged T1 achieves 66% top-1 accuracy, which shows that tagging
provides a significant advantage for this task.

Second, the performance of the TTL loop can be compared with the disconnection-aware
retrosynthesis model of Thakkar et al.[221] in terms of single-step round-trip prediction accuracy
from the tagged product P*, which is the accuracy of predicting P from the SM + R initially
predicted from P*. TTL using only the top-1 predictions for T1 and T2 performs comparably
to Thakkar’s disconnection-aware retrosynthesis model (80.44% vs. 79.09% accuracy). The TTL
performance increases to 83.04% when considering the top-1 prediction of T1 and the top-3
predictions of T2. Similar to the observation by Thakkar et al.,[221] we furthermore find that the
prediction accuracy strongly decreases as a function of the number of tagged atoms (Figure 4.2c).
Subsequently to our preprinted report, a separate study has investigated the performance of the
reagent prediction transformer.[224]

Thirdly, one can compare the single-step round trip accuracy of TTL with that of the non-tagged
retrosynthesis model of Schwaller et al.,[101, 102] who evaluated if a forward prediction model
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predicted the correct product P from the SM + R predicted by their model from the non-tagged P.
As discussed by Thakkar et al.,[221] the untagged transformer may sometimes choose a different
and easier to predict disconnection than that recorded in the test set, and therefore performs slightly
better (82.4% top-1 accuracy) than the tagged transformer, which is forced by tagging to apply the
retrosynthesis of the test set. Here, we find that the top-1 round-trip prediction accuracy (P→P),
obtained by applying our multiple tagging procedure followed by the TTL, reaches 99.9%, which
means that our approach is almost always able to propose at least one forward-validated possible
retrosynthetic step from any product molecule.

Furthermore, a critical feature of any single-step retrosynthesis model in view of multi-step ret-
rosynthesis concerns the diversity of possible disconnections proposed. We find that this diversity is
greatly enhanced by the multiple tagging approach. For instance, when tested on unseen molecules,
the TTL combined multiple tagging provides validated disconnections at several possible reactive
sites. By contrast, the baseline transformer, trained as reported by Schwaller et al.[102] to produce
SM directly from P using the unannotated data for training, chooses fewer disconnection points,
as exemplified here for the pro-nucleotide 1 (Figure 4.2d).[225]

4.3.5 Multistep retrosynthesis

By integrating the single-step retrosynthesis TTL into a multistep tree search, we obtain a multistep
retrosynthesis algorithm, here named TTLA. In each retrosynthesis iteration, TTLA runs the
TTL exhaustively on all SM of the preceding iteration, newly defined as P, and ranks the routes to
the newly predicted SM using a composite route penalty score RPScore (Figure 4.1b, see Methods
for details).

When prioritizing multiple retrosynthesis options during the tree search, TTLA uses the RP-
Score to rank the different routes leading to the SM produced in the latest iteration of TTL, and
only extends retrosynthesis on a small number (typically 20) of SM taken from the top RPScoring
routes. Because each additional step imposes a penalty (usually P = 0.8), lengthy routes and unpro-
ductive loops involving protection/deprotection cycles of the same functional group are rapidly
falling down the RPScore priority list, which leads the algorithm to explore alternative routes, so
that short synthetic sequences are eventually prioritized even if their first retrosynthetic steps were
initially not top scoring.

As commonly observed with CASP tools as well as with transformer models in general, the top-
scoring outputs of TTLA must be inspected to identify relevant predictions. While the RPScore
is used in the tree search, we find relevant routes by inspecting both the top-RPScoring route and
the top-CScoring routes (CScore(route) = the product of CSi for all steps) in the TTLA output,
as discussed below with examples.
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TTLA is exemplified here for predicting the synthesis of two drug molecules approved in
2020, namely fostemsavir (2, Figure 4.3), a prodrug which upon phosphatase cleavage releases
the antiretroviral agent temsavir as HIV entry inhibitor,[226] and ozanimod (10, Figure 4.4), a
sphingosine-1-phosphate receptor antagonist used as an immunomodulatory agent to treat multiple
sclerosis.[227] The commercial process for both drugs was recently reviewed.[228] None of the
synthetic steps involved in these two processes occur in the USPTO dataset used for training TTL,
making them a good test case for TTLA. For these examples, we challenged TTLA to predict
synthetic routes starting from a list of 534 058 commercially available BB.

The reported commercial process for the antiviral drug fostemsavir (2, Figure 4.3a, details in
Figure B.9) is a linear sequence involving the sequential C-acylation of pyrrolopyridine 3 with
oxalyl monochloride 4a (step a) and benzoylpiperazine (5a, step b), followed by coupling of with
triazole 6 (step c), N -alkylation of the pyrrole with the protected chloromethylphosphate 7a (step
d), and finally deprotection of the tert-butyl ester protecting groups (step e).

When challenged with 2, TTLA proposes many possible routes from similar starting materials
as the commercial process, but in a different order. The highest RPScoing route is a linear sequence
starting from the double C- and N -alkylation of oxalyl chloride (4b) with pyrrolopyridine (3) and
1-boc-piperazine (5b) in one pot (step a’, Figure 4.3b, details in Figure B.10). The aryl bromide of
the resulting intermediate is then substituted with triazole 6 (step b’), and its pyrrole NH group is
alkylated with tert-butyl chloromethyl phosphate 7a, similarly to the commercial route (step c’).
In the final step, the phosphate and the piperazine groups are deprotected with acid, followed by
benzoylation of the free piperazine with benzoylchloride (8b) to form fostemsavir 2 (step d’).

On the other hand, the highest CScoring route is a convergent sequence starting with alky-
lation of triazole 6 with pyrrolopyridine 3 on the one hand (step a”, Figure 4.3c, details in Fig-
ure B.11), and the preparation of the Weinreb amide 9 from boc-oxalylpiperazine 5c and N,O-
dimethylhydroxylamine 4c on the other hand (step b”). The resulting intermediates are then
coupled (step c”), and the product is N -alkylated on the pyrrole nitrogen with benzyl-protected
chloromethyl phosphate 7c (step d”). Deprotection of the piperazine group allows the acylation
with benzoylchloride (8b, step e”). Reductive deprotection of the benzyl phosphate esters finally
gives the product 2 (step f”).

In the second example, the drug ozanimod 10 is synthesized commercially in a convergent
sequence of 7 steps from ketone 11a and benzoic acid 14a (Figure 4.4a, details in Figure B.12). After
initial protection of ketone 11a as an acetal (step a), its nitrile group is reacted with hydroxylamine
13a to form the N-hydroxyamidine intermediate 12a (step b). In parallel, benzoic acid 14a is
activated to the corresponding benzoyl imidazole 15 (step c). Intermediates 12a and 15 are then
condensed to form the oxazole ring (step d). The acetal group of the resulting intermediate is then
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Figure 4.3: Summary of reported and TTLA predicted routes for fostemsavir 2. Bonds formed in
each step are highlighted in colour. Numbers in parenthesis correspond to the order in which the
multistep tree search prioritized predictions. The full retrosynthesis routes are drawn out in the
supporting information Figures B.9, B.10 and B.11. (a) Commercial process. Reported reagents:
a) AlCl3, Bu4NHSO4, CH2Cl2, then KOH, then H3PO4; b) Ph2POCl, NMM, NMP; c) KOH,
CuI, then KOH, EtOH, LiI; d) Et4NI, K2CO3, CH3CN/H2O; e) AcOH, H2O. (b) Highest
TTLA RPScoring route. Predicted reagents: a’) Et3N, CH2Cl2; b’) K2CO3, CuI, toluene;
c’) K2CO3, DMF; d’) HCl, N,N -Diisopropylethylamine, H2O, dioxane. (c) Highest TTLA
CScoring route. Predicted reagents: a”) (2S)-pyrrolidine-2-carboxylic acid, K2CO3, CuI, EtOAc,
DMSO; b”) no reagent predicted; c”) n-BuLi, THF; d”) K2CO3, DMF; e”) TFA, DMAP,
CH2Cl2, f”) Pd, EtOH.
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deprotected and condensed with ethanolamine (16a) to the corresponding imine, which is reduced
enantioselectively using a chiral ruthenium catalyst to form 10 (step e).

Many of the high-scoring routes identified with TTLA are extremely short sequences starting
with commercially available close analogs of the drug and were removed from the list of top-scoring
routes. Interestingly, TTLA also proposes routes that resemble the commercial process but start
from chiral starting materials such as aminoindanes 11b and 11c, which avoids the enantioselective
reaction used for the commercial process. For example, the best RPScoring route is a linear synthe-
sis from 11b starting with the removal of the Boc and TBS protecting groups of the ethanolamine
side chain and conversion of the cyano group to the corresponding N-hydroxyamidine by reaction
with TBS-hydroxylamine (13b) to form intermediate 12b (steps a’ and b’, Figure 4.4b, details in Fig-
ure B.13). The third and final step of this short sequence is the condensation of N-hydroxyamidine
12b with cyanobenzoate 14b yielding ozanimod 10 (step c’).

The best CScoring route is a somewhat longer linear sequence employing the same condensation
of 12b and 14b as the final step (step e”, Figure 4.4c, details in Figure B.14). In this proposed
sequence however, intermediate 12b requires four steps from the chiral aminobromoindane 11c as
follows. First, the cyano group is installed by reaction of the aryl bromide with copper cyanide
(step a”). Second, the primary amine reacts with ethylene oxide 16c to form the N-hydroxyethyl
side chain (step b”). Third, the cyano group introduced in step a” reacts with ethanol (18) to form
an ethyl imidate intermediate (step c”), which further reacts with ethanolamine (13a) in a fourth
step to form the N-hydroxyamidine group in 12b (step d”).

Analyzing the details of the TTLA collective output shows that, although TTLA did not
formulate routes identical to the commercial processes, the set of commercial starting materials
used by TTLA are very similar to those used in the reported commercial processes for both drugs
(Figure B.15 and B.16). In fact, all starting materials used in the commercial process for fostemsavir
are present in the set for this drug.

In terms of individual reaction steps, we find that TTLA explores a large number of single
reactions to arrive at the top-scoring short routes proposed in the above retrosynthesis. In the
case of fostemsavir, the key retrosynthetic C- and N-acylation of the oxalyl starting material is
discovered after 27 067 single predicted steps (Figure 4.3b, step a’), probably because this step is
rather complex and unusual. In the case of ozanimod, TTLA performed 7594 individual single-step
predictions to arrive at the proposed retrosyntheses, with the best scoring route being discovered
after 2700 iterations. Interestingly, the formation of the oxadiazole ring is discovered already at
iteration 8 (Figure 4.4b, step c’). It should be noted that the order of iterations and therefore the
number of attempts necessary to identify high-scoring routes depends on the scoring function
used to prioritize node expansion, here the RPScore, which takes the simplicity and number of
steps into account.
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The output of TTLA can be visualized by representing the collective predicted single steps in
a TMAP[186] computed using the differential reaction fingerprint (DRFP)[229] as a similarity
measure. As illustrated for ozanimod, colour-coding by step iteration number indicates that TTLA
explores a broad diversity of steps directly from the beginning of the retrosynthesis exploration,
which we attribute to our diverse reaction center tagging approach used (Figure 4.5a). This diversity
is also visible when colour-coding all steps involving the final product, corresponding to the initial
retrosynthesis, which are broadly distributed on the map (Figure 4.5b). A similar pattern is visible
in the TMAP of the predicted single steps for fostemsavir (Figure B.17).

4.3.6 Comparing TTLAwith other retrosynthesis tools

Previous retrosynthesis tools, template-based or transformer-based, predict starting material from
products by applying the most probable retrosynthetic operation according to a training set. Here
we combined exhaustive and template-based methods to label many potential reactive sites, which
lead us to test many possible disconnections (Figure 4.2d). These potential reactive sites were
then challenged with the TTL, which produced detailed predictions including starting materials
and reagents. In the examples discussed above TTLA identified short routes comparable to the
reported processes, which were all examples of optimized production routes.

By comparison, a currently available version of AiZynthFinder (v3.7.0),[88] a templated-based
retrosynthesis tool, fails to propose a synthesis for fostemsavir due to its inability to find a synthesis
for a bis-tert-butyl phosphate starting material (Figure B.18). AizynthFinder furthermore proposes
a short route similar to TTLA for ozanimod, although including somewhat less realistic steps, for
example, an alkylation of a primary amine with 2-bromoethyl acetate which would probably rather
lead to acetyl transfer, and no indication of reagents (Figure B.19). On the other hand, the online
portal of IBM RXN for chemistry,[230] which uses a transformer model, predicts essentially the
same route as TTLA for fostemsavir (Figure B.20). For ozanimod however, this tool settles on
an eight-step route which, although containing realistic steps, is simply much longer than the
commercial process or the route proposed by TTLA (Figure B.21). For both of these retrosynthesis
tools, whether the routes are part of their training sets is not known.

To statistically evaluate our TTLA, we selected target molecules from the retrosynthesis bench-
mark dataset shared by Genheden et al. which were absent from our training dataset.[231] Due to
the high computing time of our method, a random subset of 240 target molecules was selected.
Solved routes involving reaction steps present in our training dataset were removed from the evalu-
ation. TTLA proposed retrosyntheses to commercially available starting materials for 97.5% of the
target molecules, which is comparable to the performance of other retrosynthetic tools reported in
the original paper.46 Selected examples are shown in Figures B.22, B.23, B.24, B.28, B.26, B.27,
B.28, B.29, B.30 and B.31.
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Figure 4.4: Summary of reported and TTLA predicted routes for ozanimod 10. Bonds formed
in each step are highlighted in colour. Numbers in parenthesis correspond to the order in
which the multistep tree search prioritized predictions. The full retrosynthesis routes are drawn
out in the supporting information Figures B.12, B.13 and B.14. (a) Commercial process. Re-
ported reagents: a) HC(Ome)3, p-TsOH, PhCH3; b) NH2OH.HCl, Et3N; c) carbonyl diimi-
dazole; d) NaOH; e) i) p-TsOH, acetone, ii) NH2CH2CH2OH, p-TsOH, PhCH3, iii) chiral
Ru-complex, Et3N/HCO2H. (b) Highest TTLA RPScoring route. Predicted reagents: a’) HCl,
dioxane; b’) ZnCl2, AcOEt, toluene; c’) HCl, t-BuOK, THF. (c) Highest TTLA CScoring
route. Predicted reagents: a”) 1-Methylpyrrolidin-2-one; b”) no reagent predicted; c”) HCl,
Et2O; d”) HCl, NaHCO3, EtOH; e”) HCl, t-BuOK, THF.
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Figure 4.5: TMAP representation of iterated predictions for the multistep search of ozan-
imod. (a) Predicted reactions from the target molecule (low indexes) to end nodes.
(b) Highlighted first iteration of the TTLA search. Interactive map available at
https://tm.gdb.tools/TTLA/ozanimod.
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4.4 Conclusion

In summary, our data shows that a triple transformer loop (TTL) operating on products with tagged
reactive atoms achieves efficient single-step retrosynthesis predictions. TTL was integrated into a
tree-exploration strategy using a route penalty scoring scheme to form the multistep retrosynthesis
tool TTLA, which can predict short synthetic routes for drug molecules. Since our approach uses
transformer models, it should be possible to specialize TTLA for specific reaction classes by transfer
learning similar to transformer models for forward prediction.[180] Furthermore, predicting SM
from P and R from SM + P separately might be potentially adapted to reactions with more complex
reagents such as enzymes[164, 165, 232] and help expand the scope of CASP systems. It should
however be noted that the use of multiple transformer models and the detailed analysis of many
possible disconnections renders our approach relatively slow, requiring up to several hours of
computing time for a full retrosynthetic analysis. Efficiency increases might be possible in the
future by fine-tuning the selection of potential disconnections and improving the tree search.

4.5 Data Availability

Code, models and instructions to compute multistep retrosynthesis as well as the code to tag
reactive sites can be found on our GitHub repository:

https://github.com/reymond-group/MultiStepRetrosynthesisTTL.

The original USPTO dataset can be found at https://doi.org/10.6084/m9.figshare.5104873.v1.
The derived version of USPTO of Thakkar et al. could be found in their Zenodo repository.[221,

233]
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5 Triple Transformer Loops for
ChemoenzymaticMultistep
Retrosynthesis

Biocatalysis offers opportunities for enhanced selectivity, efficiency, and greener processes

in synthetic chemistry. Therefore, it is important to upgrade computer-assisted synthesis

planning (CASP) tools such as to transition towards sustainable chemistry by proposing

alternative and greener catalytic methods to chemists. Herein, we describe the expansion

of our previously reported open-source multistep retrosynthesis algorithm. We added an

enzymatic triple transformer loop (TTL) variant composed of models for retrosynthesis (T1),

enzyme prediction as textual descriptions (T2), and forward validation (T3). The enzymatic

dataset (ENZR) was extracted from Reaxys, and models were trained using multitask transfer

learning on patent reactions (USPTO) with instruction tokens to avoid task ambiguity.

The multistep algorithm leverages a heuristic best-first tree search operating both TTL

frameworks in parallel, enabling both organic and enzyme catalytic routes, competing by

the route penalty score (RPScore). We show that our dual catalysis CASP tool proposes

reasonable solutions to drug-like molecules, providing a good starting point for synthesis

design.

This chapter contains unpublished work.

5.1 Introduction

Chemical retrosynthetic is a systematic methodology allowing chemists to work in reverse, decon-
structing a target molecule into commercially available starting materials and outlining a synthesis
pathway.[1] This approach has been harnessed by computer-assisted synthesis planning (CASP)
tools exploring the reactivity space automatically.[2] While the field has seen attempts to develop
tools employing diverse expert system strategies with limited success,[3, 38, 41, 47] it is only recently
that commercial solutions, such as Chematica/Synthia™, have reached a level of effectiveness
suitable for use in the industry.[71] More recently, the field of CASP for chemocatalysis has seen
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strategies exploiting rules-based approaches combined with decision-making neural networks,[79,

81, 82, 83, 84, 85, 88, 179] but also fully data-driven deep-learning methods.[95, 96, 97, 98, 99, 100,

104, 215, 216, 234, 235, 236]

For instance, our previously reported triple transformer loops (TTL) outperformed single-step
transformer-based retrosynthesis models through the integration of tagging strategies within a
validation loop. The use of a disconnection-aware model not only prevents dataset bias but also
allows tagging at multiple locations for diversity-oriented retrosynthesis, exceeding 99% round-trip
accuracy.[237]

Biocatalysis harnesses nature’s inherent chemical processes, utilizing enzymes to catalyse various
chemical transformations. It emerges as a powerful green chemistry tool, particularly for enantio-
selectivity, often challenging with chemocatalysis.[5] Recently, directed enzyme evolution has
revolutionized the field by allowing the improvement of an enzyme for a custom substrate,[121,

123] expanding the possibilities of enzymatic transformations and the generalization of biocatalysis
in industry.[130, 238, 239, 240, 241] However, current CASP tools still lack full integration of
biocatalysis, resulting in missed opportunities.

Enzymatic reaction collections including BRENDA, KEGG, MetaCyc, Rhea, PathBank, MetaNetX,
or EzCatDB consist of literature reactions, either text-mined or manually curated, with a primary
focus on metabolic pathways.[139, 141, 143, 145, 148, 149, 152] However, capturing enzymatic trans-
formations on small molecules is challenging for these databases due to their modified nature and
different applicability. Reaxys, with its diverse content, has proven more effective for the machine
learning of enzymatic transformations.[232]

The incorporation of biocatalysis into computer synthesis planning has attracted attention,
with emerging examples utilizing template-based or machine-learning approaches[156, 160, 164,

165, 166, 167, 242] However, proposed solutions either rely on metabolic data, which is hardly
suitable for small molecule synthesis, or exclusively focus on biocatalytic transformations, making
them impractical for small molecule total synthesis. Additionally, rule-based approaches often
fail to fully capture enzyme-substrate specificity, an aspect where machine learning models have
demonstrated superior performance.[160, 232] Notably, none of the above-mentioned works use
Reaxys experimental data.

In this study, we tackle the integration of biocatalysis together with organic catalysis using
attention-based Transformers, which are presumed to better capture overall substrate structures
than templates. We introduce an independent triple transformer loop (TTL) comprising (T1) an
enzymatic disconnection-aware retrosynthesis model predicting starting materials (SM), (T2) a
model predicting textual descriptions of enzymes given a reaction, and (T3) a forward validation
model predicting the product P of an enzymatic reaction given the SM and enzyme description.
The resulting ENZR-TTL integrates with our previously reported chemocatalytic TTL, operating

58



5.2 Methods

Figure 5.1: Concept of the dual catalytic multistep search operating organic (USPTO-TTL) and enzy-
matic (ENZR-TTL) catalysis in parallel

in parallel, see Figure 5.1. This setup enables the tree builder to select any catalytic type of reaction,
competing based on the route penalty score (RPScore) based on SM simplicity scores and confi-
dence scores. It ensures an efficient selection of the appropriate catalytic system, as exemplified in
this chapter.

5.2 Methods

5.2.1 Chemocatalysis dataset

The same United States Patent and Trademark Office (USPTO) chemical reaction dataset as in
our previous report was used.[237] It is a version curated by Thakkar et al.[221] derived from the
data mining work of Lowe[68, 69]

5.2.2 Chemocatalysis Triple Transformer Loop models (USPTO-TTL)

The chemocatalytic models trained on the USPTO dataset are identical as in our previous study
and available on Zenodo [237, 243] and herein named USPTO-TTL. AutoTag is a tagging model
predicting tagged product P* from the target product (P). T1 is a disconnection-aware retrosyn-
thesis model predicting starting materials SM from the target tagged product P*. T2 is a reaction
condition model predicting reagent R including catalyst and solvent from the reaction SM→P.
T3 is a forward validation model predicting P from SM + R.[101]
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5.2.3 Biocatalysis dataset: extraction fromReaxys

The biocatalysis/enzymatic reaction dataset, herein named ENZR was extracted from Reaxys using
the API accessible under a commercial license.[64] We first isolated reactions labelled as “enzymatic
reaction” in the “other conditions” field (“RXD.COND”). Next, we compiled a list of reagents,
catalysts, and solvents typically associated with enzymatic reactions. This involved identifying
components with the "ase" suffix in the text fields "RXD.RGT," "RXD.CAT," and "RXD.SOL,".
Additionally, we manually selected keywords corresponding to enzymatic transformations, such
as "P450," "NADP," "CAL-B," "flavin mononucleotide," and others, from the most frequently
occurring reagents and catalysts in the initial data retrieval. Finally, we queried these enzymatic
components individually in the Reaxys database and retrieved the associated reactions. This process
resulted in a raw dataset consisting of 107 865 biocatalytic reactions.

5.2.4 Biocatalysis dataset: cleaning

The process of cleaning the ENZR dataset involved several steps, wherein the RDKit library was
used across various stages.[30] Initially, multistep reactions and those lacking any reactant or prod-
uct were excluded, leaving 95 389 reactions. Next, reactions were mapped using RxnMapper,[19]

for which 1333 reactions failed and were removed. Reactions with unspecified atomic symbols
(“*”) were also removed. Unmapped reactant molecules were removed for each reaction. A signifi-
cant number of reactions (32 527) with more than one product were removed. The remaining
reactions were tagged its reactive atoms as described in Kreutter et al.[237] and reactions with no
or more than 10 tagged atoms were removed. This cleaning process results in a final enzymatic
dataset of 57 176 unique reactions SMILES[25, 26] associated with textual descriptions of each
reagent, catalyst, and solvent.

5.2.5 Biocatalysis Triple Transformer Loop models (ENZR-TTL)

Biocatalysis/Enzymatic models (ENZR-TTL) were trained using the ENZR dataset through
multitask transfer learning, similar to our previous Enzymatic Transformer model with identical
training hyperparameters.[232] The dataset split was done such as identical products from different
reactions belonging to the same set. The split ratio 90:5:5 was applied similarly as in the USPTO
dataset resulting in 51 459:2859:2858 reactions in the training, validation, and test set respectively.

While ENZR-AutoTag and ENZR-T1 maintain a SMILES-to-SMILES correspondence, like
their USPTO counterparts, a notable difference exists between the second transformer (T2) of the
USPTO-TTL and the ENZR-TTL. Specifically, the ENZR-T2 functions as a SMILES-to-text
model, predicting textual descriptions of enzymes, while the USPTO-T2 predicts reagents in the
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form of SMILES. Consequently, the forward validation model ENZR-T3 is a mixed SMILES-and-
text-to-SMILES model.[232]

Additionally, during the multitask transfer learning process for both ENZ-AutoTag and all
ENZ-TTL models, we inserted additional instruction tokens: either “ENZYME” for the ENZR
dataset or “USPTO” for the USPTO dataset, at both the beginning and end of the SMILES inputs.

5.2.6 Disconnection-aware automatic tagging strategy

In alignment with our previous study,[237] the USPTO-TTL employs a combination of three
tagging strategies: (1) a systematic tagging procedure, tagging 1 to 3 neighbouring atoms,(2) tagging
templates of reactive sites with a conditional structure radius of 2 atoms, and (3) the AutoTag
Transformer model with a beam size of 50.

The ENZR-TTL uses a specific tagging strategy combining only an AutoTag model and tem-
plates, excluding the systematic tagging approach. The dedicated ENZR-AutoTag was trained
from the ENZR dataset and USPTO by multitask transfer learning. ENZR reactive site templates
were extracted from ENZR exclusively with a radius of 2 atoms.

5.2.7 Dual biocatalytic and chemocatalytic multistep tree search
algorithm

In parallel to the existing single-step USPTO-TTL, we added the ENZR-TTL which the multistep
algorithm uses systematically and independently. The prediction outcomes of both TTLs are
provided to the heuristic best-first tree search, elaborating routes mixing both types of catalytic
strategies. The RPScore, based on molecular simplicity and confidence scores of T3 distinguishes
which routes are the best to explore further.[103, 237]

Our previous report of the Enzymatic Transformer model, herein named ENZR-T3, demon-
strated that a confidence score threshold was required to filter unreasonable enzymatic reactions. A
similar evaluation using the round-trip evaluation of the ENZ-TTL was performed and a threshold
of 90% confidence of ENZR-T3 was defined for considering ENZR-TTL predictions for multistep
retrosynthesis search.

5.2.8 Building block (BB) set

We combined MolPort (https://www.molport.com) and Enamine (https://www.enamine.net)
databases to build a database of 534 058 commercially available compounds as the building block
(BB) set.
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5.3 Results andDiscussion

5.3.1 Enzymatic reaction dataset fromReaxys

Predicting enzymatic retrosynthesis reactions employing machine learning requires a dataset of
enzymatic transformations. We decided to use Reaxys as a source of experimental reaction corpus
to train all our Transformer models. The data collection was performed in two phases, first by
extracting reactions labelled as enzymatic by Reaxys, followed by querying enzymatic reactants
and catalysts to collect additional unlabelled enzymatic reactions. Only 38 173 reactions of the
enzymatic dataset (ENZR) have the “enzymatic reaction” label from Reaxys, indicating a nearly
50% increase in the dataset size using our two phases strategy, resulting in an ENZR dataset of
57 176 enzymatic reactions with annotated enzyme textual descriptions.

5.3.2 ENZR for small molecule synthesis

Assessing the potential and applicability of the ENZR dataset for small molecule synthesis in-
volves estimating the overlapping molecular structures in the molecular space with those found
in traditional chemocatalytic reactions, represented by the USPTO dataset. Furthermore, a com-
parative analysis could be performed between our ENZR dataset and other notable biocatalytic
reaction datasets. For instance, "ECREACT," a dataset meticulously compiled by Probst et al.[164]

aggregates reactions from Rhea, BRENDA, PathBank, and MetaNetX.[139, 145, 148, 149] This
compilation contains 62 222 reactions, each associated with its respective enzyme commission
(EC) number. To visually facilitate such an analysis encompassing the three selected datasets, we
plot a TMAP [186] employing the MinHashed atom-pair fingerprint (MAP4),[16] which was
computed on 10 000 randomly selected molecules from each dataset, either starting materials or
products of reactions (Figure 5.2a).

When analysing the TMAP, a clear distinction could be observed between ENZR and ECRE-
ACT, mostly due to the overpopulation of lipid compounds in ECREACT, forming a cluster in
the top left of the TMAP (blue). Moreover, only a small fraction of the ECREACT compounds
overlap with USPTO, demonstrating its difficult integration for small molecule synthesis. On the
other hand, ENZR compounds form smaller clusters which spread over the TMAP, showing a
better overlap with USPTO.

A detailed analysis of the dataset molecules reveals key distinctions. Specifically, when examining
the heavy atom count distribution, ENZR aligns closely to USPTO, in contrast to ECREACT,
which predominantly features heavy moieties (Figure 5.2b). Furthermore, the fraction of aromatic
atoms highlights that ENZR reassembles more USPTO than ECREACT (Figure 5.2c). Following
a similar pattern, it is worth noting that 47.9% of ECREACT molecules contain a phosphate
functional group, whereas only 0.5% of USPTO molecules include this functional group. In
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a) b)

c)

ENZR Reaxys

ECREACT

USPTO

Figure 5.2: (a) TMAP of molecules (starting materials or products) present in our Reaxys ENZR, the ECRE-
ACT enzymatic dataset of Probst et al.48 and USPTO computed with the MAP4 fingerprint. A
selection of 10 000 molecules were randomly chosen from each reaction dataset. The interactive
map is available at https://tm.gdb.tools/TTLA/EnzymeDB.html. (b) Number of heavy atoms
distribution for all materials or products as function of the dataset. (c) Fraction of aromatic
atoms distribution for all materials or products as function of the dataset.

comparison, our ENZR dataset comprises a substantial but lower fraction of 8.2% of molecules
containing phosphates.

While the diverse nature of the datasets from which ECREACT is composed may be valuable
for enzyme catalysis involving lipids and metabolism predictions, this analysis reveals that it has
limited applicability for retrosynthesis. In contrast, our ENZR dataset, extracted from Reaxys,
seems to be better suited for the synthesis of small organic molecules.

5.3.3 Training of models and instruction strategy for training
ENZR-TTL models

Multitask transfer learning could encounter task ambiguity when using unbalanced dataset sizes,
especially when similar inputs yield different outputs across various tasks. This issue emerges in
the case of the enzyme prediction model ENZR-T2, as it predicts textual descriptions of enzymes
capable of catalysing reactions from an input SMILES (SMILES-to-Text). However, this task
significantly differs from the SMILES-to-SMILES reagent conditions prediction dataset of USPTO-

63

https://tm.gdb.tools/TTLA/EnzymeDB.html


5 Triple Transformer Loops for Chemoenzymatic Multistep Retrosynthesis

1 2 3 4 5 6 7 8 9 10
Number of Tagged Atoms

0
10
20
30
40
50
60
70
80
90

100

Ro
un
d-
Tr
ip
 A
cc
ur
ac
y 

(%
)

a)
ENZR Top-3
ENZR Top-2
ENZR Top-1
Frequency

9.7
2

19
.53

27
.46

38
.93

52
.1665
.3

78
.18

85
.99

91
.25

95
.24

97
.16

98
.56

99
.22

99
.58

99
.76

99
.87

99
.92

99
.95

99
.98

99
.99

10
0.0

Confidence Score Bins (%)

0
10
20
30
40
50
60
70
80
90

100

Te
st

 S
et

 R
ou

nd
-Tr

ip
 A

cc
ur

ac
y 

(%
)

b)
ENZR Top-1

Figure 5.3: (a) Round-trip accuracy as function of the number of tagged atoms on the target molecules from
the ENZR test set. The top-N represents the round-trip accuracy considering multiple examples
of enzyme textual descriptions predicted by ENZR-T2. The blue bar plot shows the frequency
fraction as function of the number of tagged atoms. (b) Round-trip accuracy as function of
confidence scores bins of ENZR-T3. Bins were selected to equally distribute predictions.

T2 which ENZR-T2 leverage as a transfer learning dataset. The ambiguity arises when ENZR-T2
is employed aiming to predict an enzyme, but the model instead predicts reagent conditions
in the form of SMILES. To prevent our enzymatic ENZR-T2 from predicting chemocatalytic
SMILES, we labelled the datasets with "ENZYME" and "USPTO" for ENZR and USPTO datasets,
respectively. These instructions ensure that the model outputs a textual description of an enzyme
when the intention is to predict a biocatalytic step using the ENZR-TTL. In fact, these instruction
tokens improved the fraction of textual enzyme description produced by ENZR-T2 from 85.3%
to 99.7%.

5.3.4 Single-step retrosynthesis performance of the ENZR-TTL

The ENZR-TTL could be benchmarked and evaluated in many aspects. For instance, the assessing
the capability of ENZR-T1 to predict the expected starting materials (ground-truth accuracy) or
execute disconnections at the anticipated tagged atoms (disconnection accuracy). However, a
more crucial metric for multistep retrosynthesis is the ability of ENZR-TTL to propose feasible
reactions. This can be evaluated through the round-trip evaluation,[101] achieving an overall 57.2%
top-1 performance on the ENZR test set. A detailed examination reveals a decreasing accuracy as
the number of tagged atoms increases, as illustrated in Figure 5.3a.
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Examining the round-trip accuracy depending on the confidence score reveals a clear correlation,
as shown in Figure 5.3b. This highlights that the confidence score of ENZR-T3 serves as a reliable
metric for determining the realism of a predicted reaction, further stating its significance in the
RPScore calculation.

5.3.5 Dual catalytic multistep retrosynthesis

Through the parallel integration of ENZR-TTL alongside the previously reported USPTO-TTL,
we have developed a dual single-step retrosynthesis prediction system. The tree search algorithm
utilizes both catalytic single-step TTLs, allowing it to selectively combine reactions and construct
mixed-catalytic retrosynthesis routes, as illustrated in Figure 5.1.

To ensure the reliability of the enzymatic steps selected by TTLA, a confidence score filter of 90%
was applied to ENZR-T3. This step aims to prevent the inclusion of highly effective enzymatic steps
in terms of molecular simplification but with chemical infeasibility. Many unrealistic enzymatic
reactions were initially predicted, and the simplicity score in the RPScore was compensating for
the low confidence score of ENZR-T3.

The dual TTLA can be used in chemo-bio-catalytic mode, generating mixed synthesis routes,
as exemplified in Figure 5.4 and Figure 5.5 with routes predicted without human intervention.
Notably, these predicted routes do not have any single-step reaction present in any of the training
datasets, but the enzymatic reactions shown were present in the test set, demonstrating the ability
of the dual-catalytic multistep search to assign high scores to the most realistic routes.

For the example of compound 1, the search stopped after exceeding the defined solved route target
with2518different solved routes including a biocatalysis step. The best-scoring route incorporating
one enzymatic step is a linear sequence of three steps. It starts with the condensation of vinylglycine
2 with acetyl chloride 3 and ethanol to form 4. It further reacts with ethyl methylphosphinate 5 to
form 6 which is finally enzymatically reacting with ethyl methionine 7 by alkaline phosphatase to
form the product 1.

Similarly, the TTLA completed 3050 different solved routes for compound 8. The best RP-
Scoring route starts with 2-hexenal 9 which is converted to the corresponding nitrile 10 which
condensates with cyanoacetic acid 11 to form the dinitrile intermediate 12. It then undergoes an
enantioselective hydrolysis using a nitrilase, acting on a single nitrile resulting in the corresponding
nitrile carboxylic acid 8 (Figure 5.5).

5.4 Conclusion

In summary, our work integrates biocatalysis in a computer-assisted synthesis planning (CASP)
system, going towards greener and more sustainable chemistry. We achieved this by introducing a
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5.5 Availability of Data and Materials

dual-catalytic multistep retrosynthesis prediction system, integrating both organic and enzyme
catalytic routes. Trained on experimental enzymatic reactions from Reaxys, the enzymatic triple
transformer loop operates in parallel to the chemocatalytic loop. The competitive framework,
driven by the route penalty score (RPScore), drives the selection of optimal steps by our best-first
tree search, incorporating both catalytic steps to generate mixed synthesis routes. Our results not
only showcase the tool’s capabilities in proposing viable solutions for drug-like molecules but also
establish it as a valuable resource for synthesis design. Furthermore, the continuous enrichment
of data in Reaxys promises ongoing enhancements in enzymatic capabilities, progressively going
towards enzymatic synthesis.

5.5 Availability of Data andMaterials

Code and instructions to compute multistep retrosynthesis as well as the code to tag reactive sites
will be available on our GitHub repository once this chapter becomes published:
https://github.com/reymond-group/MultiStepRetrosynthesisTTL

The original USPTO dataset can be found at https://doi.org/10.6084/m9.figshare.5104873.v1.
The derived version of the USPTO dataset of Thakkar et al. can be found in their preprint.[221]

The Reaxys enzymatic dataset is a licensed commercial database that cannot be made available.
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6 Conclusion andOutlook

The objective of this thesis was to explore the application of deep learning to enzymatic reactions
and to close the gap between Computer-Aided Synthesis Planning (CASP) tools and biocatalysis by
introducing a dual catalysis retrosynthesis software, which was absent at the time. In this chapter,
I will summarize the work presented in this thesis and provide an outlook on future challenges.

6.1 Summary

In this thesis, I explored the potential of natural language processing (NLP) models to learn
from biocatalysis experimental databases for predicting the outcomes of enzymatic reactions.
Additionally, I designed a novel CASP software leveraging Transformer models with disconnection-
tagging strategies for diversity exploration and synthesis route optimization. Subsequently, the
CASP tool was implemented in a dual mode, encompassing both biocatalysis and chemocatalysis,
to predict mixed catalytic reaction pathways.

Firstly, in Chapter 3, I pioneered the application of the Transformer architecture, coupled
with transfer learning strategies, to enzymatic transformations. Drawing inspiration from how
humans learn biocatalysis, where recognition and prediction of enzyme functions are often based
on classification and common names rather than structural understanding, the Transformer model
demonstrated the ability to learn similarly. By integrating molecular linear structure with textual
descriptions of the associated enzymes, the resulting Enzymatic Transformer achieved a top-2
accuracy higher than 70% in predicting reaction outcomes, including correct stereochemistry —
an essential aspect for enzymatic transformations. I introduced the concept of using confidence
scores as a metric for the trustworthiness of predicted enzymatic reactions and established defined
threshold values. The Enzymatic Transformer was showcased as a valuable tool for searching
enzymes for desired enantioselective reactions, with the potential to link back to literature reports.
In this chapter, I highlighted the potential to condense biocatalysis knowledge into a deep-learning
model directly from experimental data, paving the way for further applications in retrosynthesis.

In the context of integrating biocatalysis into dual catalytic retrosynthesis, I initiated the devel-
opment of a novel CASP software designed for chemocatalysis, anticipating the integration of
multiple catalysis types. I detailed the software development and performance in Chapter 4. The
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6 Conclusion and Outlook

core part is a Triple Transformer Loop (TTL) for retrosynthesis prediction, operating based on
the principle of round-trip validation.[102] The first Transformer is a disconnection-aware model
predicting starting materials (SM), augmented by tagging strategies for exploring disconnections
in the broader possible sense. The second Transformer predicts reagents, solvents, and catalysts for
each disconnection. The third Transformer is a forward validation model, assessing the feasibility
of the predicted retrosynthetic step. I demonstrated that the resulting TTL significantly enhances
the diversity of retrosynthetic steps while being critical of the validity of the generated reactions.
Subsequently, I integrated the Triple Transformer Loop (TTL) into a multistep framework using
a heuristic best-first tree search. This search is guided by a route penalty score (RPScore), which
takes into account factors such as the number of synthetic steps, the simplicity of the generated
starting materials (SM), their commercial availability, and the chemical steps feasibility. Finally, I
showcased its ability to find efficient synthesis routes for drug molecules. I have made the CASP
tool and models freely accessible as an open-source Python package. Future work could involve the
development of a Graphical User Interface (GUI) to enhance accessibility for chemists less familiar
with command lines.

Following the demonstration of the Transformer model’s capability to learn biocatalysis and
the development of a CASP tool, I detailed in Chapter 5 the incorporation of an independent
biocatalysis Triple Transformer Loop (TTL) into the previously established CASP tool. The
resulting CASP software stands as the first and only Transformer-based multistep retrosynthesis
tool, capable of exploring chemical spaces in both chemocatalysis and biocatalysis concurrently,
constructing synthesis routes that involve a combination of catalytic approaches. I illustrated the
dual TTL ability to identify viable synthesis routes incorporating enzymatic transformations on
unseen molecules. Future implementations could involve the integration of additional catalytic
modes or specialized chemistry with transfer learning, such as photocatalysis, electrocatalysis,
carbohydrate, or natural product synthesis.

Overall, the thesis initiated with an exploration of language models for biocatalysis transforma-
tions, followed by the development of a CASP tool for chemocatalysis, and concluded with the
integration of biocatalysis, based on experimental data. The resulting software stands as the first
and only Transformer-based dual catalytic retrosynthesis tool, capable of exploring both chemical
spaces for mixed synthesis routes. Furthermore, the Enzymatic Transformer prediction models,
along with CASP tool developed, were implemented and tested internally at Novartis. All code
already is or will be upon publication, open-source and freely accessible on GitHub, encouraging
further community contributions and improvements.
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6.2 Outlook

The work presented in this thesis owes its feasibility to recent advances in deep learning and the
accessibility of large datasets. Despite the promising applications, the integration of deep learning
into chemistry has numerous challenges awaiting to be addressed. In this section, I will discuss
the forthcoming challenges and opportunities associated with the application of deep learning to
retrosynthesis and biocatalysis. This discussion will address issues related to dataset limitations,
considerations for multistep retrosynthesis, and the inherent challenges in benchmarking methods.

6.2.1 Datasets

Regardless of whether methods are template/rule-based or deep-learning-based, the quality of
data is of utmost importance for data-driven approaches. The initial CASP tool, LHASA,[3]

was renowned for its proficiency in suggesting rearrangement reactions frequently overlooked
by chemists. Present CASP tools should similarly be able to offer non-obvious ideas to chemists.
However, an inherent imbalance in datasets inevitably results in biased models, whether they are
Transformers or policy networks. Infrequently occurring reactions, like rearrangements, are often
neglected and not recommended, even though they could significantly contribute to solving a
synthesis route prediction and introduce originality. Initiatives should be undertaken to prioritize
such efficient steps in balancing training data or adapting model architectures.

Another consideration in historical patent reaction datasets is that they may reflect older chem-
istry, which chemists might wish to avoid due to concerns about toxicity, cost, or environmental
impact, opting for greener alternatives. Once again, achieving a proper balance or labeling of
reactions could enhance the quality of suggested synthesis routes.

Efforts should also be directed towards reporting negative data, which could substantially
enhance the quality of models. It is frequently ignored in the literature because defining a negative
reaction can be challenging and could be due to various reasons, such as unfavorable reaction
conditions (temperature, pH, catalyst, solvent, etc.). Robotics could play a pivotal role in this
regard by conducting reactions in a reproducible manner, expanding the coverage of chemical
space, and offering deeper insights into chemistry.

Concerning biocatalysis, the convergence of directed evolution with robotic advancements
holds the potential to significantly enhance our comprehension of enzymatic transformations
and contribute additional data for training models. Moreover, such platforms could offer more
detailed enzyme information than textual descriptions used in this thesis, such as the amino acid
sequences. This detailed information could potentially lead to improved biocatalysis prediction
models by integrating structural information, which can be predicted using recent advancements
in protein structural prediction methods.[244]
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6.2.2 Multistep retrosynthesis

The synthesis planning software discussed in this thesis primarily relies on single-step retrosynthesis
models, whether template/rule-based or deep-learning-based, re-iterating uncommercial predicted
molecules. However, the simulation of all conceivable moves is not feasible due to the combi-
natorial explosion, and it does not align with the way a chemist or a Go player would approach
tasks that involve multiple moves. In contrast, there is a need for more intelligent retrosynthesis
planning software that can envision and plan beyond individual steps, resembling the strategic
thinking observed in games like Go or Chess. This concept involves "smart synthesis", incorporating
rearrangements through multiple steps in advance, akin to navigating a tree of thoughts.[245]

Synthesis planning tools encoded by experts may exhibit improved performance, especially when
equipped with meticulously curated rules. Future work could focus on advancing deep-learning
approaches that seamlessly integrate both expert-encoded knowledge and data-driven strategies,
harnessing the synergies between these two methodologies.[246]

6.2.3 Benchmarking synthesis planning tools

Assessing the performance of CASP tools poses a significant challenge due to the intricate nature of
evaluating predicted synthesis route quality automatically. While one approach involves comparing
the ability to reproduce known synthesis routes, I believe that the evaluation of a CASP tool should
lie not in its capacity to replicate its training dataset but rather in its capability to present chemists
with diverse and innovative options that are chemically feasible in the laboratory.

Furthermore, the diverse parameters and settings of each tool, coupled with variations in training
datasets and limited accessibility to certain tools, obstruct reproducibility and direct comparisons.
Additionally, defining a synthesis route as "solved" or not is complex and directly depends on the
chosen dataset of commercially available starting materials, which varies among tools.

Synthetic routes can be evaluated based on various factors, including route length, chemical
feasibility, safety, starting materials, cost, etc., aspects that only synthetic experts can effectively
appraise. The ideal solution for evaluating CASP tool performance would involve individual route
assessments by human experts. Although challenging to implement, efforts have been made toward
establishing guidelines for benchmarking multistep retrosynthesis approaches, marking an initial
step in conceiving evaluation metrics.[231]

While benchmarking platforms are an initial stride toward clearer evaluation of CASP tools, the
field could benefit immensely from a community-wide initiative similar to the Critical Assessment
of Protein Structure Prediction experiment. Such an effort would involve using the same training
dataset for all participants, with the results evaluated by expert judges in a blind fashion.
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A Appendix: Predicting Enzymatic
Reactions with aMolecular
Transformer

A.1 Dehydrogenase frequency analysis

Figure A.1: Analysis of the dehydrogenase (“DHG”) diversity in the entire ENZR dataset.
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A.2 Tmap of the Enzr dataset by substrate similarity

Figure A.2: TMAP of the ENZR dataset analyzed by substrate similarity and color-coded by "-ase" word
combinations. Insert: TMAP color-coded by substrate molecular weight.
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A.3 Cofactor importance in the prediction
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A.4 Effect of word on the prediction

Database Prediction 1
Confidence

Score

(1) O

O

N

O

O

N

O

O

N

O

O

N

HO

N

O

OPNP

O

O

N

+

candida antarctica 
lipase b 

(v190c/a281g/a282v)

HO

N

O

OPNP

O

O

N

+

candida antarctica 
lipase b

HO

N

O

OPNP

O

O

N

+
lipase b

HO

N

O

OPNP

O

O

N

+
(v190c/a281g/a282v)

(1a)

(1c)

(1b)

100.0%

13.4%

5.6%

100.0%

Rank

1

3

0

1

100.0%(2)

Database Prediction 1
Confidence

Score

1

Rank

Database Prediction 1
Confidence

Score
Rank

N
O

Br

N
OH

Br

N
OH

Br
d-glucose dehydrogenase alcohol 

dehydrogenase ymr226c from 
saccharomyces cerevisiae

100.0%(3) 1

N
O

Br

N
OH

Br

N
OH

Brd-glucose dehydrogenase alcohol 
dehydrogenase ymr226c

100.0%(3a) 1

N
O

Br

N
OH

Br

N
OH

Br
d-glucose dehydrogenase

92.6%(3c) 1

N
O

Br

N
OH

Br

N
OH

Br
alcohol dehydrogenase ymr226c

100.0%(3b) 1

N
O

Br

N
OH

Br

N
OH

Br

alcohol dehydrogenase
59.6%(3d) 1

N
O

Br

N
OH

Br

N
OH

Br

dehydrogenase
41.5%(3e) 1

lipase from sporisorium reilianum 

srz2im mobilized on celite

O

O

Cl

O

O

Cl
O

O

Cl

HO+

100.0%(2a) 1

lipase from sporisorium reilianum
O

O

Cl

O

O

Cl
O

O

Cl

HO+

99.4%(2b) 1
lipase

O

O

Cl

O

O

Cl
O

O

Cl

HO+

Figure A.4: (Part A) - Examples of predictions from success examples from figure 3.5 with a variety
of truncated sentences. “Rank” represent the top position prediction containing the correct
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A.5 All P450 reactions from the test set
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predicted by the full sentence model. Reactions sorted by decreasing confidence score.
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Figure A.5: (Part B) - Every reaction from the test set containing “p450” in the sentence correctly
predicted by the full sentence model. Reactions sorted by decreasing confidence score.
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Figure A.6: (Part A) - Every reaction from the test set containing “p450” in the sentence incorrectly
predicted by the full sentence model. “Rank” showing the rank of the correct prediction
assigned by the model, “0” meaning that the model did not predict the correct product within
the 5 first predictions. Reactions are sorted by decreasing confidence score.
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Figure A.6: (Part B) - Every reaction from the test set containing “p450” in the sentence incorrectly
predicted by the full sentence model. “Rank” showing the rank of the correct prediction
assigned by the model, “0” meaning that the model did not predict the correct product within
the 5 first predictions. Reactions are sorted by decreasing confidence score.
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A.6 Oxidase wild type (WT) and mutant (M)
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Figure A.7: Reactions using the choline oxidase wild type (WT) and mutant (M) from Heath et
al.[209] that were assigned to the training set. The numbers in parenthesis correspond to the
specific activity of either the mutant or the wild type enzyme express in mU.mg−1. (n.t. = not
tested).
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M = horse-radish peroxidase choline oxidase from arthrobacter cholorphenolicus, mutant s101a d250g f253r v355t f357r m359r

WT = horse-radish peroxidase choline oxidase from arthrobacter cholorphenolicus
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Figure A.9: Reactions using the choline oxidase wild type (WT) and mutant (M) from Heath et
al.[209] that were assigned to the test set. All reactions were predicted correctly. The numbers
in parenthesis correspond to the specific activity of either the mutant or the wild type enzyme
express in mU.mg−1.
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A.7 Screening of various substrates for the same sentences

E = d-glucose dehydrogenase alcohol dehydrogenase ymr226c from saccharomyces cerevisiae

AD = alcohol dehydrogenase
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Figure A.10: (Part A) - Various substrates tested on two sentences, a simple “alcohol dehydroge-
nase” (AD) and the “d-glucose dehydrogenase alcohol dehydrogenase ymr226c from Sac-
charomyces cerevisiae” (E). All substrates were derivatives from D1 and D2 which were present
in the test set[194] and predicted correctly. Even though products from substrates D16 and
D19 using enzyme “E” are not chiral, the model gave those chiral centers in the output SMILES
(“CC[C@H](O)CC” for D16, “O[C@H]1CCCCC1” for D19).
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E = d-glucose dehydrogenase alcohol dehydrogenase ymr226c from saccharomyces cerevisiae

AD = alcohol dehydrogenase
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Figure A.10: (Part B) - Various substrates tested on two sentences, a simple “alcohol dehydroge-
nase” (AD) and the “d-glucose dehydrogenase alcohol dehydrogenase ymr226c from Sac-
charomyces cerevisiae” (E). All substrates were derivatives from D1 and D2 which were present
in the test set[194] and predicted correctly. Even though products from substrates D16 and
D19 using enzyme “E” are not chiral, the model gave those chiral centers in the output SMILES
(“CC[C@H](O)CC” for D16, “O[C@H]1CCCCC1” for D19).
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A.8 Token frequencies analysis

Figure A.11: Top 40 most frequent tokens from the entire ENZR dataset.

Figure A.12: Power law distribution of the occurrence frequencies of all tokens in the ENZR
sentences sorted by frequency (total of 6139 tokens).
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B Appendix: Multistep Retrosynthesis
Combining a Disconnection Aware
Triple Transformer Loop with a
Route Penalty Score Guided Tree
Search

B.1 Single-step tagging strategies study
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Figure B.1: Number of tagged atoms per molecule as function of the tagging method. The relative
number of molecules (horizontal bar length) is plotted as function of the number of atoms tagged
(vertical axis) by different tagging methods (horizontal categories), tested over 500 molecules
(randomly selected from the test set). The exhaustive tagging was performed together for tags
containing 1, 2 and 3 atoms. The template tagging was performed separately for templates of
radius of 1, 2 or 3 bonds. The AutoTag model was tested using the top-N predictions using N =
1, 5, 10, 50, 100, 500 and 1000.
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B Appendix: Multistep Retrosynthesis Combining a Disconnection Aware Triple Transformer Loop
with a Route Penalty Score Guided Tree Search
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Figure B.2: Number of tagged SMILES per molecule as function of the tagging method. The relative
number of molecules (horizontal bar length) is plotted as function of the number of valid
tagged SMILES per molecule (vertical axis) produced by different tagging methods (horizontal
categories), tested over 500 molecules (randomly selected from the test set). A higher number
of tags corresponds to a higher computational cost as each tagged starting material must be
processed by the TTL.
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Figure B.3: Number of starting materials per molecule from TTL as function of the tagging method.
The relative number of molecules (horizontal bar length) is plotted a function of the number
of starting materials per molecule (vertical axis, “single step precursors”) produced by applying
TTL to the tagged SMILES resulting from the indicated tagging method (horizontal categories),
tested on 500 molecules (randomly selected from the test set) across multiple tagging strategies.
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Figure B.4: Distribution of forward validation confidence scores for validated TTL steps a function
of the tagging method. The relative number of forward validated steps (horizontal bar
length) is plotted as function of the confidence score of the forward validation transformer T3
(vertical axis) for steps predicted from SMILES tagged with different tagging methods (horizontal
categories), tested over 500 molecules (randomly selected from the test set).
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Figure B.5: Number of single step precursors produced by TTL as function of the tagging method.
The relative number of molecules (horizontal bar length) is plotted as function of the number
of precursors obtained from validated TTL predicted single retrosynthetic steps per molecule
(vertical axis) using different tagging methods (horizontal categories), tested on 500 molecules
(randomly selected from the test set).
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B Appendix: Multistep Retrosynthesis Combining a Disconnection Aware Triple Transformer Loop
with a Route Penalty Score Guided Tree Search
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Figure B.6: Tagging efficiency as function of the tagging method. The number of molecules (horizontal
bar length) is plotted as function of the fraction of tags leading to a TTL validated retrosynthetic
step (vertical axis) using different tagging methods (horizontal categories), tested over 500
molecules (randomly selected from the test set). The tagging efficiency was computed by dividing
the number of TTL validated retrosyntheses obtained by the number of generated tagged
SMILES. Values are normalized, predictions were obtained with a beam size of 3 for T2 (reagent
prediction), all tested on the forward validation model T3.
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B.1 Single-step tagging strategies study
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Figure B.7: Overlap of retrosynthetic steps predicted by TTL using different tagging methods. The
Venn diagram shows the percentage of TTL predicted steps distributed across three different
tagging methods choses as (a) the selected set of reasonable tagging methods that avoids excessive
number of tags, and (b) the three least restrictive tagging methods generating large number of
tags (computationally expensive), tested over 500 molecules (randomly selected from the test
set). Selection (a) is subsequently used for the multistep predictions in TTLA.
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Figure B.8: Overlap of high confidence retrosynthetic steps predicted by TTL using different
tagging methods. Same analysis as Figure B.7 for the subset of validated step having a confidence
score than >98% for forward validation transformer T3.
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with a Route Penalty Score Guided Tree Search

B.2 Multistep predictions
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Figure B.9: Literature reported retrosynthesis for fostemsavir.[228] Orange-coloured compounds are
commercially available. Reported reagents: a) AlCl3, Bu4NHSO4, CH2Cl2, then KOH, then
H3PO4; b) Ph2POCl, NMM, NMP; c) KOH, CuI, then KOH, EtOH, LiI; d) Et4NI, K2CO3,
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Figure B.10: Best RPScoring predicted retrosynthesis route for fostemsavir. Orange-coloured com-
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Figure B.15: Set of commercially available precursors of all solved routes for fostemsavir. All building
blocks of the literature reported retrosynthesis are highlighted in blue.
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Figure B.16: Set of commercially available precursors of all solved routes for ozanimod. Some of the
building blocks of the literature reported retrosynthesis are highlighted in blue.
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B Appendix: Multistep Retrosynthesis Combining a Disconnection Aware Triple Transformer Loop
with a Route Penalty Score Guided Tree Search

Figure B.17: TMAP representation of iterated predictions for the multistep search of fos-
temsavir. (a) Predicted reactions from the target molecule (low indexes) to end
nodes. (b) Highlighted first iteration of the TTLA search. Interactive map available at
https://tm.gdb.tools/TTLA/fostemsavir.
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B.3 Route predicted by AiZynthFinder

B.3 Route predicted by AiZynthFinder

Figure B.18: Fostemsavir retrosynthesis route predicted by AiZynthFinder (v3.7.0).

Figure B.19: Ozanimod retrosynthesis route predicted by AiZynthFinder (v3.7.0).
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B.4 Route predicted by IBMRXN for Chemistry

Figure B.20: Fostemsavir retrosynthesis route predicted by IBM RXN for Chemistry user inter-
face using the default “12class-tokens-2021-05-14” models, with highest quality tuning, and
excluding commercially similar compounds as in our route prediction settings.
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B.4 Route predicted by IBM RXN for Chemistry

Figure B.21: Ozanimod retrosynthesis route predicted by IBM RXN for Chemistry user interface
using the default “12class-tokens-2021-05-14” models, with highest quality tuning, and exclud-
ing commercially similar compounds as in our route prediction settings.
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B Appendix: Multistep Retrosynthesis Combining a Disconnection Aware Triple Transformer Loop
with a Route Penalty Score Guided Tree Search

B.5 Benchmark routes

Target SMILES: CCCCc1nn(-c2cc(NC(=O)CC)ccc2Cl)c(C#N)c1Cc1ccc(Br)cc1F

Overall forward confidence score = 0.6502
Overall Guiding RPScore = 0.025
Overall Penalties = 0.0938
Number of steps = 5

Best RPScore route:

Figure B.22: Best RPScoring predicted route by our TTLA, example 1. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.
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B.5 Benchmark routes

Target SMILES: CCOC(=O)N1CCc2c(c3cccc(N)c3n2C)C1
Overall forward confidence score = 0.7725
Overall Guiding RPScore = 0.2858
Overall Penalties = 0.4625
Number of steps = 2

Best RPScore route:

Figure B.23: Best RPScoring predicted route by our TTLA, example 2. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.

Target SMILES: COc1ccc(CCNc2nccc(-c3cccc(NC(C)=O)c3)n2)cc1OC
Overall forward confidence score = 0.8665
Overall Guiding RPScore = 0.4439
Overall Penalties = 0.6403
Number of steps = 2

Best RPScore route:

Figure B.24: Best RPScoring predicted route by our TTLA, example 3. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.
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Target SMILES: CCCCc1nc(-c2ccc(F)cc2)c(C(=O)N(CC)CC)n1Cc1ccc(-c2ccccc2C#N)cc1

Overall forward confidence score = 0.8949
Overall Guiding RPScore = 0.0795
Overall Penalties = 0.1389
Number of steps = 3

Best RPScore route:

Figure B.25: Best RPScoring predicted route by our TTLA, example 4. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.
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B.5 Benchmark routes

Target SMILES: O=C(O)C1CN(Cc2ccc(-c3noc(CCC4(c5ccccc5)CCCCC4)n3)cc2)C1
Overall forward confidence score = 0.7397
Overall Guiding RPScore = 0.1437
Overall Penalties = 0.3035
Number of steps = 3

Best RPScore route:

Figure B.26: Best RPScoring predicted route by our TTLA, example 5. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.

Target SMILES: Cc1ccc(-n2ccc(C(F)(F)F)n2)nc1Cl
Overall forward confidence score = 0.9783
Overall Guiding RPScore = 0.6513
Overall Penalties = 0.8323
Number of steps = 2

Best RPScore route:

Figure B.27: Best RPScoring predicted route by our TTLA, example 6. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.
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Target SMILES: O=C(Nc1ccc2c(CN3CCCC3)cn(Cc3c(Cl)cccc3Cl)c2c1)Oc1ccccc1
Overall forward confidence score = 0.5652
Overall Guiding RPScore = 0.1587
Overall Penalties = 0.351
Number of steps = 2

Best RPScore route:

Figure B.28: Best RPScoring predicted route by our TTLA, example 7. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.

Target SMILES: c1ccc2oc(-c3ccc4c(c3)[nH]c3ccccc34)nc2c1
Overall forward confidence score = 0.8932
Overall Guiding RPScore = 0.8932
Overall Penalties = 1.0
Number of steps = 1

Best RPScore route:

Figure B.29: Best RPScoring predicted route by our TTLA, example 8. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.
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B.5 Benchmark routes

Target SMILES: COc1ccc(C2(c3cccc(OCCCF)c3)N=C(N)c3ncccc32)cc1C(F)(F)F

Overall forward confidence score = 0.4259
Overall Guiding RPScore = 0.0892
Overall Penalties = 0.3272
Number of steps = 3

Best RPScore route:

Figure B.30: Best RPScoring predicted route by our TTLA, example 9. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.
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Target SMILES: CS(=O)(=O)c1ccc(C2=C(c3ccc(-c4ccsc4)cc3)C(=O)OC2)cc1

Overall forward confidence score = 0.7994
Overall Guiding RPScore = 0.3674
Overall Penalties = 0.5744
Number of steps = 2

Best RPScore route:

Figure B.31: Best RPScoring predicted route by our TTLA, example 10. Target molecule selected from
the benchmark of Genheden et al.,[231] see main text.
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Abbreviations

AI Artificial intelligence
CALB Candida antarctica lipase B
CASP Computer-aided synthesis planning
CHMTRN CHeMistry TRaNslator
EC Enzyme commission
GUI Graphical User Interface
LHASA Logic and Heuristics Applied to Synthetic Analysis
MCTS Monte Carlo tree search
NLP Natural language processing
OCSS Organic Chemical Simulation of Synthesis
P Product
PATRAN PAttern TRANslator
R Reagent
SCScore Synthetic complexity score
SECS Simulation and evaluation of chemical synthesis
SM Starting material
SMILES Simplified molecular-input line-entry system
TMAP Tree Map
TTL Triple Transformer Loop
TTLA Multistep Triple Transformer Loop Algorithm
USPTO United States Patent and Trademark Office
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