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Abstract
Dynamics of Cortical Stability and Seizure Resilience In Vivo

by Gregory Lepeu

The sudden emergence of dangerous seizures is the defining feature of epilepsy, but
how and when the brain changes dynamics remain enigmatic. In the formalism
of dynamical systems theory, seizure onset can be described as a critical transition
between two alternative states: interictal and ictal. My PhD research aims at study-
ing these transitions, specifically by examining the concept of resilience, which, in
the present context, refers to a system’s ability to withstand perturbations without
changing its state. It has been proposed that both the development of epilepsy and
the emergence of seizures are a result of respectively a chronic and then transitory
loss of resilience. Importantly, until the point of failure, changes in the system’s
resilience will have minimal impact on its observable state. By monitoring a sys-
tem’s reaction to minor perturbations, it has been theorized that changes in resilience
could nevertheless be detected. In this study, we combined theoretical, experimen-
tal and clinical approaches to test this hypothesis, and to develop methodologies
to delineate the landscape of physiological and pathological cortical excitability, in-
cluding quantifications of seizure thresholds.
By using a mathematical model of seizures, and optogenetics stimulations in mice
and intracranial electrical stimulations in patients with epilepsy, we were able to
demonstrate how small perturbations can be used to gauge cortical stability and how
larger perturbations can overcome cortical resilience in a measurable way, resulting
in self-sustained seizures. Both phenomena were closely correlated and influenced
by the underlying level of cortical excitability, which was tightly modulated in vivo
through pharmacological intervention on the GABA-A receptor. Additionally, us-
ing a machine-learning approach on EEG snapshots, we confirmed that active and
passive markers can be used to decode momentary states of cortical excitability and
therefore the latent seizure resilience. Ultimately, this research helps to improve our
understanding of the underlying mechanisms of seizure onsets and to develop new
methods for predicting and preventing seizures.
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Introduction

1.1 Epilepsy

1.1.1 Definitions and General Considerations

Epilepsy is a neurological disorder defined as a predisposition to generate unpro-
voked epileptic seizures. Seizures are periods of paroxysmal and transitory neu-
ronal discharges which disturb normal brain function. They can be accompanied
by various neurological symptoms depending on the localisation and extend of the
seizure. Epilepsy can be caused by various etiologies (e.g. Trauma, stroke, brain
tumor, infection or genetic predisposition) but the common mechanisms leading to
seizures remain to be fully understand. In addition, non-epileptic brains can also
produce seizures when neuronal homeostasis is acutely disturbed or when external
sustained stimulations are applied.
Epileptogenesis is defined as the process by which the brain develops the tendency
to seize after an initial injury or as a consequence of predisposing factors. These
changes occur over time and may not manifest as seizures until months or even
years after the initial trigger. They can also produce some cognitive deficits, even
outside of seizures, due to alteration in the underlying circuits.
Epileptogenesis is typically considered as multi-level phenomenon with changes at
the cellular level (inflammation, alteration in gene expression including voltage-gate
channels and cell death in specific neuronal sub-populations), in the local micro-
circuit (synaptic reorganization and axonal sprouting) as well as brain-wide network
reorganization (Goldberg and Coulter, 2013; Sheybani et al., 2018).

Even after all these changes, epileptic brains do not seize all the time and seizures
are transient ("ictal") phenomenons lasting only tens of seconds to minutes and in-
terspersed with long interictal period which can last up to weeks or month. Epilepsy
can therefore be described as a condition of increase susceptibility to seizure. How-
ever, this susceptibility is not constant over time, and the probability of seizure varies
over time, according to both exogenous and endogenous factors (Baud et al., 2020) .

1.1.2 Electrophysiological Correlates of Epilepsy

The gold standard characterization of epileptic activity is through electrophysiolog-
ical recording of the brain. Electroencephalogram (EEG) is recorded through macro-
electrode at the level of the scalp or intracranially (iEEG). Local Filed Potential (LFP)
is the same type of signal but recorded from a smaller volume of cortex. These sig-
nals are generated by the superimposition of many ionic currents, reflecting the sum
activity of a large number of neurons. Synaptic activity is classically considered as
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the main source of EEG/LFP signals (Buzsáki, Anastassiou, and Koch, 2012). Dur-
ing an epileptic seizure, EEG and LFP show synchronous high-amplitude discharge
(spikes), as well as abnormal dynamic oscillations and high frequency activity. In fo-
cal epilepsy, the seizures typically start in a restricted cortical area (called the seizure
onset zone). The seizure can then expand to other parts of the brain, including to
contralateral areas, following anatomical pathway. Clinical manifestations follow
the spread of the seizure, and tonic-clonic convulsions correspond to the general-
ized stage of a seizure, with involvement of the motor cortex and the brainstem, and
are reflected by bursts of spike-wave in the EEG.
In the epileptic brain, scalp EEG outside of the seizures can be normal (up to 50% for
single short EEG) or present interictal epileptiform discharges (IED) (Pillai and Sper-
ling, 2006). These can be spikes or sharp waves, high-voltage peaky waveform last-
ing respectively 20-70ms and 70-200ms, sometimes coming in bursts. As for seizure,
IEDs present a non-random distribution and their probability of appearance is mod-
ulated by several factors, including brain states and circadian / multidien cycles
(Karoly, Rao, et al., 2021).

Finally, high-frequency oscillations (HFOs) such as ripples (80-250Hz) or fast rip-
ples (250-500Hz) have also been proposed to be interictal biomarkers of epilepsy,
even if they can also occur physiologically (Zijlmans et al., 2009; Liu et al., 2022).

1.1.3 Temporal Lobe Epilepsy

Even if the seizure onset zone is usually in relation with the localisation of the initial
insult, not all brain regions show the same sensibility toward seizure initiation. Tem-
poral lobe epilepsy (TLE) represents around 60-80% of the cases of focal epilepsy in
reference center (Ladino, Moien-afshari, and Téllez-Zenteno, 2014), and a vast ma-
jority of them can even be narrowed down to the mesial structures of the hippocam-
pal formation. Classical clinical manifestations of focal mesio-temporal seizure in-
clude a feeling of déjà-vu, loss of awareness, fixed gaze and mouth or hand automa-
tisms. Up to 30-40% of patients with mesial Temporal lobe epilepsy (MTLE) do not
present any structural lesions, even after careful postmortem analysis (De Lanerolle
et al., 2003). In the remaining patients, the most common finding is an hippocampal
sclerosis.

The pathological findings of hippocampal sclerosis typically include shrinkage
of the hippocampus, loss of neurons and gliosis; with the CA1 regions of the hip-
pocampus being the most severely damaged. In addition, there are also changes in
the structure and organization of the remaining neurons, as well as the formation
of abnormal connections between them. In rodents, prolonged status epilepticus in-
duced by pro-convulsive drugs such Kainic acid or Pilocarpine reproduce these find-
ings and lead to the development of recurrent spontaneous seizures. These models
have been extensively used to study temporal lobe epilepsy (Rusina, Bernard, and
Williamson, 2021; Lévesque, Biagini, et al., 2021).

1.1.4 Anatomy of the hippocampal formation

The hippocampal formation (HF) is located bilaterally in the mesial part of the tem-
poral lobes and is involved in different cognitive tasks including memory formation
and spatial navigation (Strien, Cappaert, and M. P. Witter, 2009). The classic defini-
tion encompasses the dentate gyrus (DG), the Cornu Ammonis area (CA) one, two
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and three and the subiculum (M. Witter, 2012). The main input to the hippocam-
pal formation is the entorhinal cortex (EC). It is a six layered cortex situated, in the
rodent, at the back of the telencephalon. The upper layers (I to III) receive input
from other limbic corticies (perirhinal and postrhinal) as well as non-limbic struc-
ture, such as the prefrontal cortex. They are also receiving strong commissural con-
nections from the contralateral entorhinal(M. Witter, 2012).

The two main projections from the entorhinal cortex to the hippocampal forma-
tion are the perforant path, going to the Dentate Gyrus, and the temporoammonic
path, going directly to CA1 and the subiculum.1

Both lateral (LEC) and medial entorhinal cortices (MEC) contribute to these projec-
tions, with the LEC targeting the distal part of CA1 and the MEC targeting the more
proximal part(Igarashi et al., 2014). Finally, there is also a topological organization of
connections between the dorso–ventral axis of the EC and dorso-ventral axis of the
HF: In both LEC and the MEC, the more dorsal parts project to the dorsal hippocam-
pus, and the more ventral parts project to the temporal/ventral hippocampus(M.
Witter, 2012).

The neurons giving rise to these projections are spatially segregated, with layer
II glutamatergic neurons (called stellate cells) projecting to the Dentate Gyrus (DG)
and layer III glutamatergic neurons (called pyramidal cells) projecting directly to
the CA1 and the subiculum (see Fig.1.1). These neurons are also molecularly dis-
tinct: layer II stellate cells are positive to reelin staining but not calbidin, whereas
layer III pyramidal cells are reelin negative and calbidin positive. In addition, small
clusters of pyramidal cells (reelin -, calbidin +) have been also described in the layer
II ("island cells") and their projections pattern matches pyramidal cells from layer III
(CA1 and subiculum)(Kitamura et al., 2014).

After leaving the entorhinal cortex, the fibers projecting to the hippocampal for-
mation enter the underlying white matter in the angular bundle. They then cross the
subiculum and either target the molecular layer of the subiculum and the CA-fields
(temporoammonic path) or perforate the hippocampal fissure to enter the dentate
gyrus. In addition to the ipsilateral connections, entorhinal cortex also sends crossed
hippocampal projections to the contralateral hemisphere. In the mice, crossed pro-
jections from layer III pyramidal cell to CA1 represent a density of 20% of the ipsi-
lateral one’s (Groen, Miettinen, and Kadish, 2003).

The CA1 region of the hippocampus can be divided into four layers: the dense
central one contains the excitatory glutamatergic pyramidal cells and is therefore
called the stratum pyramidale. The more dorsal one, just below the alveus, is the
stratum oriens which contains the pyramidal cells axons and basal dendrites and
inhibitory interneurons cell bodies. Just below the stratum Pyramidale are the stra-
tum radiatum and then the stratum lacunosum-moleculare containing the pyrami-
dal apical dendrites and others subtypes of interneurons. Direct projections from EC
layer III make synapses in the stratum lacunosum-moleculare (shown in dark blue
in Fig.1.1), whereas inputs going to the DG will follow the classical trisynaptic route

1In the literature, the nomenclature can vary and the term "perforant path" can refer to either both
tracts (subdivided in ’indirect’ and ’direct perforant path’) or only to the one going to the DG. For
clarity, in this work we will restrict this term to this latter sense and used temporoammonic path for
projection to CA1.
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FIGURE 1.1: Main excitatory connections inside the hippocampal for-
mation.

(DG -> CA3 -> CA1) through the Schaffer collaterals, arriving in the stratum radia-
tum(M. Witter, 2012) (purple in Fig.1.1).
These projections are largely glutamatergic and provides mainly excitatory inputs.
However, some of these projections contact directly local interneurons, including
PV-positive basket and chandelier cells, providing feed-forward inhibition(Kiss et
al., 1996) (Fig.1.2a). Finally, some long-range interneurons projecting from the MEC
to the stratum lacunosum-moleculare of CA1/CA3 and the stratum moleculare of
DG have also been described (Melzer et al., 2012). These interneurons contact pref-
erentially other interneurons, leading to a disinhibitory net effect of HF pyramidal
cells.

The main outputs from the hippocampal formation are CA1 and subiculum pro-
jections that return to layer V of EC, with a less dense projection to layers II and III.
Layer V neurons in turn are the main origin of EC projections to widespread corti-
cal and sub-cortical regions in the forebrain. In additions to this standard unilateral
pathway, smaller back-propagation projections have been described, such as the one
between CA3 and the DG. Local collateral connections between pyramidal cells have
also been reported within each region (Strien, Cappaert, and M. P. Witter, 2009). Fi-
nally, commissural projections to the contralateral hippocampus arise at every step
of the path, with the main one being from CA3 pyramidal cells to the opposite CA1
stratum radiatum.

The highly circular organization of these excitatory connections leads to the pos-
sibility of recurrent excitatory loops. A recurrent excitatory loop occurs when there
is a feedback loop between neurons in which the output of one neuron excites the
input of another neuron, which in turn excites, directly or indirectly, the input of the
first neuron. These loops are believed to be important for neuronal computation in
the HF, but might generate ’runaway excitation’ and explain the specific vulnerabil-
ity of this structure to seizures(McCormick and Contreras, 2001).
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1.1.5 Dysregulation of cortical inputs in TLE

A classic view of this circuit disruption in TLE is the "dentate gate theory": in physi-
ological condition, the dentate gyrus acts as a "gate" that controls the flow of inputs
reaching to the hippocampal formation and protects it from overexcitation (Heine-
mann et al., 1992; Lothman, Stringer, and Bertram, 1992). In persons with TLE, the
gate function of the DG would breakdown, allowing too much input to flow into
the hippocampus, leading to the possibility of uncontrolled excitatory loops which
would develop into seizures (see figure 1.2b). This idea was first supported by in-
vitro observations that DG granule cells have really high firing threshold, due to
both intrinsic properties and strong feedforward / feedback inhibition, and act as a
filter on EC inputs. Later, observations in rodent TLE model showed both a loss of
DG inhibitory interneurons and an increase collateral excitatory synapses between
granule cells ("mossy fiber sprouting"), resulting in hyperexcitable granule cells (W.
Zhang, Huguenard, and Buckmaster, 2012; Sloviter, 1987).
However, these observations are purely correlative and rescuing some of them didn’t
result in any changes in seizure counts (Buckmaster and Lew, 2011).

An alternative option would be that, in TLE, the dentate gate be bypassed by
an hyperactivation of the temporoamonic pathway. In a slice study, Wenzy and
colleagues showed that entorhinal discharges propagate to CA1 through the tem-
poroammonic path only in epileptic animals, due to a loss of feed-forward inhibition
(Wozny et al., 2005). This findings were confirmed by a second group, showing an
unchanged gating function of the DG but at >10fold increase in temporoammonic
transmission in TLE mice (Ang, Carlson, and Coulter, 2006). This specific over-
activation could then give rise to uncontrolled excitation looping between the en-
torhinal cortex and CA1 (see figure 1.2c).

Both these views are not mutually exclusive and a combination of the two could
underlie epileptogenesis in TLE. Regardless of exactly which circuit is affected, the
two main characteristics of acquired epileptogenesis at the circuit level are believed
to be (1) a formation of new recurrent excitatory circuits and (2) a selective loss of
GABAergic interneuron functions (Noebels et al., 2012).

1.1.6 Alteration of the GABA system in Epilepsy

γ-Aminobutyric acid (GABA) is the main inhibitory neurotransmitter is the mam-
malian brain. In physiological conditions, it exerts a powerful control on cell and
network excitability. In particular, feedforward and feedback inhibition are neces-
sary to maintain a dynamic balance of the excitation / inhibition (E/I) ratio in the
cortex: an increase in activity of glutamatergic excitatory cells is matched with a
mirror increase in GABAergic interneurons activity (Dehghani et al., 2016). This fast
synaptic inhibition is mediated by the GABA-A receptor. The GABA-A receptor is a
ligand-gated ion channel, selectively to chloride (Cl-). In presence of GABA, it opens
and produces an inward chloride current, leading to hyperpolarization of the neu-
ron under physiological condition(Chuang and Reddy, 2018).

Alteration of the GABAergic system has been long believed to be one of the main
causes of epilepsy. Mutation in the GABA-A receptor is directly involved in some
genetic cases of epilepsy(Baulac et al., 2001) and variant of the gene has also been
linked to increase susceptibility to non-monogenic epilepsy(Skotte et al., 2022).
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FIGURE 1.2: Dysregulation of cortical inputs in TLE

Schematic of two main theories of circuit dysregualtion in temporal lobe epilepsy. Entorhi-
nal inputs are in green, excitatory connections in blue and GABAergic interneurons in red.
The double horizontal line before the dentate gyrus represents its gating ability lost in the
"dentate gate hypothesis". Red circles represent loops of runaway excitation.

As described previously, mesial temporal epilepsy in human is associated with
cell death visible in histopathological studies. This cell loss touches both excitatory
and inhibitory cells. The question of whether there is an overall decrease inhibi-
tion in the epileptic hippocampus is still debated (Wittner et al., 2005; Mathern et
al., 1995; Dubanet et al., 2021). Compensatory mechanism and synaptic reorganiza-
tion could explain the unchanged inhibition reported both at the level of both CA1
pyramidal cells and DG granule cells (Morin, Beaulieu, and Lacaille, 1998; L. Wit-
tner et al., 2001; Wittner et al., 2005; K. Wu and Leung, 2001). However, specific
subtypes of interneurons, such as the somatostatin or neuropeptide Y positive ones,
show selective loss both in human tissue and experimental epilepsy (Lanerolle et al.,
1989; Robbins et al., 1991; Sloviter, 1987; Mathern et al., 1995; Cossart et al., 2001).
Somatostatin interneurons in CA1 (oriens-lacunosum-moleculare interneurons) and
DG (Hilar-perforant-path-associated interneurons (HIPP cells)) are crucial for feed-
back inhibition and therefore their loss is congruent with a reduce ability to gate in-
puts from the entorhinal cortex (Figure1.2B-C). Using specific optogenetic activation
of these cells, Hofmann and colleagues (Hofmann et al., 2016) confirmed a reduced
ability to gate EC input in a TLE model.

Lastly, a few studies causally link interneurons involvement in epilepsy. Drexel
and colleagues (Drexel et al., 2017) showed that selective ablation of PV positive in-
terneurons in the hippocampal formation was enough to induce the occurrence of
spontaneous seizures for several weeks as well as lowering the threshold for chem-
ically induced seizures. On the other hand, the transplantation of GABAergic in-
terneurons progenitors has been shown to be sufficient for a 84% reduction in seizure
rate in epileptic mice.

Taken together, these results point toward an hippocampus still capable of main-
taining E/I balance but which loses some of its key safeguards toward runaway
excitation. It results in a structure vulnerable to any destabilizing inputs or changes
in homeostasis. In that sense, observations at the microcircuit level correspond well
with the idea that epilepsy represents a condition of increased fragility toward a
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transition to seizure (Baud et al., 2020).

1.2 Ictogenesis

1.2.1 Pre and proictal state

The term ictogenesis describes the processes of transition from a non-seizure to a
seizure state (also called ictal state). It encompasses the cases of both provoked
seizure in a non-epileptic brain or spontaneous (unprovoked) seizure in epilepsy.
In patient or animal with epilepsy, the non-ictal state is often referred as the interic-
tal state, the state in between two seizures.

The pre-ictal state refers to a putative detectable state preceding the onset of
spontaneous seizures. It would correspond to specific underlying brain dynamics
that will result in a seizure. Several studies reported detectable changes in EEG or
blood flow dynamics in a range going from seconds to hours before a seizure. Af-
ter some promising results, methodological concerns, low replicability and lack of
result in the few prospective study have questions the specificity of such measure-
ments (Mormann et al., 2007). These studies are often purely phenomenological,
applying complex linear or non-linear signal analysis methods in absence of phys-
iological hypothesis. A better understanding of the biological correlates of these
changes has been suggested to improve detection of pre-ictal states (Mormann et al.,
2007).

Pre-ictal states are usually thought about in a deterministic view of seizure, corre-
sponding to retrospectively defined periods containing a distinct phenomenon lead-
ing to a seizure (Baud et al., 2020). In contrast, pro-ictal state refers to a period of
increase probability of seizure. Due to some intrinsic stochasticity, this increased
risk could be realized in an actual seizure or not. This idea is supported by the long
time observation that seizure occurrences are not completely random. They tend to
occurs in clusters (Griffiths and Fox, 1938; Kudlacek et al., 2021; Williams et al., 2009),
preferentially in a given brain state (Ng and Pavlova, 2013), and in given phases of
the circadian time (Griffiths and Fox, 1938; Langdon-Down and Brain, 1929; Leguia
et al., 2021; Quigg et al., 2000) or longer multidien cycles (Leguia et al., 2021; Karoly,
Rao, et al., 2021). Additionally, several factors are well known to increase seizure
risk such as medication non-compliance, alcohol, sleep deprivation or stress (Baud
et al., 2020).
In the last decades, the development of chronic EEG recording device allowed the
acquisition of long term EEG in epileptic patient. They confirmed the cycling nature
of seizure risks and linked it to underlying cycle of cortical excitability, detectable
as increase of interictal epileptiform discharges (Leguia et al., 2021; Maturana et al.,
2020; Karoly, Rao, et al., 2021). The discovery of these biomarkers corroborates the
probabilistic view of the pro-ictal states: seizures do not occur every time the brain
is in a pro-ictal state, and the raise of cortical excitability precedes seizure, exclud-
ing the idea of an increase susceptibility caused by the seizure itself. The biological
mechanisms underlying these fluctuations at different timescales remain to be un-
derstood. Here again, the GABA-A receptor could have a central role as it is directly
modulated by steroid hormones which are known to cycle with both circadian and
multidien periods (Maguire et al., 2005; Karoly, Rao, et al., 2021).
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FIGURE 1.3: Example of seizure onsets with low voltage fast activity
(left) and Hypersynchronous discharges (right). Adapted from Avoli

et al., 2016

1.2.2 Clinical recording of seizure onset

Seizure can start with different electrographic patterns. Up to eight have been de-
scribed in humans (Lagarde et al., 2019), but in the temporal lobe the distinction can
usually be reduced to two main categories: seizures starting with slow hypersyn-
chronous discharges or seizures starting with low voltage fast activity (LVFA) (Avoli
et al., 2016). These EEG patterns correspond also to different patterns of neuronal
activity. Hypersynchronous discharge are believed to reflect population spike of
glutamatergic cells (Chvojka et al., 2021) whereas LVFA has been associated with an
increase in activity of inhibitory interneurons (Truccolo, Ahmed, et al., 2014; Elahian
et al., 2018). More recent studies revealed that neuronal firing pattern at seizure
onset are highly heterogeneous with a majority of cells which do not seem to be in-
volved at all (Lambrecq et al., 2017; Truccolo, J. A. Donoghue, et al., 2011; Weiss et
al., 2016).

1.2.3 Mechanisms of Ictogenesis

Pyramidal cells are the main contributors of epileptic discharges and are also strongly
involved during seizure. Their rhythmic stimulation is sufficient to induce seizure in
non-epileptic animal (Osawa et al., 2013) in vivo. Increase glutamate release during
seizure onset has been demonstrated in human (During and Spencer, 1993) and glu-
tamate AMPA/NMDA receptors activity are necessary to seizure initiation in vitro
(Huberfeld et al., 2011).

The contribution of inhibitory interneurons is more contested. GABAergic inhi-
bition is crucial to prevent any brain from seizing. Blockade of the GABA-A recep-
tors by pharmacological antagonist (pentylenetetrazol, picrotoxin, bicuculline) is a
potent and easy way to induce seizures both in vivo and in vitro (Velíšková, Shakar-
jian, and Velíšek, 2017). The recent development of cell-type specific optogenetic
and chemogenetic tools allow progress in understanding the role of interneurons in
seizure generation and showed that GABAergic inhibition plays a key role in regu-
lating seizure likelihood (Y. Wang, Liang, et al., 2018), threshold (Khoshkhoo, Vogt,
and Sohal, 2017), duration (Krook-Magnuson, Armstrong, Oijala, et al., 2013) and
severity (Y. Wang, Xu, et al., 2017; Krook-Magnuson, Armstrong, Bui, et al., 2015).
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1.2.4 Optogenetic induction of seizures

Although repetitive electrical stimulations are known to induce seizures for decades,
the development of optogenetics in animal research has afforded the long-needed
cell-type and circuit specific probing of brain stability. Optogenetics refers to the
combination of light sensitive ion-channels and optic stimulations to achieve fast
excitation or inhibition of specific neurons (Tye and Deisseroth, 2012). If not spec-
ify otherwise, all of the cited studies below used either the original or a variant of
the Channelrhodopsin-2 protein, leading to depolarization and excitation of the tar-
geted neurons.

Optogenetics train stimulations in both neocortex, limbic cortices and the hip-
pocampal formation have been shown to induce self-sustained seizures in non-epileptic
rodents and in Drosophilia flies (Saras et al., 2017). Whereas the pioneer study of
Osawa and colleagues used stimulations unspecific to neurons type, several other
studies have since demonstrated that the specific activation of excitatory neurons is
sufficient to induce seizures in rodents (see figure1.4).
The ability of interneurons stimulation to start a seizure is more controversial. Op-
togenetic interneurons activation can start seizures in presence of pro-convulsive
drugs but does not seem to be sufficient in its absence (Assaf and Schiller, 2016; M.
Chang et al., 2018; Lévesque, Chen, et al., 2019). In chronic epileptic model, acti-
vation of PV interneurons might rarely induce seizures above chance level but data
are inconsistent (Lévesque, Chen, et al., 2019; Lévesque, S. Wang, et al., 2022). Re-
bound excitation after then end of stimulation and indirect increase synchronization
of pyramidal cells could explain these findings, and it should be noted that chemo-
genetic activation of interneurons - which doesn’t produce an artificial synchroniza-
tion - systematically showed anti-seizure effect (Cǎlin et al., 2018; Y. Wang, Liang,
et al., 2018). Vasoactive intestinal peptide (VIP) expressing interneurons could be an
exception as they inhibit mostly other interneurons resulting in a net disinhibitory
effect. A previous study showed a potential pro-ictal role (Khoshkhoo, Vogt, and
Sohal, 2017), but to my knowledge their activation has never been shown to be suf-
ficient to induce seizure.

Seizure induction by pyramidal cells stimulation has been demonstrated in sev-
eral brain regions (see figure 1.4), but the ictogenicity (i.d. the propensity to induce
seizure) of the different structures is difficult to assess due to important differences
in stimulation protocol. To my knowledge, only one study has tested the same pro-
tocol across different structures and observed a 10x increase in seizure probability in
the hippocampus compared to neocortex(Osawa et al., 2013). The two other studies
reporting optogenetic seizure induction in the neocortex required kindling protocols
and didn’t show seizure induction on the first stimulation train (Khoshkhoo, Vogt,
and Sohal, 2017; Cela et al., 2019). These findings suggest an intrinsic higher icto-
genicity in the hippocampal formation compared to neocortex. Interestingly, limbic
cortices (entorhinal and piriform) seem to share high excitable proprieties with the
hippocampal formation.
Finally, recent developments in the activity-dependent labeling technique could al-
low the study of seizure initiation with even more finesse. Lai and colleagues re-
cently showed that optogenetic stimulation of a mixed population of seizure ac-
tive, but not interictal active, neurons are actually more prone to induce generalized
seizures compared to stimulation of just excitatory cells (Lai et al., 2022).

——————————————————–
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FIGURE 1.4: Optogenetic induction of seizures

Review of in vivo optogenetic seizure induction. PubMed research using the search: (op-
togenetics) AND (seizure). From the 230 results, 15 studies were then manually selected
based on abstract and paper inspection. Inclusion criteria were: 1) in vivo studies 2) with
data in non-epileptic animals and 3) in absence of pro-convulsive drugs. Seizure criteria
were the same as in our study: sustained (>10s) electrographic ictal activity after the end
of stimulation. Color-code indicated cell type stimulation, italic font indicate study where
kindling protocols were necessary prior to the first induce seizure. With these criteria, no
study showing seizure induction by interneurons stimulation has been found.
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A B

FIGURE 1.5: stability landscapes

Two different examples of stability landscapes, with respectively one (A) and two attractors
(B).

1.3 Dynamical system

Cells, organisms, populations, ecosystems or even entire planets can be described as
dynamical systems. They change through time and a limited set of differential equa-
tions is able to capture their behavior. While some of them follow slow and linear
transformations, many present seemingly unpredictable abrupt shifts. Coral reefs
collapse, volcanos erupt and brains seize. In dynamical system theory, these abrupt
transformations are described as ‘critical transitions’ between alternative states and
happen in highly complex and interconnected systems. In this section, I will briefly
introduce a few concepts from dynamical system theory and then expand on their
applications to epileptic seizures.

1.3.1 Alternative stable state

A state refers to one possible configuration of a system. Although a system can po-
tentially adopt a myriad of different states, its internal dynamics usually push them
toward a limited number of stable states (Scheffer, 2009). This can be visualized by
the means of stability landscapes, where all the different possible states are repre-
sented on the x-axis and the slope of the landscape corresponds to the local rate of
change (Fig.1.5). The system will then be visualized as a ball which will naturally
settle for the lowest points of the landscape. Note that at the bottom of these valleys,
the slope is 0, therefore the rate of change is null: it’s at a stable equilibrium point. 2

A given system, in a given set of conditions can possess one (Fig. 1.5A) or more
(Fig.1.5B) stable equilibrium points. In the latter case, the system is described as
multi-stable as it possesses more than one alternative stable state. As all the other
states are attracted to them, stable equilibriums are commonly referred to as attrac-
tors and their basins of attraction - the valleys of the landscape - are defined as the set
of states from which the system will spontaneously move toward the corresponding

2In a stability landscape, the hilltops also possess a rate of change of 0. For this reason, they are also
referred to as equilibriums but have very different properties from the stable ones, as any perturbations
will move the system away from them. Therefore they are referred to as unstable equilibriums and can
act as ‘separatrix’, the delimitation between the basins of attraction of two stable attractors Fig.1.5B).
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FIGURE 1.6: Fold and bifurcation diagram

Bifurcation diagrams representing the location of the stable equilibrium (‘fixed point’)
against the parameter. The arrows correspond to the direction in which the system moves
when it’s not at equilibrium, and correspond to the slope of the landscape. The stability land-
scapes depicted below correspond to vertical slices of the bifurcation diagrams at different
values of the control parameter. Modified from (Scheffer, 2009).

attractor. 3

In reality, most dynamical systems are never completely stable but are constantly
subject to internal and external perturbations. These perturbations can be visual-
ized as small stochastic movements applied on the ball and correspond to transient
changes in the system’s variables.
Furthermore, the stability landscapes themself can also be modified through time.
Conditions that modify the landscape are called control (or state) parameters; they
evolve at a much slower timescale and are generally assumed to be constant dur-
ing the time the system is observed (Scheffer, 2009). As they change the landscape,
control parameters also modify the equilibrium states’ locations. In some cases, the
equilibrium state can change smoothly in response to variations of the control pa-
rameter (Fig.1.6 A). In other cases, it can be rather insensible to changes in a certain
range of value, but changing drastically when a threshold is crossed (Fig.1.6 B). Fi-
nally, the curve can be folded, creating a range of parameter values where the system
possesses more than one stable state (blue box in Fig.1.6 C). Note that in this latter
case, the system’s state is not only dependent on the parameter, but also on its start-
ing position. For a given parameter value in the bi-stability range, the system could
be attracted either to the upper or the lower part of the curve depending on its past
trajectory. The middle part of the fold is separating the two basins of attraction and
is therefore called the separatrix (dashed line in Fig.1.6 C). It acts as a threshold: any
state under it will fall into the first attractor, and any state above it will fall toward
the second one.

If this threshold is passed, the system shift from one attractor to the other is a
process called a critical transition and it will result in an abrupt change in the system
state (Fig. 1.7). Note that such a result can be obtained in two different ways: 1) by

3The attractors described here correspond to point attractors, which are the simplest cases. Other
types such as limit cycle, torus or strange attractors also exist but will not be discussed here for the
sake of simplicity.
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applying on the system a perturbation large enough to pass the separatrix and fall
into the second basin of attraction (in black) without changing the control parame-
ter or 2) by modifying the parameter until the first attractor disappears, forcing the
transition into the second attractor, even in the absence of perturbations. This spe-
cial case, where the transition is accompanied by a qualitative change in the stability
landscape, is called a catastrophic bifurcation because an equally small change in the
control parameter leads to a radical change in the system’s behavior.4

In real-world situations, both are generally combined: as the system gets closer to
the bifurcation point, the distance to the separatrix gets smaller until even an in-
finitesimal perturbation can induce a critical transition (Scheffer, 2009).

In this context, the system’s resilience can be defined as the maximum perturba-
tions that can be taken without transitioning to an alternative state (Scheffer, 2009;
Holling, 1973). On the bifurcation diagram, it corresponds to the distance to the sep-
aratrix and in the landscape schematic to the depth of the basin of attraction. 5

The emergence of such a system with multiple attractors typically occurs in the
coexistence of both negative and positive feedback mechanisms (Scheffer, 2009).
Negative feedback will assure the stability of the state up to a certain point (i.e.
the threshold), but when it is passed, a positive runaway process will push it into
a completely different state. Brain circuits, such as the hippocampal one described
in the section 1.1.4, possess both mechanisms and therefore are good candidates for
critical transition. In neuroscience, critical transitions have been proposed to govern
spiking in neurons (Izhikevich, 2007), sleep-wake cycle and onset of depressive state
(Van De Leemput et al., 2014; M. Zhang, Riddle, and Frohlich, 2022) but their most
natural application are onset and termination of epileptic seizures which present
prototypical rapid shift between two alternative state, easily observable in the EEG.

1.3.2 Dynamical model of seizures

A simple dynamical model of seizure transition can be implanted as a slow-fast pro-
cess, where the interaction of two variables running at two different time-scales is
sufficient to give rise to a fold bifurcation as described above (see figure 1.6). In
such a model, the fast variable represents the mean neuronal firing and the slow one
represents the gradual change in cortical excitability. As it is much slower than the
first variable, the excitability can act as to the control parameter of the system and
is set in such a manner that it is increasing when the system is in the non-ictal state
(first attractor) but decreasing during ictal state (seizure, second attractor), giving
rise to periodic alternations between the two states which resemble in vitro epilepsy
model (red arrows in Fig.1.8) (W. C. Chang et al., 2018). Despite its simplicity, such a

4This particular case of bifurcation is referred to as a fold or more commonly a saddle-node bifur-
cation. The node refers to the stable equilibrium (bottom of the valley) and the saddle to the unstable
equilibrium (hilltop). On this particular point (bifurcation point), both coalesce, leading to their mutual
destruction. Other types of bifurcation exist but they will not be discussed here.

5At least two different definitions of resilience coexist in the dynamical system framework. We
used the one after Scheffer and Holling’s work (Scheffer, 2009; Holling, 1973). It is also the one pre-
viously applied to the context of epilepsy by Chang and colleagues. An alternative definition, which
is not specific to critical transition, would be “the speed with which the system recovers upon pertur-
bations”. As discussed below, these two phenomena - resilience to transition and rate of change - are
well correlated in most models but remain different (Scheffer, 2009). In this work, we will restrict the
term resilience to this first usage, the resilience to critical transition, and use the term stability to refer
to the rate of change.
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FIGURE 1.7: Two different path to critical transition

Bifurcation diagram and corresponding stability landscape representing respectively 1) a
large perturbation which overcomes the system resilience and results in a critical transition
toward an alternative attractor (black arrows) 2) a shift in the control parameter until the
bifurcation point, resulting in a catastrophic bifurcation.

model can already capture interesting aspects of seizure dynamics such as the state
dependent effect of external stimulation (W. C. Chang et al., 2018).

Importantly and in contrast to most previous seizure models, it does not require
parameter modification to give rise to a seizure. Due to the intrinsic bi-stability of
the system, even at a fixed excitability, strong perturbations can pass the threshold
and change the state of the system (black arrows in Fig1.8) (W. C. Chang et al., 2018).

Modeling seizure as an alternative state in a multi-stable system has also been
replicated in more sophisticated models. Bio-realistic models try to replicate the
complexity of biological systems and typically focus on the interactions of individ-
ual neurons, while phenomenological models aim at capturing the global dynamics
and behavior of a system and abstract away from the detailed mechanisms.
Using a bio-realistic cortical model, Fröhlich and colleagues (Fröhlich, Sejnowski,
and Bazhenov, 2010) described seizures as a network transition into coexisting al-
ternative states, which could be induced by transient perturbations even in absence
of parameter modification. The proposed mechanism was a positive feedback be-
tween neural activity and extracellular potassium accumulation, which, when a cer-
tain threshold value is passed, overcomes the natural feedback inhibition.

In order to faithfully describe the complex dynamics before, during and after
seizures, more advanced phenomenological models have also been proposed. One
of the most widely used is the Epileptor. It is a well established seizure model
capable of simulating a vast range of epileptic activity such as interictal spikes,
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FIGURE 1.8: Slow-fast process

Schematic of the slow-fast process model, giving rise to a fold bifurcation and alternating
between two stable states: no seizure and seizure. Adapted from (W. C. Chang et al., 2018)

spreading depression, refractory status epilepticus and both induced and sponta-
neous seizures.
This model could have a direct clinical application as recent studies suggest that it
can be combined with structural imaging to produce individualized patient-specific
virtual brain models (Proix, Bartolomei, et al., 2017). This would allow testing of
clinical hypotheses in silico and a multi-center clinical trial is currently ongoing
(EPINOV).

Intuitively, Epileptor can be seen as an extension in five dimensions of the slow-
fast process (Jirsa et al., 2014), and contains multiple bifurcation respectively gov-
erning the epileptogenicity (system capacity to produce spontaneous seizures), the
onset of epileptic spike as well as the onset and termination of seizure per se (Jirsa
et al., 2014; El Houssaini et al., 2015; Proix, Jirsa, et al., 2018). Importantly, the bifur-
cation governing seizure transition is of the same type as the one described above (a
fold / saddle-node bifurcation), and the core of the model is based on the conceptu-
alization of seizures as critical transitions between two alternative stable states.

As described above, modeling work proposed that epilepsy can be conceptual-
ized as a chronic loss of resilience in the context of a bi-stable system. Seizures then
emerge by the alignment of a transient loss of resilience with some internal stochastic
events. From a clinical perspective, these transient losses of resilience would corre-
spond to the pro-ictal states described in the section 1.2.1 (Baud et al., 2020; Karoly,
Rao, et al., 2021). In addition, the fundamental bi-stable nature of the cortex matches
the clinical observation that seizures can occur in any brain, whether as a result of
a sudden disruption in homeostasis or due to prolonged external stimulation (S.
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Kalitzin et al., 2005; Lisanby, 2007; Zangaladze et al., 2008).

1.3.3 Anticipating ictal transition

The hope of describing seizure onsets as critical transitions resides in being eventu-
ally able to anticipate and ultimately control them. However, observing the bifurca-
tion diagram (Fig1.7), we can observe that changes in the system’s resilience (x-axis)
are hard to capture as they correspond to very slight changes in the system state
(y-axis) until the bifurcation point. Nevertheless, both mathematical (Kuehn, 2011),
computational (Dakos et al., 2012) and empirical evidence (Scheffer, Carpenter, et
al., 2012) from various fields show that a subset of these transitions are accompanied
by the presence of ‘warning’ or ‘precursor’ signs, preceding the critical transition.
When the system approaches the bifurcation, it displays a slower recovery rate from
small perturbations, measurable in a given time series describing the system state.
They can be observed in response to imposed perturbations, or indirectly through
passive recordings. In the latter case, an increased impact of stochastic events can
be seen as an increase of the signal variance and skewness as well as their longer
recovery time as an increased autocorrelation and a decrease in the signal frequency
composition.
In the case of epilepsy, several studies in silico suggested that such precursor signs
could be detected in the EEG signal. They also suggested the superiority of active
probing versus passive metrics (Suffczynski et al., 2008; Carvalho et al., 2021).

1.3.4 In vitro evidence for precursors signs

Some of the most convincing evidence for seizure precursors signs come from in
vitro seizure models. In these models, seizures happen frequently and in a very de-
terministic way, as modeled by the slow-fast process (Fig1.8), allowing to effectively
capture changes in the signal across many events.
Using hippocampal slices in the high potassium model, Chang and colleagues (W. C.
Chang et al., 2018) showed a progressive increase of both active (response to stimula-
tion) and passive (increase variance, autocorrelation, spatial correlation and slowing
in the signal frequency composition) markers. Some of these markers (variance and
frequency composition) present mostly an increase in the last seconds before the
seizure, when the system is putatively in the vicinity of the bifurcation. In contrast,
responses to stimulation presented a steady increase in between two seizures, sug-
gesting that active probing might capture changes in resilience at distance from the
bifurcation.
Using two different in vitro models (low magnesium (Mg2+) and the K+ channel
blocker 4-aminopyridine (4AP)), Graham and colleagues (Graham et al., 2022) also
showed an increased response to perturbations in the seconds before seizure. How-
ever, they described only small changes at the time of the pharmacological manipu-
lation (Mg 2+ wash-out), and then an abrupt “all-or-nothing” increase in the seconds
before the seizure. This could indicate a rapid shift in the underlying resilience in
opposition to the gradual drift described by the slow-fast model.

1.3.5 In Vivo evidence

EEG recordings from patients have also been studied to detect these predicted pre-
cursor signs for spontaneous seizures. The first approach was to examine the EEG
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signal preceding the seizures, but as for the other pre-ictal makers discussed before,
most of the patients didn’t display any specific increases (Milanowski and Suffczyn-
ski, 2016; W. C. Chang et al., 2018; Wilkat, Rings, and Lehnertz, 2019).
These differences with in vitro and in silico findings could be explained by several
factors: 1) the shift toward the bifurcation could happen at a timescale not captured
by these analyses (either in the range of milliseconds or several hours); 2) in vivo
brain’s dynamics could be dominated by other effects, hiding these subtle changes
which are known to be really sensitive to noise (Kuehn, 2011); 3) the loss of resilience
may be confined to a specific brain area and not detectable on EEG recordings from
the scalp or sparse intracranial electrode; 4) retrospective methods may not be effec-
tive in capturing changes due to the unpredictable nature of seizures. Some seizures
may be triggered by strong internal perturbations that occur outside of times of low
resilience, while other temporary reductions in resilience may not lead to seizures.

Tacking advantages of multi-site chronic recordings, Maturana and colleagues
(Maturana et al., 2020) were able to circumvent some of these limitations by inves-
tigating precursor signs on a longer timescale (month to years) and capturing their
probabilistic relationship with seizure occurrences. They showed that, in the ma-
jority of the patients, variance and autocorrelation vary in a cyclical manner on a
long time-scale (several hours to several days), and that seizures tend to happen on
the rising phase of these cycles. Based on these markers, they were able to produce
reasonably accurate probabilistic seizure forecasting. Interestingly, the cycles cor-
related well with previously described cycles in the interictal epileptiform activity
(IEA) ((Leguia et al., 2021)), suggesting the IEA itself can be a marker of the distance
toward the bifurcation.
In rodents, Chang and colleagues report an increase in IEA events in between seizure
clusters as well as changes in the IEA features (line-length, duration, spatial correla-
tion).

As suggested by in silico and in vitro studies, active perturbation in vivo could
improve detection of latent shift in cortical stability. Two studies provided a ‘proof
of principle’ (S. Kalitzin et al., 2005; S. N. Kalitzin, Velis, and Lopes da Silva, 2010;
Freestone et al., 2011) but to my knowledge no study investigated it systematically,
either in patients or in rodent models of epilepsy.

1.3.6 Prediction and intervention

In situations of major transitions such as seizures, the causative event is often as-
sumed to be in close proximity, which can lead to the formulation of false causal
relationships (W. C. Chang et al., 2018; Scheffer, 2009). The notions of dynamical
systems developed in this section imply that seizures occurrences may rather stem
from a slow alteration in the resilience to seizures.
Implementation of real-time estimation of cortical excitability based on markers of
critical transition, both active and passive, has the potential of improving current
seizure prediction models and facilitating the development of dynamically targeted
interventions. Cortical stimulations have been shown to either prevent or start seizures
depending on the underlying dynamics (W. C. Chang et al., 2018). Measuring ad-
equately these dynamics seems therefore a prerequisite for the developments of
closed-loop therapeutic devices (Vonck and Boon, 2015).
In addition, in most dynamical systems, increasing the resilience is easier and much
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more potent than the suppression of stochastic perturbations (Scheffer, 2009). A bet-
ter understanding of the biological determinants that govern seizure resilience and
their fluctuations could help develop new pharmacological intervention. However,
current research on the dynamics of cortical stability and resilience has primarily
focused on EEG signal analysis only, with a lack of connections to underlying bio-
logical mechanisms.
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Aims and hypothesis

2.1 Aims and hypothesis

Dynamical system theory provides scientific explanations and predictive power on
natural phenomena by abstracting dynamic features from their complex system-
level behavior (Ross, 2014). A correct modelisation requires a precise understanding
of these dynamics. In the case of epileptic seizure, a profound understanding of
their dynamical nature is still lacking. Further, the available data are intrinsically
limited, as most of the current work relies either on passive in vivo recordings in
patients (Jirsa et al., 2014; Saggio et al., 2020; W. C. Chang et al., 2018) or on in-vitro
models kept in artificial milieu (Jirsa et al., 2014; Graham et al., 2022; W. C. Chang
et al., 2018). Moreover, this line of work made assumptions on latent features, such
as cortical excitability and/or seizure resilience, which are presumably key, but has
been assumed through proxies and rarely directly measured experimentally. Thus, a
thorough demonstration of presumed dynamical mechanisms making use of active
probing of the involved circuits in a behaving animal is lacking at the present stage.

The overall goal of this thesis is to develop a comprehensive understanding of
cortical stability and seizure resilience with a triple approach, including compu-
tational modeling (in collaboration with Dr. Proix), in vivo experiments in mice
and clinical investigations in patients with epilepsy (in collaboration with Mrs. Van
Maren).

Our working hypothesis is that the limbic circuit operates as a bi-stable dynamics
system, which can be triggered into a seizure state at any given time. Furthermore,
as suggested by recent modeling work, that seizure resilience is directly dependent
on the underlying cortical excitability and can be precisely measured in vivo or in-
ferred from evoked cortical activity.

To test this hypothesis, our first aim was to develop a triple model (computa-
tional, experimental and clinical) of ‘on demand’ induced seizures that can be used
to quantify and model seizure resilience. To achieve this, we used a modified ver-
sion of the Epileptor model, circuit and cell type specific optogenetic stimulations in
non-epileptic mice and intracranial electrical stimulation in patients with epilepsy.

The second aim of this thesis is to characterize how seizure resilience changes
as a function of cortical excitability across all three paradigms. In the dynamical
model, this will correspond to changes in the control parameter, and in vivo, we will
adjust cortical excitability using different doses of both agonist and antagonist of the
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GABA-A receptor.

The third aim of this thesis is to test whether changes in seizure resilience can
be inferred from measurable changes in cortical activity. We will directly correlate
responses to small perturbations with measurable changes in seizure resilience and
use a machine-learning approach to validate and compare both active and passive
proposed markers of seizure resilience.

2.2 Contributions

The following section of this thesis will present the results of a collective effort to
tackle these questions in a translational manner. The mice experiments (Fig. 3.2C,
3.3C, 3.4A-E, 3.5, 3.6C-L as well as all supplementary figures (7-16) are the core of
my PhD work. They were designed by Professor Maxime Baud and myself with in-
valuable inputs from Professor Antoine Adamanditis on optogenetic manipulations.
Krsitina Slabeva, another PhD candidate in the lab, initially contributed to set up the
optogenetics ‘seizure on demand’ model. Once in place, I alone performed all the
data collection and analysis.
For the human investigation (Fig. 3.2D, 3.3D and 3.4H-I), Ellen Van Maren, Maxime
Baud and myself designed the stimulation protocol based on my preliminary data
in mice. Ellen, Maxime and Dr. Juan Anso set up the hardware and software for con-
comitant intracranial stimulation and recording. Ellen performed all the human data
acquisition, preprocessing, and most of the data analysis, which I complemented for
consistency with the animal work. Finally, a large clinical team was involved in-
cluding Mr. Markus Fuchs, Professor Claudio Pollo, Professor Kaspar Schindler and
Professor Werner Z’Graggen.
The dynamical modeling part (Fig. 3.2A-B, 3.3A-B and 3.6B) was done by Dr. Timo-
thée Proix, based on weekly discussion between him, Maxime and myself. I gener-
ated the final figures and wrote the manuscript under Maxime’s supervision, with
occasional inputs from Timothée and Ellen. The work presented here will be the
basis of a forthcoming publication where I will be the first author. A preprint was
already published in February 2021 but contained only a marginal part of these data
(<10%, https://doi.org/10.1101/2021.02.18.431873).
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Methods

3.1 Animals

All mice experiments were conducted in accordance with protocols approved by the
veterinary office of the Canton of Bern, Switzerland (license no. BE 19/18 and BE
51/2022).
A total of 32 C57BL/6JRj male mice aged between 2 and 4 months old were used. Be-
fore surgery, mice were housed in groups in ventilated cages, with food and water ad
libitum under controlled conditions (12:12h light-dark cycle, constant temperature
22°C and humidity 30-50%).

3.1.1 Virus targeting

Mice were anesthetized with Isoflurane (5% in ambient air for induction and 1.5-2%
for maintenance, Abbvie, Switzerland). They were then placed in a digital stereo-
taxic frame (David Kopf Instrument, USA) and body temperature was kept at 37°C
using a rectal probe and closed-loop heating system (Harvard Apparatus, USA).
Eyes were protected with ointment (Bepanthen, Bayer, Germany) and analgesia was
given as subcutaneous injection of Meloxicam 2mg/kg (Boehringer Ingelheim, Switzer-
land). Scalp fur was removed using a depilatory cream (Weleda, Switzerland) and
the scalp was disinfected with Betadine (Mundipharma, Switzerland). After skin
opening, the periosteum was scratched, and bur holes were drilled at the targeted
coordinates. To express Channelrhodopsin (Ch2R) specifically in pyramidal cells
projecting from the medial entorhinal cortex (MEC) to the CA1 region of the hip-
pocampus (PCMEC−>CA1), we used an intersectional strategy with two recombi-
nant adeno-associated viruses (AAV) injected in two different target brain regions,
such that only neurons transfected with both viruses would express ChR2 (Supp.
Fig. 8 A-C) : 1) 450nl of a retrograde virus containing the opsin on inverted cas-
sette (AAVretro-EIFa-DIO-Ch2R(H134R)-eYFP from UNC Vector Core, USA) were
injected into CA1 right (coordinates: antero-posterior (AP) -2.0mm from Bregma,
medio-lateral +1.3mm from Bregma and dorso-ventral -1.6mm from the skull level).
2) 450nl of an anterograde virus containing the Cre recombinase under CamKII pro-
moter to target pyramidal cells (AAV1-CamKII-Cre-SV40, Addgene, USA) were in-
jected into the right MEC (+3.2mm laterally from Lambda along the lambdoid suture
and DV -2.5mm from skull level). Viruses were loaded on a 500nl Hamilton syringe
(Model 7000.5, Hamilton Company, USA) and injected using a micro-infusion pump
(Pump 11 Elite Nanomite, Harvard Apparatus, USA) at the rate of 50nl/min, with
10 min pause before syringe retraction. The skin incision was then sutured and ani-
mals were put back in their home-cage. They were monitored and received analgesia
(Meloxicam 2mg/kg) for 3 days.



22

Three other virus constructs were used for different kinds of control (see Supp.
Fig. 9, 10, 11A): 1) To control that Channelrhodopsin was necessary to induce seizure,
two mice received the same two viruses at the same coordinates, but without the
Channelrhodopsin (AAV1-CamKII-Cre-SV40 and AAVretro-EIFa-DIO-eYFP (8). 2)
To control that seizure could also be induced by direct stimulation of CA1 pyrami-
dal cells, four mice received an anterograde virus in CA1 (450nl of AAV2-EIFa-DIO-
Ch2R(H134R)-eYFP)(9). 3) To control if seizure could also be induced by stimulation
of inhibitory cells, four PV-ires-Cre mice received a cre-dependent anterograde virus
in CA1 (AAVdj-EIFa-DIO-Cheta-eYFP)(10). The cheta ospin was chosen to allow
stimulation at higher frequencies (80 and 100Hz) in fast spiking neurons. Details of
every animal used can be found in the supplementary tables 2 (18) and 3 (19) .

3.1.2 Mice electrodes implantation

Three weeks after viral injection, mice were implanted with intracranial electrodes
for multisite intracranial EEG recordings. . To obtain faster recovery after long surg-
eries, a reversible mix (10 l/g) was used for anesthesia, with the following composi-
tion: 10% Midazolam 5mg/ml (Sintetica, Switzerland), 2% Medetomidine 1mg/ml
(Graeub AG, Switzerland), 10% Fentanyl 0.05mg/ml (Sintetica, Switzerland) and
78% NaCl 0.9%. Otherwise, surgery was carried out as described above through
the same incision. Bilateral frontal skull EEG screws (1.9mm, Paul Korth GmbH,
Switzerland) were soldered to a stainless-steel cable (W3 wire, USA) and inserted at
coordinates -1.0AP, ±2.0ML. Reference and ground EEG screws were inserted above
the cerebellum and the olfactory bulb, respectively. Intraparenchymal depth elec-
trodes, made of tungsten wires (76.2m, model 796000, A-M System, USA), were
pinned in an 18-EIB board (Neuralynx, USA) and inserted one by one and glued in
place at the following coordinates: MEC on the lambdoid suture, ±3.2ML, - 2.5DV;
CA1 -2.0AP, ±1.3ML, -1.6DV; DG -2.0AP, ±1.3ML, -2.3DV; CA3 -2.0AP, ±2.2ML, -
2.2DV and Subiculum -3.2APm, ±1.6ML and -1.8DV (All DV coordinates are cal-
culate from skull level). The right entorhinal electrode was glued to a homemade
optical fiber implant (200m, 0.39 NA Core Multimode Optical Fiber, FT200EMT in-
serted and glued into CFLC128 ceramic ferrules, Thorlabs, USA) (Sup. Fig. 3E).
In three mice, linear 16 channels silicon probe (A1x16-3mm-100-177, NeuroNexus,
USA) were implanted in the right hippocampus, instead of the CA1/DG R home-
made electrodes.

Mice were woken up with a mix for reversing anesthesia (10 l/g), composed of
5% Atipamezole 5mg/ml (Graeub AG, Switzerland), 2% Naloxone 4mg/ml (OrPha
Swiss GmbH, Switzerland), 50% Flumazenil 0.1mg/ml (Anexate, Roche, Switzer-
land) and 43% NaCl. After the surgery, mice were monitored in their home-cage for
a week and received analgesia (Meloxicam 2mg/kg) for three days. During a brief
isoflurane anesthesia, the mice were connected to the EEG recording system, and
habituated for another week to freely move with the cables fixed to a moving hook.

3.1.3 EEG Data Acquisition

The implanted EIB board was connected to either a HS-16-CNR-MDR50 Neuralynx
or a RHD 16-channel Intan (Intan Technologies, USA) headstage, and the optic fiber
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to a home-made optical patch cord (optic fiber FT200EMT glue in a FC/PC connec-
tor, 30230G3, Thorlabs, USA). EEG, EMG and LFP signals were amplified and digi-
tized at 2KHz using either the Digital Lynx SX data acquisition system (Neuralynx,
USA) or the Intan RHD USB interface board (Intan, USA).

3.1.4 Optogenetic stimulation

For opto-stimulation, a patch-cord was connected to a 473nm blue laser (Cobolt 06-
MLD, HÜBNER Photonics GmbH, Germany) controlled by a Matlab (Mathworks,
USA) script through a pulse train generator (PulsePal 2, Sanworks, USA). The digi-
tal trigger signal was recorded along with the electrophysiology data. The analogue
modulation mode of the lasers was used to stimulate with different light intensi-
ties by employing varying input voltages. Maximum intensity was calculated to be
around 30mW at the tip of the optic fiber. The reliability of the laser outputs and
modulation was ensured previously by recording laser power for each of the stim-
ulation protocols with a photodiode (PM100A, Thorlabs) connected to the Digital
Lynx with a Universal Signal Mouse board (Neuralynx Inc., USA).

3.1.5 Scoring seizure severity

Video of the seizures were recorded using zenithal webcams (HD Pro C920, Log-
itech, Switzerland) and the OBS Studio software (https://obsproject.com/). Video
recordings of the induced seizures were scored offline and blinded to pharmaco-
logical condition, using a modified Racine scale as follow: 0: no visible change, 1:
behavioral arrest, 2: clonus without rearing, 3: clonus with rearing, 4: clonus and
falling on side, 5: wild jumping, 6: death.

3.1.6 GABAergic agonists and antagonists

Diazepam (Valium 10mg/2ml i.m./i.v., Roche, Switzerland) and Pentylenetetrazole
(PTZ, P6500, Sigma-Aldrich, USA) were diluted in NaCl 0.9% in order to inject a
constant volume (2l/g i.p.) across conditions. Diazepam dose was set at 5mg/kg if
not specified otherwise. Sub-threshold PTZ dose was set at 20mg/kg. If this dose
led to an unprovoked seizure, data from this protocol were discarded and the next
dose for this animal was reduced by 75%.
In some animals, Picrotoxin (PTX, P1675, Sigma-Aldrich, USA), another GABA an-
tagonist, was also used at a sub-threshold dose of 0.75mg/kg and diluted in DMSO.

3.1.7 Recording sessions

Each of the recording blocks included three 90-min afternoon sessions (second half of
the light phase) with three different pharmacological conditions (Diazepam (BZD),
Sub-threshold Pentylenetetrazole (PTZ) and NaCl) (Supp. Fig.7), in a random order
at intervals of 48-72h to allow for drug elimination and avoid excessive kindling (i.e.
the tendency for seizures to become more severe over time). To avoid changes in
cortical excitability related to vigilance stages, mice were kept awake by gentle pok-
ing.

Each session contained first a 10min baseline recording, and then 3 different stim-
ulation protocols preceded each time by an i.p. injection of the same drug (BZD, PTZ
or NaCl) 3min before (See Sup. Fig. 3A). The protocols were, in a fixed order:
1) 270 paired pulses (PP) at varying inter-pulse intervals (6-2000ms) over 45 min,
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with three different intensities (1/3 max intensity, 2/3 max intensity or max inten-
sity) for the first (‘conditioning’) pulse and a fixed intensity (2/3 max) for the second
(‘probing’) pulse.
2) 60 single pulses (SP) at 12 different intensities, linearly distributed in the range
of the laser analogue modulation (0.45V to 1V), over 45min. 10 additional low in-
tensities (analogue modulation 0.45V-0.55V) were used to determine the minimal
intensity necessary to obtain a detectable response (rheobase) in the EEG.
3) Train stimulations (20 Hz) of increasing duration (0.25 to 30sec, presented at one-
minute intervals) for seizure induction until a seizure occurred (Sup. Fig. 3A).Seizures
were visually detected by a trained experimenter as sustained (>10s) ictal activ-
ity continuing after the end of the stimulation. All animals (non-epileptic, n=17)
showed seizures from the first session.

All pulse simulations consisted of 3ms light pulses. During their respective pro-
tocol, SP and PP were present in a random order every 8-12 seconds. Second and
third i.p. injections in-between protocol were necessary due to the fast PTZ elimi-
nation 1,2.These additional injections were respectively, for PTZ and Dz, of 50% and
10% of the initial doses due to differences in elimination rate (Yonekawa, Kupfer-
berg, and Woodbury, 1980; Yoong et al., 1986).

Seizure induction protocol at different stimulation frequencies (4, 7, 10, 20, 40Hz)
were also tested on 5 animals. Each recording block consisted of three sessions at a
given frequency, corresponding to the three different pharmacological conditions
randomized. Some animals (n=8) underwent a similar experiment to test an even-
tual dose-response effect of Diazepam. The experimental protocol was the same (PP,
SP and seizure induction) but the block consisted of a control condition (NaCl) and
four different doses of Diazepam (1, 3, 5 and 7mg/kg) in a randomized order. Fi-
nally, 5 mice also undergo the same protocol with a subthreshold dose of another
GABA-A antagonist, the picrotoxin 0.75mg/kg.

3.1.8 PTZ chemically-induced seizures

For this experiment, recording sessions were planned as follow: 10min baseline
recording, followed by a first protocol of stimulation with only single pulse (20
pulses at maximum intensities, every 8-12 seconds) to probe cortical excitability be-
fore PTZ injection (baseline), and then a second similar 1h SP protocol following
after an i.p. injection of a supra-threshold PTZ dose (30-40mg/kg). Seizures were
detected off-line by a trained experimenter as sustained (>5s) ictal activity. Control
animals (receiving supra-threshold PTZ but not single pulse) underwent the same
protocol but without receiving any light.

3.1.9 Mice histology

Animals were euthanized after the end of the recording blocks. They were anes-
thetized with 250mg/kg Pentobarbital (Esconarkon 1:20, Streuli Pharma AG, Switzer-
land) and transcardially perfused first with cold NaCl 0.9% and then with 4% formalde-
hyde for 5min each. Extracted brains were post-fixed in 4% formaldehyde (Grogg
Chemie, Switzerland) for 24h, then transferred in sucrose for 48h before being flash-
freezed with -80° methylbutane. Brains were then sliced along the sagittal axes
(40µm slices) on a cryostat (Hyrax C 25, Zeiss, Germany), and collected in PBS.
For immunostaining against the GFP and NeuN proteins, slices were first incubated
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1h in a blocking solution composed of PBST and 4% bovine serum albumin. Free-
floating slices were then incubated 48h at 4° with a mix of anti-GFP (1:5000, Ref.
A10262, Invitrogen, USA) and anti-NeuN (1:1000, Ref. 2931160, Millipore, USA).
They were then rinsed 3x10min with PBS containing 0.1% Triton and incubated 1h
at room temperature with two secondary antibodies of different colors, AlexaFluor
488 (1:500 Abacam, ab96947) for the anti-GFP primary antibody and AlexaFluor 555
(1:500, Ref. A21422, Invitrogen, USA) for the anti-NeuN primary antibody. Finally,
slices were washed again 3 x 10 minutes and mounted on glass slides. Images were
obtained using an epifluorescence microscope (Olympus BX 51, Olympus Corpora-
tion, JP) at different magnifications (4-10x).

3.2 Human subjects

Human data were collected from 7 patients with intractable epilepsy undergoing
invasive presurgical evaluation with stereo-EEG at Inselspital, Bern. Electrodes were
implanted as necessary for seizure localization purposes and without relationship
to the present research study. These intracranial EEG electrodes enable direct cortex
stimulations with pulses of electrical current to probe cortical excitability in the form
of cortico-cortical evoked potentials (CCEPs), hereafter termed cortical responses for
simplicity. The patients provided informed consent for participation and this study
was approved by the ethics committee of the Canton Bern (ID 2018-01387).

3.2.1 Data acquisition

Each intracerebral electrode (DIXI medical, Microdeep®, France) consists of 8-18
platinum channels with a diameter of 0.8 mm and a length of 2 mm with varying
spacing. The MRI and postsurgical CT were co-registered using the Lead-DBS soft-
ware (www.lead-dbs.org) to determine the exact location of each electrode contact.
A neurologist (MOB) labeled the channels based on their anatomical locations. The
intracranial EEG recording was amplified using a 128 channel Neuralynx ATLAS
system (Neuralynx Inc., USA), with a sampling frequency of 2KHz, a voltage range
of ± 2000µV along with a digital trigger signal to identify stimulation onsets.

3.2.2 Cortical electrical stimulations

A neurostimulator (ISIS Stimulator, Inomed Medizintechnik GmbH, Germany) was
used to deliver a single or a train of bipolar (neighboring contacts) stimulations at
varying intensity and with a square-biphasic pulse of total width 1ms. The same
stimulation protocol was repeated before and after the intravenous administration
of clonazepam 0.5-1 mg, a GABA-A receptor agonist of the benzodiazepine class
(BZD), given for medical reasons (end of clinical work-up). The single pulse pro-
tocol (SP) consisted of varying intensities ranging from 0.2 – 10mA, each pulse re-
peated three times and randomly delivered with an inter-stimulation-interval (ISI)
of at least 4 s. The paired-pulse protocol (PP) consisted of a first conditioning pulse
varying in intensity (1, 2 or 4mA) followed by a second probing pulse with fixed
intensity of 2mA at varying inter- pulse-interval (IPI) ranging from 10 to 2000ms.
The inter-stimulation-interval (ISI, between blocks of paired-pulses) randomly var-
ied between 9- 24 seconds (See Sup. Fig. 7).

Seizure inductions in the human subject were done only as part of the clinical
investigation (focus localization). It consisted of 60Hz bipolar stimulations at 1-3mA
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for a few seconds (1-5s). In one patient, the procedure was repeated after the intra-
venous administration of clonazepam 0.75 mg, allowing a direct comparison with
baseline condition.

3.3 Signal Processing and data analysis

3.3.1 Pre-processing

The human EEG signals were preprocessed in Matlab (The MathWorks, Inc., Nat-
ick, Massachusetts, United States) in the following steps: 1. calculating bipolar
derivations by subtracting monopolar recordings from two neighboring channels
on the same electrode lead, discarding most of the stimulation artifacts. 2. remov-
ing remaining stimulation artifact by interpolation of a 12ms window ([-2, 10]ms
from trigger onset). A kriging technique is applied where a linear fit with random
noise (gaussian distribution of standard deviation of 50ms preceding data) connects
the beginning and the end of the interpolation window. 3. bandpass 0.5 – 200Hz
and 50Hz (and harmonics) notch filtering followed by resampling to a frequency of
500Hz.

The mice EEG signals were preprocessed in Python (Python Software Founda-
tion, https://www.python.org/) with a 0.5-800Hz band-pass and a 50Hz (and har-
monics) notch filter.

3.3.2 Single channel-level cortical response analysis

All the remaining signal analysis was carried out using custom Python scripts and
following identical steps for mouse and human data.
The evoked response to a stimulation pulse was measured as the line-length (LL)
per millisecond (ms) of the LFP signal as follows:

LL =

N
∑

i=1
|(xi − xi−1)|

N
∗ s f /1000 (3.1)

Where N is the number of datapoints over which the LL is calculated, sf is the sam-
pling frequency and x the EEG signal measured as voltage difference at each dat-
apoint. For single and paired pulse responses, the LL was calculated over the first
250ms (Sup. Fig. S3 B). For humans, this window includes both negative peaks of
a typical CCEP described in human (Keller et al., 2018). For the 20Hz train stim-
ulations on mice, the LL was calculated during the 53ms window in between two
pulses. LL in train stimulations could not be calculated for human data due to the
electrical artifacts.
For each session and each intensity, the pulses with the higher LL were visually
checked to ensure that there was no artifact and removed otherwise. This process
was done blind to the session condition.

3.3.3 Network-level cortical response analysis

To measure differences in single pulse evoked-responses across multiple electrodes
and stimulation intensities and summarize it in a single value, we used non-negative
matrix factorization (NMF). For each subject (mice or human patients), responses to
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each single stimulation across session and condition were measured in each elec-
trode using the LL as described above and stacked into an input matrix V of di-
mension Nelectrodes x Nstimulations. The NMF algorithm (sklearn implementation) then
decomposes (factorizes) in a non-supervised manner the input matrix V into two
smaller matrices W (size Nelectrodes x Rank) and H (Nstimulations x Rank) using the
multiplicative updates algorithm (Devarajan, 2008). In our context, W represented
the weights assigned by the algorithm to each electrode and H the activation coeffi-
cient of these weights for each stimulation. The rank corresponds to the number of
sub-networks in which the input matrix can be decomposed. The value of H then
estimates the activation, for a given stimulation, of each sub-network.
In mice optogenetic experiment, only one stimulation site was used (MEC) and all
EEG electrodes, implanted in limbic areas, showed robust evoked responses. There-
fore, a rank of 1 was always selected (Sup. Fig.7 D). In humans, for each patient
two different stimulation sites were used and only part of the recording electrodes
showed evoked responses.
Consequently, we performed a stability NMF analysis (S. Wu et al., 2016) for each
patient and chose the optimal rank number between 2 and 8. For each stimulation
site, sub-networks that show increased response to increasing stimulation intensity
were then selected as the responsive sub-networks and kept for analysis, effectively
discarding background noise from non-responsive electrodes (Sup. Fig.7 E).

Finally, for each sub-network and each pharmacological condition, we compute
an input-output response curve by computing the average H coefficient in response
to each stimulation intensity. The area under this curve (I/O AUC) was used to
measure the overall network responses across intensities and electrodes.

3.3.4 Passive indicators of critical transition

In addition to active probing, several passive metrics have also been used in the past
to evaluate the proximity to a bifurcation. To measure them, we used EEG signal at
distance (4s) from the single and paired pulse stimulations (See Sup. Fig. 3B). Six
classical markers of critical slowing in the time- and frequency-domain were com-
puted: variance, skewness, line-length, autocorrelation, spatial correlation and 1/f
spectral exponent (Scheffer, Bascompte, et al., 2009).

Variance, skewness and width-half of the autocorrelation function were respec-
tively calculated for each channel on 4s EEG epochs, bandpassed between 0.5-100Hz,
respectively with the Numpy, Scipy and statsmodels functions following these equa-
tions:

Variance = ∑N
i=1(xi − x̄)(xi − x̄)

N
(3.2)

Skewness =
√

N(N − 1)
(N − 2)

∑N
i=1(xi − x̄)3

Nσ3 (3.3)

Autocorr =
∑N

i=k+1(xi − x̄)(xi−k − x̄)

∑N
i=1(xi − x̄)(xi − x̄)

(3.4)

Where N is the number of datapoints, x the measured EEG voltage at each data-
point, x̄ the mean EEG voltage, and σ the standard deviation, i.e. the square root of
the variance.
For the autocorrelation, the measure taken was the width of at the half maximum
of the autocorrelation function. For the spatial correlation, the Pearson correlations
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were calculated in-between each electrode pair and then averaged to obtain a mean
spatial correlation.
Finally, to assess potential shifts in non-oscillatory spectral content, the 1/f power
law exponent from 10 to 250Hz were extracted from the signal after removing oscil-
latory peak using the FOOOF toolbox (T. Donoghue et al., 2020).

3.3.5 Statistics

Statistical testing was performed using bootstrap estimation statistics methods on
group averages and graphical representations(Ho et al., 2019). Differences between
conditions are calculated and reported as the mean difference (i.e. the effect-size)
and its 95% confidence interval (95%CI) in brackets, obtained by performing boot-
strap resampling 5000 times. For comparison across conditions, data were always
either paired or normalized by block to control condition (NaCl in mice, baseline in
human) (See Sup. figures 7).

3.3.6 Classifer

To investigate the consistency of our effects at the single trial level, we trained lo-
gistic regression classifiers to determine the pharmacological condition based on the
EEG signal. We build 3 different classifiers: 1) one taking as input the EEG traces
after a single pulse for all the channels, in a 250ms window 2) one using the six pas-
sive indicators of critical transition described above, calculated on a 4s EEG epochs
in-between two pulses for each channel (see Sup. figures 7 B)and 3) one using all the
passive indicators and also the magnitude of the response to the single pulse.

The classifiers were built using the sklearn multiclass implementation of the lo-
gistic regression with l2 regularization to avoid overfitting. The classifier was then
trained to attribute to a given vector Xi a probability pk to belong to a given class k
as follow :

pk(Xi) =
eXiWk+Wo,k

∑K−1
l=0 eXiWl+Wo,l

(3.5)

Where K is the total number of classes and W the coefficient matrix. As a classifica-
tion problem, the objective for the optimization is then:

minW Ci = 1n
K−1

∑
k=0

[yi = k] log(pk(Xi)) + l2 (3.6)

With yi being the label of the observation Xi, n the total number of observations and
l2 the penalty term.

Each classifier was trained animal by animal to discriminate between three classes
(NaCl, PTZ subthreshold and Diazepam) using a 5-folds cross-validation strategy.
Performance were calculated with the F1-score as follow:

F1 =
TP

TP + 0.5(FP + FN)
(3.7)

Where TP, FP and FN are respectively the number of true positives, false positives
and false negatives. To determine the chance level, classification scores were com-
pared with the ones obtained from surrogate dataset in which the class labels were
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permuted 100x. P-values were then obtained using this formula:

p − value =
C + 1

nperm + 1
(3.8)

Where C is the number of permutations whose score is higher than the true score,
and nperm the total number of permutations.

3.4 Epileptor Model

The Epileptor is a well-established five-dimensional neural mass model of seizure
activity (Jirsa et al., 2014; El Houssaini et al., 2015; Proix, Jirsa, et al., 2018; W. C.
Chang et al., 2018). Conceptually, this model is divided into three interconnected
subsystems: a fast subsystem (variables x1 and y1) models fast ictal discharges, a
slower subsystem (variables x2 and y2) models slower spike-wave events, and a
very slow permittivity variable z which governs the switching between ictal and
interictal states (Jirsa et al., 2014). We used a slightly modified version of the original
Epileptor, by adding a coupling from the spike-and-wave subsystem onto the fast
subsystem, implemented as follows:

x1 = y1 − f1(x1, x2)− z + I1 + 0.2(x2 + .7) (3.9)

y1 = y0 − 5x2
1 − y1 (3.10)

x2 = −y2 + x2 − x3
2 + I2 + 0.002g(x1)− 0.3(z − 3.5) (3.11)

y2 =
1
τ2
(−y2 + f2(x2)) (3.12)

z =
1
τ0
(x1 − z) (3.13)

with:

g(x1) =

t∫
t0

e−γ(t−τ)x1(τ)dτ (3.14)

f1(x1, x2) = { x 3
1 − 3x2

1 if x1 < 0(x2 − 0.6(z − 4)2)x1 if x1 ≥ 0

f2(x1, x2) = { 0 if x2 < −0.256(x2 + 0.25)x1 if x2 ≥ −0.25

Stimulation occurs on I2

with τ0 = 20000, τ2 = 10, I1 = 3.1, I2 = 0.45 + Istim2, and γ= 0.01. Note that
compared to the original Epileptor parameters, tau0 was chosen with a larger value,
to obtain longer seizure and interictal period duration.
In our in vivo experiments, seizures did not occur spontaneously, but were the result
of electrical or optogenetic stimulations which resulted in synchronous population
discharges. Unless otherwise stated, we thus chose the excitability (or epileptogenic-
ity) parameter x0 such that no seizure occurs spontaneously, i.e. x0=-2.12 for the
NaCl condition, x0=-2.09 for the PTZ condition, and x0=-2.15 for the BZD condition.
We modeled electrical stimulations as an additional input Istim2 to I2 to the spike-
and-wave (x2,y2) subsystem. The stimulation amplitude Istim2 was set to 5, unless
stated otherwise. To allow repetitive stimulation to induce seizures, we added a
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coupling term (0.2(x2 + 0.7) in the first equation) in the fast subsystem (x1,y1). Initial
conditions were chosen for each excitability condition such that the system was ly-
ing on the fixed point at the beginning of the simulation.

The time correspondence between simulations and experiments was chosen such
that one time step in the simulation corresponds to 10 ms of real time. Temporal
stimulation parameters were then chosen as in the experimental setting (frequency:
20Hz, stimulation duration: 3 ms). The system was simulated using a fourth-order
Runge–Kutta methods.
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Results

To characterize how small and large perturbations can respectively probe cortical
stability and overcome seizure resilience, we adopted a combination of theoretical,
experimental and clinical approaches. Predictions of the well-established Epilep-
tor model (Fig.3.2A-B) were systematically tested using optogenetic stimulations in
non-epileptic mice (Fig 3.2C) and electrical stimulation in patients with epilepsy (Fig
3.2D).

3.5 Dynamics of ictal transitions in the Epileptor model

The Epileptor is a well-established five-dimensional neural mass model of seizure
activity (Fig. 3.2A)(Jirsa et al., 2014). Intuitively, Epileptor is divided into three inter-
connected subsystems which capture dynamics at different timescales and represent
the building blocks of the interictal-ictal sequence in epilepsy: 1) a fast subsystem
(variables x1, y1) generating high-frequency activity (i.e. 100Hz) corresponding to
the ones seen at the onset and during seizures (HFA, e.g. 30-150Hz, sometimes called
‘tonic’ discharges), 2) a slower subsystem (variables x2, y2) which models slower
spike-wave discharges (SW) and corresponds to the pathognomonic sharp deflec-
tions (70-200ms) followed by an aftergoing slow-wave, visible both during seizures
(sometimes called ‘clonic’ discharges) and during interictal periods (the ‘epileptic
spikes’), 3) and a very slow variable z which governs the switching between ictal
and interictal states at longer timescale (Jirsa et al., 2014). Importantly, this variable
z is directly dependent from the control parameter x0 which sets the system level of
excitability, defining the existence and stability of the ictal and non-ictal states (Fig.
3.1). In contrast to previous usage of the model, we explored brain stability mostly
for cortical state where no seizure occurs spontaneously and studied how it reacts to
small and large perturbations.
The ensemble of the explored dynamics can be captured in a bifurcation diagram
(Fig. 3.1C) that summarizes changing cortical stability (so-called stability landscapes
in Fig. 3.1A) as the cortical excitability is varied. Central to our study, we induced
short and long excursions away from a point of stability, reflected in transient corti-
cal response or self-sustained seizures to small and large perturbations, respectively.

3.6 Probing cortical stability

Small perturbations, delivered as single-pulses at discrete time-points, can be used
to probe cortical stability: perturbations will lead to a stable excursion away from the
attractor and return, whereas a large-enough perturbation will lead to an unstable
excursion into a seizure (effectively crossing the seizure threshold). In Epileptor, per-
turbations are implemented as single-pulse stimulations of the subsystem in charge
of the spike-wave events, mimicking the population discharges visible in vivo for
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FIGURE 3.1: Dynamics of ictal transitions

A. From a dynamical system perspective, the brain can be conceptualized as a bistable sys-
tem forming a stability landscape with two coexisting basins of attraction (also called fixed
points or attractors, full thick line) - the “non-ictal“ and “ictal” states - on either side of a
separation - the seizure threshold (also called separatrix, dashed thick line). At any given
time point, the system (black ball) can orbit within one of the basins of attraction or travel
over the threshold, consisting in an ictal transition. In physiological conditions(brown land-
scape), the brain is excitable, but the “non-ictal” attractor is deep, preventing spontaneous
ictal transitions, and presenting high seizure resilience. In the presence of small perturba-
tions, the system’s trajectory is slightly deviated from its attractor (bottom of the basin),
before returning to it. Strong enough perturbations can nevertheless lead to ictal transitions.
Bi-directional changes in cortical excitability redefine the stability landscape and lower (yel-
low) or heightens (green) seizure resilience. If the excitability reaches the bifurcation point
(empty black dot), the “non-ictal” attractor disappears and the system is forced to transition
to the ictal state (red landscape). Here, cortical excitability is a control parameter which de-
fines the existence and stability of the ictal and non-ictal states in this bifurcation diagram.
B. Table of the different concepts of dynamical system theory with their application in the
context of epileptology. C. Bifurcation diagram represents the location of the stable equilib-
riums (full thick lines) against the parameter. It is a 2-dimensional version of the diagram in
A. Numbers correspond to the concepts in the table in B.
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single pulse stimulations (Fig. 3.2 A-B2).
In vivo, they correspond respectively to 3ms optogenetic single-pulse stimulations
in mice (Fig. 3.2 C2) and intra cortical electrical 1ms single-pulse stimulations in
humans (Fig. 3.2 D2). Although their exact shape could vary, the evoked response
in silico, in mice and in human shared invariant features such as a sharp deflec-
tion, followed by an after-going slow wave over a total of 500ms that resemble
interictal discharges in epilepsy (Fig. 3.2 B2-D2). The magnitude of the response
to perturbation was quantified as the line-length, an integrative measure of voltage
changes over time (see methods). Intuitively, line-length directly reflects the length
of the path traveled on an excursion around the attractor upon perturbation (small
double-arrows in Fig. 3.1A and Fig. 3.2 A2). In the three paradigms, single-pulses
of increasing intensity resulted in a non-linear increase in evoked cortical responses,
with a floor effect, a rapid rise in magnitude and a plateau (Fig. 3.2 B3-D3). Dynami-
cally, this sigmoid input-output response curve results from an increase in gradients
(the landscale slope in Fig. 3.1A) at a distance from the non-ictal attractor (Fig. 3.2
A3).

When the system is far from the bifurcation (brown landscape in Fig. 3.1), small
perturbations are insufficient to challenge cortical stability. However, large enough
perturbations can overcome seizure resilience and push even healthy cortex into the
ictal state. In the model, non-epileptic mice and humans with epilepsy, trains of sim-
ulations over seconds induced self-sustained seizures, revealing the fundamentally
bistable nature of the cortex (Fig. 3.2 C4-D4). The amount of imposed perturbation
necessary for an ictal transition directly reflects the distance between the attractor
and the seizure threshold (Fig. 3.2 A4). Practically, we quantified this distance by
imposing series of pulse-trains of increasing duration and measured: 1) The ‘time-
to-seizure’: practically, the time of stimulation necessary to induce a seizure for some
given stimulation parameters (amplitude, frequency) (Fig. 3.2 B7-C7), which could
be derived in all three paradigms. 2) The ‘Distance-to-seizure (threshold)’: the total
path necessary to reach the seizure threshold, measured from the EEG signal as the
cumulative line-length until the seizure onset. For electrical stimulation in humans,
the presence of stimulation artifacts during the train stimulation forbids this more
sophisticated measurement. In mice and in silico, a pulse by pulse analysis of the
responses to train stimulation showed that the response is not constant but follows
a bell curve, rising and then declining before the seizure starts. Dynamically, this
bell-shaped curve results from changes in gradients encountered in the trajectory to
the seizure threshold (Fig. 3.2 B7-C7).

Epileptor also makes negative predictions, for example on the lack of resonance
properties of the system, and the resulting impossibility to trigger seizures with in-
hibitory inputs. To verify these additional predictions in vivo, we tested several
ways of inducing seizures in the healthy CA1 region of the hippocampus in mice
(Suppl. Fig. 9,9,10,11A). Limbic seizure could be triggered by both stimulation of
entorhinal excitatory inputs (layer III pyramidal cells, Supp. Fig. 1) or downstream
stimulation of the CA1 pyramidal cells (local excitation, Supp. Fig. 9) but not local
parvalbumin interneurons (local inhibition, Supp. Fig. 11) . Additionally, we did
not find any specific resonance frequency, but merely a faster integration for higher
frequency stimulations (Suppl. Fig. 11B). Further suggesting a lack of resonance,
seizures could also be triggered by irregular train of stimulations (Suppl. Fig. 11C) .
These features are characteristics of an integrator type of bifurcation (saddle-node or
saddle-node on invariant circle bifurcations (Izhikevich, 2007)), which correspond to
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the ones mathematically implemented in Epileptor for seizure and epilepsy onsets
(Jirsa et al., 2014).

3.7 Modulation of cortical response to perturbation

Changes in cortical excitability (i.e. the control parameter) predictively lead to changes
in cortical stability, resulting in modification of cortical responses to perturbation
and seizure resilience (Fig. 3.3 A1). In Epileptor, decreases or increases in cortical
excitability (variable x0 set at different values) redefines the stability landscape (Fig.
3.1 A) and modifies the gradient field towards the non-ictal state (Fig. 3.3 A1-A2).
Consequently, when small perturbations are applied (single-pulse, same as in Fig.
3.2 B2), the cortical response will decrease (Fig. 3.3 B1 green) or increase (yellow).
These changes, quantified as the line-length of the cortical response in each condi-
tion, are particularly visible for intermediate stimulation intensities (Fig. 3.3 B2).
For experimental verification of these effects in mice, we used pharmacological ag-
onists (Benzodiazepines, diazepam i.p. in mice) or antagonist (subthreshold PTZ,
i.p. 10-20mg/kg) of the GABA-A receptor, established drugs which respectively
decrease and increase cortical excitability (Yonekawa, Kupferberg, and Woodbury,
1980; Yoong et al., 1986). As predicted, optogenetically evoked cortical responses
in mice were significantly decreased in presence of the Benzodiazepine (BZD) and
increased in presence of PTZ (quantification in CA1 R at max intensity: mean dif-
ference across mice after bootstrapping: -22.5%, 95%CI [-18, -26], for BZD and +10%
[5,17] for PTZ, Fig3 C1). The effect was most prominent for intermediate intensities
and resulted in both a vertical and a horizontal shift of the sigmoid input-output
curve (Fig. 3.3 C2). Capturing the modulation of cortical response across stimula-
tion intensities, the area under the curve (AUC) showed significant modification as
a function of cortical excitability (mean difference after bootstrapping: -17% [-14,-20]
for BZD and +15% [8,23] for PTZ). In the case of benzodiazepines, this reduction was
dose-dependent (tested for doses between 1 and 7 mg/kg, See Supp. Fig. 12 A-D).

For verification of these effects in humans, we compared cortical responses be-
fore and after administration of i.v. clonazepam given for clinical reasons. Decreased
responses to small perturbations were also observed in the human cortex (Fig. 3.3
D1), mostly for intermediate intensities (3-7 mA, Fig. 3.3 D2). Each patient had a dif-
ferent electrodes montage dictated by clinical need and received only a low number
of single pulses; therefore statistical analysis has only been performed at the group
level with network responses (see below).

3.8 Modulation of cortical resilience

Further, these detectable changes in cortical responses to small perturbation at differ-
ent degrees of cortical excitability were systematically associated with correspond-
ing changes in seizure resilience. In silico and in mice, seizure induction was achieved
at three different degrees of cortical excitability (Fig. 3.3 B3-C3) and the differences
in seizure resilience were calculated both as ‘distance to seizure threshold’ and ‘time
to seizure’ (Fig. 3.3 B5-C5). Modulation of cortical excitability also induced changes
in the dynamic cortical response during the train stimulations. The bell curves de-
scribed previously were respectively shrunk or elongated, in presence of increased
or decreased cortical excitability (Fig. 3.3 B6-C6). Across 18 mice and 107 sessions,
‘Time-to-seizure’ and ‘Distance to seizure’ were significantly increased with BZD
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FIGURE 3.2: Probing cortical stability and seizure resilience

Modeling (A), simulation (B), experimentation in mice (C) and study in humans (D) of the
dynamics of cortical responses and ictal transitions. A1: Cortical stability is modeled by
the differential equations of the Epileptor model. B1: Simulation of the effect of stimula-
tion by an in-silico implementation of the equations. C1: Cortical stimulations in healthy
mice with 3ms optogenetic pulses to control the firing of projecting pyramidal neurons from
the Entorhinal (layer III) to the hippocampal cortex (supp. Fig. 8). D1: Cortical stimu-
lations in human patients with epilepsy undergoing an invasive diagnostic work-up with
stereotaxic EEG. Implanted electrodes were used to deliver 1ms electrical pulses to the hip-
pocampal and entorhinal cortex. A2: Prediction that stimulations of increasing intensity
will lead to trajectories of increasing path-length. B2-D2: Measuring cortical responses to
a range of single-pulse stimulations of varying intensity (dark to bright red) in silico (B2),
in mice (evoked potentials in CA1 hippocampus, C2) and in humans (evoked potentials in
the entorhinal cortex, D2). In each case the input-output curve takes the shape of a sigmoid.
A3: Trajectories of single pulse evoked response in the phase space of the Epileptor’s spike-
and-wave subsystem. Nullclines are shown in blue, and arrows show the instantaneous
gradients. Three color-coded trajectories are shown and correspond to evoked responses to
a single-pulse stimulation at different intensities. B3-C3: Relationship between increasing
single-pulse stimulation intensity and cortical response magnitude, quantified as the line-
length of the evoked response over a 250ms window. A4: Prediction that trains of stimula-
tion progressively move the system states until it crosses the seizure threshold and induce
an ictal transition to self-sustained seizures.
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B4-D4: Experimental verification using train stimulation of increasing duration until an ictal
transition occurred in silico (B4, 20Hz), with optogenetic stimulation in mice (C4, 20Hz)
and with electrical stimulation in humans (D4, 60Hz for the clinical investigations). B5-C5:
Zoom-in on the stimulation train leading to a seizure. B6-C6: During the stimulation train,
the magnitude of the cortical response follows a bell shaped curve. B7-C7: Seizure resilience
can be quantified either as the time of stimulation necessary to induce a seizure (‘Time-to-
seizure’) or the total amount of perturbation necessary to reach the threshold (‘Distance-to-
seizure’, corresponding to the total line-length of the EEG during the stimulation train).

(respectively, +71% [53,97] and +97% [72,140], Supp. Fig. 13, absolute values in Fig.
3.4 F) and decreased with PTZ (-19% [-5,-30] and -17% [-8,-28], Fig. 3 C5-C8, Fig.
4F). Dynamically, these observations in the EEG correspond to bidirectional changes
in the gradients of the stability landscape.Additionally, shifts in the bell curve were
quantified as the time of stimulation to reach the peak of the bell curve (‘Time-to-
peak’, Fig. 3.3 B6-C6) and were significant across mice after bootstrapping (Fig. 3
C7, mean difference: +104% [71,152] in presence of BZD, -18% [-7,-28] in presence of
PTZ). These effects were dose-dependent and already present at low doses (Supp.
Fig. 12 and 13).
Finally, similar increases in cortical excitability were also observed upon picrotoxin
injections, another GABA-A receptor agonist (Supp. Fig. 14).

In human patients, seizure inductions were done strictly for clinical reasons. In
one patient, seizure induction was performed both before and after the administra-
tion of BZD, allowing direct comparison in seizure resilience. In line with the mouse
results, the time to seizure time to seizure increased from 2s at baseline to 4s with
BZD (+100%, Fig. 3.3 D3).

3.9 Network excitability

We next took advantage of our optogenetics experimental set-up in mice to quan-
tify cortical stability more exhaustively over a range of drug dosage. We also asked
whether changes in cortical responses could be observed at the network level using
multi-site EEG recordings (Entorhninal, CA1, CA3, DG and subiculum bilaterally) .
Optogenetic single pulse stimulation of the right entorhinal layer III pyramidal cells
produced an evoked response in all electrodes, propagating from the right entorhi-
nal to the hippocampal cortex, and ending in the contralateral limbic circuit (Fig 3.4
A). When compared to the control condition (NaCl), all electrodes showed a signif-
icant pharmacological modulation in cortical response to max stimulation intensity
(Fig. 3.4B). To capture changes in cortical response across all channels and intensi-
ties into a single value, we used a dimensionality reduction algorithm (Non-negative
Matrix Factorization (NMF)) attributing weights to each electrode and calculating an
activation coefficient of these weights for each stimulation (see methods and Supp.
Fig. 7D-F). As before for single channel value (Fig. 3.3 C2), the area under the input-
output response curve of this coefficient was calculated for each session, resulting in
a global measure of the network response.
Extending our prior single-channel observations, network responses to small per-
turbations were decreased in a dose-dependent manner by Benzodiazepine, and in-
creased by sub-threshold PTZ, (Fig. 3.4C), (Dz 7mg/kg: -31% [-25,-39], Dz 5mg/kg:
-18% [-14,-22], Dz 3mg/kg: -13% [-4,-21], Dz 1mg/kg: -9% [-4,-21], sub-threshold
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FIGURE 3.3: Modulation of cortical excitability

Characterization of the changes in cortical responses and seizure resilience under high (yel-
low) and low (green) cortical excitability regime, using changes in the control parameter in
the Epileptor model (A-B), an agonist benzodiazepine (BZD, diazepam) and an antagonist
Pentylenetetrazole (PTZ) of the GABA-A receptor in mice (C) and a benzodiazepine (BZD,
clonazepam) in humans (D). A1: Prediction that different cortical excitability (i.e. starting
positions) will lead to different cortical responses for the same input. B1-D1: Modulation of
cortical excitability results in detectable changes in cortical responses to single-pulse stimu-
lation in silico (evoked potentials at half-maximum intensity B1), in mice (evoked potentials
at maximal intensity in CA1, C1), and in humans (3mA, evoked potentials in entorhinal cor-
tex, D1). Insert shows measured magnitude of responses, quantified as the line-length of the
signal on a 250ms window. A2: Trajectories of single pulse evoked response as in Fig 2 A3,
but for three different cortical excitability (color-coded). B2-D2: Measured cortical responses
(line-length) to a range of single-pulse stimulations of varying intensity under high and low
cortical excitability in silico (B2), in mice (C2) and in humans (D2). Insert shows modification
of the area under the curve (AUC) as a function of changes in cortical excitability. A3: Pre-
dicted changes in seizure resilience as a function of changes in cortical excitability. B3-D3:
Representative example of seizure induction with different ‘time-to-seizure’ under higher
and lower cortical excitability in silico (A3 and B3), in mice (C3) or in humans (D3). A4:
Trajectories of induced seizures in the phase space of the Epileptor’s high-frequency activity
subsystem. Nullclines are shown in blue, and arrows show the instantaneous gradients. The
three trajectories correspond to the different levels of cortical excitability (color-coded). B4-
C4: Zoom-in on the stimulation trains. B5-C5: Modulation of cortical excitability results in a
higher or lower distance to seizure threshold for the in silico (B5) and in mice (C5). B6-C6:
the maxima and length of Bell-shaped curves (calculated as in Fig. 2 B7-C7) were displaced
as a function of cortical excitability. C7: In mice, quantification of this shift as the normalized
distance until the peak (vertical dashed line in C6). C8: In mice, quantification of the nor-
malized distance-to-seizure threshold. N for mice experiment, n: 18 animals, 107 sessions
across animals and conditions. For humans, example data from one electrode in one subject.
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PTZ: +11% [+5,+18]). Further, the modulation of responses was greater for elec-
trodes with higher response latency (Fig. 3.4B), suggesting a cumulative modulation
by GABAergic drugs in polysynaptic connections. Similarly, electrodes weights, at-
tributed by NMF in an unsupervised manner, also positively correlated with latency
(Supp. Fig. 15).

3.10 Correlation of network excitability with seizure resilience
and severity

As described before, seizure resilience, measured as ‘time-to-seizure’, is modulated
bi-directionaly and in a dose-dependent manner by GABAergic drugs (Fig. 3.4D,
normalized value and statistics in Supp Fig. 13A). Bidirectional and dose-dependent
changes in seizure resilience were negatively correlated with the network response
to small perturbation in the same session (Fig. 3.4E, Pearson correlation: R2=0.20,
p <10-6), suggesting that cortical probing can inform about momentary levels of
seizure resilience.
Optogenetically-induced limbic seizure can produce different severity of symptoms,
from clinically undetectable to behavioral arrests and full-blown clonic-tonic seizures.
Seizure severity (modified Racine scale, see methods) was correlated with the level
of cortical excitability, set by the GABAergic drugs (Fig. 3.4F, normalized value and
statistics in Supp Fig 13B). For a given session, the difference in seizure severity with
control condition was positively correlated to the difference in network response to
perturbation (Fig. 3.4G, Pearson correlation, R2=0.30, p <10-8). Taken together these
results indicate that GABAergic agonists and antagonists modulate seizure initiation
and propagation in the limbic circuit.

3.11 GABAergic modulation of subnetworks in the human
brain

In humans, input-output curve calculations using NMF as above allowed for the
characterization of GABAergic modulation of response to small perturbations across
many electrode contacts (up to 80 by patient). For each stimulation site, a responsive
subnetwork of contacts was derived (see Fig. 3.4H) and its activation by a range of
single-pulse stimulations in the presence or absence of BZD was calculated. Across
19 stimulation sites and 7 patients, sub-network responses showed a significant de-
crease in the presence of clonazepam 0.5-1mg (mean difference after paired boot-
strapping: -16% [-11,-21], see Fig. 3.4I). Note that most stimulations and response
networks were in the limbic structures. However, a few were extra-limbic, where
the same modulatory effects held true.

3.12 Passive markers of cortical excitability

In addition to active probing, several passive markers have been proposed to reflect
cortical excitability in vitro and in vivo (W. C. Chang et al., 2018; Maturana et al.,
2020; Meisel and Kuehn, 2012), with some evidence that they could help measure the
distance to the bifurcation in epilepsy. These markers are believed to reflect slower
recovery from natural stochastic perturbation (“critical slowing”) and do not require
any imposed stimulation to be measured (Fig. 3.5A) . As we were able to vary corti-
cal excitability and seizure resilience in a controlled manner, we asked which of the
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A. Average cortical response to optogenetic single-pulse stimulation in the right entorhinal
cortex and propagation across the limbic circuit in a single animal in three pharmacologi-
cal conditions. B. Single channel level analysis of the GABAergic modulation of response
to single-pulse stimulation of maximal intensity. Dots correspond to single electrodes col-
ored by the difference of the average cortical response compared to the NaCl condition.
Mean differences that were not different from baseline after bootstrapping were left blank.
C. Network responses to perturbation, computed across electrodes, intensities and condi-
tions using a dimensionality reduction algorithm (NMF) and normalized by subtracting the
value in control condition (NaCl) for each session. Bottom panel reports mean difference
after bootstrapping and 95%CI (black vertical bar). D. GABAergic modulation of seizure re-
silience, measured as the duration of 20 Hz stimulation necessary to induce a seizure (Time
to Seizure). E. Resilience to seizure inversely correlates with the network response to single-
pulse stimulation. F. GABAergic modulation of seizure severity scored on a modified Racine
scale. Three animals (18 sessions) were not filmed and couldn’t be included in the analysis.
G. Seizure severity directly correlates with network response to single-pulse stimulation. H.
In a representative human subject, two examples of subnetworks in the right hippocam-
pus and the right superior temporal gyrus, identified by NMF and projected to the cortical
surface I. Sixteen sub-networks identified across seven patients (colors) showing decreased
excitability after infusion of a benzodiazepine. Full lines are for stimulation sites in the
mesiotemporal cortex, dotted lines for stimulation in the neocortex. A table with clinical
characteristics of the patients can be found in supplementary.

passive makers or active probing of cortical excitability were more informative about
the momentary state of the system. In CA1 R, both the variance and the skewness of
the baseline signal were significantly increased for high excitability (PTZ) but only
showed a minimal trend towards decreased values for low excitability (BZD, Fig
3.5 A-E shows one illustrative animal, group level normalized value and statistics
in Supp. Fig. 16). The 1/f spectral exponent and autocorrelation capture a signif-
icant slowing of the EEG when cortical excitability is low, but only the latter show
an opposite effect for high excitability (Fig. 3.5C-D and Supp. 16). Finally, spatial
correlation between electrodes in the limbic circuit shows significant global decrease
and increase proportionally to cortical excitability (Fig. 3.5E and Supp. Fig. 16).

3.13 Decoding excitability from the EEG

Next, we adopted a machine-learning approach to decode momentary states of cor-
tical excitability at the single trial level, using short segments of EEG. To do this, we
trained logistic regression algorithms to classify the pharmacological conditions cor-
responding to states of low, normal, and high excitability (BZD, NaCl and PTZ). The
first of these multilabel classifiers was trained on the multichannel EEG response
to single pulse over 0.25s without feature extraction (SP classifier). The second was
trained on 4s segments of baseline multichannel EEG (without stimulation) and uses
the 6 passive features described above (autocorrelation, variance, skewness, line-
length, 1/f exponent, and spatial correlation) for each channel. The third classifier
combines passive markers and active probing, incorporating the 6 passive features
with the magnitude of the probed cortical response measured as line-length in each
channel. All three classifiers performed well above empirical chance level with F1-
score for SP-classifier = 0.89, p<0.01; Passive-classifier =0.86, p<0.01; Passive + Ac-
tive classifier = 0.88,p<0.01, (Fig. 3.5G). The F1-score was statistically higher when
active probing was included as an input to the classifier (Fig 3.5G, Passive+Active >
Passive: p<0.05, paired Wilcoxon rank test).
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FIGURE 3.5: Decoding excitability from the EEG

For each animal, cortical responses and passive markers of excitability were respectively
characterized on the stimulated EEG (0-0.25s post-stimulation) and on the rest EEG (4-8 sec-
onds post-stimulation) for comparison. A: Example of rest EEG traces in absence of stimula-
tion for the three pharmacological conditions, recorded in the CA1 hippocampus over 4s in a
representative animal. B: Histogram of the EEG voltage values across the three conditions in
the same animal and channel drawn from 50 4s rest EEG blocks. C: Power spectrum density
of the LFP signal and estimation of the 1/f power law exponent by linear fitting between 10
and 250Hz on a log-log plot. D: Autocorrelogram of the signal with calculation of the lag
value at half-maximum. E: Example of Pearson correlation between all pairs of electrodes
normalized to the control condition (NaCl). F: Average accuracy across animals (blue line)
of a multilabel classifier of the pharmacological condition based on the network response
to single-pulse stimulation (0-0.25s) against the mean empirical chance level (green, 100 la-
bel permutations). Orange dots show significant timepoints . G: Comparison across three
classifiers using: 1) the raw cortical response to single-pulse stimulations, 2) the 6 passive
indicators on rest EEG and 3) the six passive indicators and the magnitude of the response
to the single pulse. H: Comparison across classifiers using individual passive indicators.
Each dot (N=8) corresponds to one animal that underwent both Dz and PTZ sessions, filled
if the classifier is significantly above chance level (p<0.05). Dotted line is the mean empirical
chance level across animals.
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Post-hoc analysis by training SP classifiers on single timepoints confirmed the ab-
sence of classification ability from baseline EEG without feature extraction (Fig. 3.5F
before stim at 0), and then sustained above chance level in almost all the duration of
the response (0-250ms), although the beginning of the cortical response seemed most
informative. Post-hoc analysis by training passive classifiers for individual passive
markers showed that all scored poorly (Fig 3.5H) pointing toward the necessity to
combine these metrics to decode excitability accurately.

3.14 Precursors sign of ictal transition

All the previous experiments characterized cortical stability in a situation of bista-
bility, where the cortex needs large external perturbations to reach seizure threshold
(green, brown, and yellow landscape in Fig. 3.1A). However, for even higher cortical
excitability, the system passes the (‘saddle-node’) bifurcation point and the non-ictal
attractor (stable fixed point or ’node’) coalesces with the seizure threshold (unstable
fixed point or ’saddle’) forcing the transition into seizures, as the only remaining
possible state. This transition is predicted to occur with minimal or even in absence
of imposed perturbations (red landscape in Fig. 1). This case can be modeled with
Epileptor by imposing higher values on the variable x0, and correspond to most of
its previous utilisations (Fig. 3.6A). Predictively, approaching the bifurcation leads
to larger, sometimes massive, cortical responses to small perturbations and a brittle
cortical stability (Fig. 3.6B).

These predictions could also be verified experimentally in mice. In the pres-
ence of high doses of PTZ (30-40mg/kg, subthreshold doses used before were 10-
20mg/kg), the non-epileptic cortex gradually approaches and then passes the bifur-
cation, resulting in a spontaneous seizure. Before the transition, cortical responses to
small perturbations increase when the distance to the bifurcation decreases, both at
the single channel and network level, when serially probed with single-pulses every
8-12s (Fig 3.6C-E). Progressive loss of cortical stability could be seen up to 15 min-
utes before the ictal transition , but a massive increase in cortical response was visi-
ble in the last four minutes. As predicted, seizures could then be triggered by mere
single-pulses (4 out of 4 sessions with suprathreshold PTZ doses and single-pulse
stimulations) or in the absence of stimulation (5 out of 5 sessions with suprathresh-
old PTZ doses but without single-pulse stimulations).
Passive metrics of critical transition also showed a significant increase before the
seizure, but it was only restricted to the very last minutes and were less consistent
(Fig. 3.6G-L).
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FIGURE 3.6: Precursors sign of critical transition

A: Bifurcation diagram: progressive increase in cortical excitability leads the system to the
bifurcation point, resulting in an ictal transition. B: In Silico single pulse stimulations during
shifting in cortical excitability until the bifurcation point. First pulses are baseline (brown).
Blue bars are single-pulse timestamps. The last pulse starts a seizure. C: In vivo optoge-
netic stimulations in mice, example of CA1 EEG responses to single pulse stimulation (blue
line) during baseline and two minutes before a suprathreshold PTZ-induced seizure (30-
40mg/kg). Thick lines are the mean across 12 stimulations in a 2 minutes window, shading
the standard deviation. D: Differences in evoked responses (LL) to single pulse for each elec-
trode. Each dot shows the mean difference compared to baseline after bootstrapping, across
animals. Empty dots are not significant.
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E: Network response to single pulse during the shift in cortical excitability. After the PTZ
injection, the response to single pulse increases until the seizure occurs. Thin lines show
responses for individual sessions, the thick line is the average. For each session, values are
normalized to the mean response during baseline. F: Quantification of the network response
during baseline and in the 2 minutes before the seizure. Each point is the mean for a session,
normalized by the network response at baseline. Violin plot shows the mean difference after
bootstrapping, vertical black line is the 95%CI. For D-F, n = 270 single pulse responses during
4 sessions in 2 animals. G-L: Passive indicators of critical transition (Variance, Skewness
and Autocorrelation of the EEG), either in sessions without stimulation (n=5) or in between
single pulse stimulations (n=6). A 10-minute period before the PTZ injection was used as
baseline (brown line), and all the values were normalized to the mean of this baseline. N =
11 sessions across 8 animals.
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Discussion and Outlook

My PhD research project aims at bridging recent theoretical developments in the
understanding of epileptic seizure with in vivo biological mechanisms as well as its
clinical application. One strong prediction emerging from the application of the dy-
namical system theory to epilepsy, is that latent changes in seizure resilience should
be accompanied by measurable changes in response to small perturbations (Scheffer,
Bascompte, et al., 2009; Baud et al., 2020). In this study, we combined theoretical, ex-
perimental and clinical approaches to test this hypothesis, and developed methodol-
ogy to delineate the landscape of physiological and pathological cortical excitability,
including quantification of seizure thresholds.

For the first time, we used the seizure mathematical model Epileptor to explore
brain stability in a non-epileptogenic state and to study how it reacts to small and
large perturbations. We then tested these findings using a circuit and cell type spe-
cific stimulation on mice and confirmed their translational aspect to human stud-
ies using intracranial electrical stimulations. Crucially, we have shown that in vivo
modulation of the GABAergic system corresponds to fixing a control parameter in
the model, leading to both measurable changes in markers of cortical stability and
seizure resilience. Finally, we confirmed that active and passive EEG markers can
decode momentary states of cortical excitability and reflect distance to the seizure
threshold.
Our study expands previous work in several ways. First of all, we characterize
cortical stability in a large range of different cortical excitabilities, going from non-
epileptic brain with increased inhibition to very high level of cortical excitability in
the seconds preceding a critical bifurcation to seizure. Secondly, we establish two
direct ways of quantifying seizure resilience (distance and time-to-seizure), circum-
venting the problem of only inferring it from a hypothetical pre-seizure state. Fi-
nally, we causally link changes in cortical excitability and seizure resilience in the
Epileptor model with a biological mechanism in vivo, the activity of the GABAergic
system.

3.15 Bistability and seizure transition

Observations that electrical (S. Kalitzin et al., 2005; Lisanby, 2002; Zangaladze et al.,
2008), magnetic (Lisanby, 2007) or optogenetic (Osawa et al., 2013) repetitive stim-
ulation can induce seizures in a healthy brain led to the conclusion that seizure is a
natural latent state of the brain (“any brain can seize”).
From a dynamical system perspective, it can be described as a bistable system com-
posed of the ‘non-ictal’ and ‘ictal’ states, separated by a threshold that prevents spon-
taneous ictal transitions in healthy brains (Fig. 3.1). In this perspective, epilepsy is
simply a condition of decreased resilience to a transition into the ictal state (Baud
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et al., 2020), and sustained stimulations can be seen as a perturbation which forces
the system to pass the seizure threshold (Lopes Da Silva et al., 2003; Jirsa et al., 2014;
W. C. Chang et al., 2018).

A dynamical system which undergoes a catastrophic bifurcation such as an ictal
transition can only follow a limited number of mathematically defined bifurcation
types (Izhikevich, 2007). Previous studies classified seizures based on their bifur-
cation type (so-called dynamotypes, Saggio et al., 2020; Jirsa et al., 2014, but relied
solely on passive recordings. Taking advantage of the fact that we could actively
induce seizures in the mice and human limbic system, we tested several predictions
made by Epileptor. In non-epileptic animals, seizures could be induced by differ-
ent types of excitatory stimuli, at different frequencies and with regular or irregular
stimulations, but not, as described before (Lévesque, Biagini, et al., 2021), by solely
inhibitory stimuli. These characteristics point toward the fact that induced seizures
follow an integrator type of bifurcation (saddle-node or saddle-node on invariant
circle bifurcations). Consequently, non-epileptic dynamics in the limbic circuit are
intrinsically organized around a saddle-node bifurcation, likely explaining how this
circuit can easily generate seizures. These dynamotypes have also been described
in several species and are believed to be more common in humans with epilepsy
(Jirsa 2014; Saggio et al., 2020). Thus, minor disturbances to the fine physiological
equilibrium controlling adequate cortical excitability in the limbic circuit (enough,
but not too much) can move this cortex closer to the bifurcation point and result in
epilepsy.

3.16 Measuring seizure resilience

In-silico simulations predict that increasing levels of cortical excitability decrease the
distance to the seizure threshold and therefore the amount of perturbations needed
to tip the system into a seizure state (Jirsa et al., 2014; Baud et al., 2020). Valida-
tion of these relationships in-vivo requires specific tools to both modulate cortical
excitability and measure seizure resilience. Bi-directional pharmacological modula-
tion of the GABA-A receptor is well known to either prevent or promote seizures and
was a natural candidate to control cortical excitability (Yonekawa, Kupferberg, and
Woodbury, 1980; Yoong et al., 1986). In our study, agonists (BZD) showed tight dose-
dependent modulation of cortical stability, and antagonists (PTZ and PTX) could be
used either to get closer (subthreshold) and pass the bifurcation point (suprathresh-
old). Repetitive train stimulations (either by optogenetic or electrically) allow to
study ‘on-demand’ seizure resilience in awake freely moving mice as well as in hu-
man patients. Due to stimulation artifacts with electrical stimulation, only optoge-
netics allow to capture the dynamics of cortical responses during the stimulation
pulse.

Time-to-seizure is a simple and translational way of measuring seizure resilience.
It can be used in experimental epilepsy both to study the fundamental mechanisms
governing the fluctuations of cortical excitability and to develop and validate new
anti-seizure drugs. As it doesn’t require any signal analysis, it is unaffected by
magnetic or electrical artifacts and can also be used in clinical settings to measure
changes in seizure threshold in patients. Train of optogenetic stimulation has al-
ready been used to measure seizure threshold (Paschen et al., 2020; Klorig et al.,
2019), and importantly Paschen and colleagues showed that time-to-seizure was
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also able to capture the chronic loss of seizure resilience in epileptic animals. Go-
ing beyond the irreversible changes in sclerotic hippocampi, our study completes
this work by showing acute pharmacological modulation of seizure resilience both
in non-epileptic mice and in a human subject.
We also took advantage of the optogenetic artifact free stimulations to calculate a
second measurement of seizure resilience: the distance-to-seizure. This new metric
presents the advantage to be directly linked to a mathematical definition of seizure
resilience. It is defined as the minimal deviation from a stable state, induced by per-
turbations, required to initiate a seizure. It can be computed from the EEG signal
as the cumulative voltage change (line-length) induced by the stimulations. From a
dynamical system perspective, it corresponds to the distance between the non-ictal
state and the seizure threshold in a phase space (Scheffer, 2009; Jirsa et al., 2014;
Baud et al., 2020), and can also be easily calculated in neural mass models such as
the Epileptor. Both metrics showed significant changes in seizure resilience across
drugs and dosages but distance-to-seizure might be more precise as it showed a con-
sistently smaller confidence interval.
In the mice experiment, different levels of cortical excitability were also correlated
with seizure clinical severity. In a bifurcation diagram, this corresponds to differ-
ences in the position of the ictal state along the y-axis once the threshold is passed.
No consistent change was observed in seizure duration.

3.17 Small perturbations as indicators of cortical stability

Previous studies observed an increased response to stimulation in pre-ictal state
in in vitro seizure model (W. C. Chang et al., 2018; Graham et al., 2022). In these
studies, the pro-convulsive artificial milieu creates a deterministic “ictogenic ramp”
(Graham) toward seizure, which is putatively correlated with an underlying loss in
seizure resilience. In Epileptor, this corresponds to increase in the state parameter
until the bifurcation point, and larger responses to stimulations are visible in silico.
We replicated these findings in vivo using suprathreshold PTZ injections combined
with single pulse stimulations. As for lower doses of PTZ, we first observed an in-
crease in response due to the presence of the GABA-A antagonist. Interestingly, a
second sharp increase in response to perturbations happened just before seizure (2
minutes), reminiscent of the “pre-ictal transformation” recently described by Gra-
ham and colleagues. In this specific state of extremely high excitability, the system
is adjacent to the bifurcation point and even single pulses can induce seizure.

However, both epileptic and non-epileptic brains live most of the time far from
these extremely unstable conditions. The possibility to infer seizure resilience from
the response to small perturbations in condition of normal or subnormal cortical ex-
citability remains open. Human studies of evoked cortical responses by TMS-EEG
showed modulations by diverse anti-epileptic drugs (Šulcová et al., 2022; Premoli,
Castellanos, et al., 2014; Premoli, Bergmann, et al., 2017) but direct correlations with
changes in seizure resilience are lacking. In our study, we show that the modification
in the response to single pulse was accompanied with changes in time-to-seizure. A
machine-learning classifier confirmed that current states of cortical excitability could
be inferred from individual single pulses, without relying on probabilistic thresholds
that require several trials for their determination (Klorig et al., 2019).
In presurgical epileptology, intra-cranial electrical stimulation has been previously
used to localize epileptic parenchyma (Valentín et al., 2002) but to our knowledge
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never before to investigate drug effects on cortical stability. Although being natu-
rally limited by the clinical choice of electrodes localization, cortico-cortical stimula-
tion allows the study of the human cortex with high temporal and spatial resolution.
Our results show that single pulse stimulations in these patients could be used to
study the different determinants of cortical excitability.

3.18 Putative biological mechanism

In Epileptor, the responses to perturbations correspond to short or long excursions
away from a point of stability. The shape and intensity of these responses can be ex-
plained by the study of the stability landscape for a given cortical excitability. How-
ever, biological interpretations of these responses are limited, and different mech-
anisms may play a role in vivo. In mice, differences in response to circuit-specific
single pulse stimulations could be observed from the site of stimulation (entorhinal
right) up to the contralateral limbic structures. This suggests changes in neuronal
response both at a cellular level and network level. In human patients, GABAergic
modulations of the response to small perturbations were also observed in putative
mono-synaptic connections (hippocampus-entorhinal) as well as in larger networks.
Interestingly, Graham and colleagues (Graham et al., 2022) observed a pre-ictal in-
crease response to single pulse even in absence of synaptic transmission and pro-
posed different cellular mechanisms to explain it, including increased concentra-
tions of intracellular chloride and dendritic plateau potentials due to large entry of
calcium.
At the level of individual neurons, modification of intracellular chloride could be
a suitable explanation for smaller changes observed far from the bifurcation point.
The GABA-A receptor is a ligand-gated ion channel permeable to chloride (Cl-), and
modulation of tonic inhibition might explain the local differences in response to sin-
gle pulse. Dendritic plateaux at the population level are believed to happen only
in frankly abnormal levels of cortical excitability and could explain the specific pre-
ictal sharp increase observed with suprathreshold PTZ.

At the network level, GABAergic interneurons are known to provide inhibitory
restraint through feed-back and feed-forward inhibition to prevent runaway excita-
tion and thereby seizure. In presence of increased excitation, GABAergic interneu-
rons prevent seizure onset (Miri et al., 2018; Trevelyan, Sussillo, Watson, et al., 2006;
Parrish et al., 2019) or spatial propagation (Schevon et al., 2012; Parrish et al., 2019;
Liou et al., 2018). The observation that the maximum GABAergic modulation was
observed in electrodes with the higher response latency point toward a cumulative
effect across synapses, which may be due to a respectively increase or decrease in
feed-forward inhibition (Trevelyan, Sussillo, and Yuste, 2007; Parrish et al., 2019).

During train stimulations, responses to single pulse followed a bell-shaped curve
both in the Epiletor and in vivo experiment. In the model, this shape was governed
by changes in the gradients encountered in the trajectory toward the seizure thresh-
old. Their visualizations in the mice recording allow to study dynamical trajectories
toward seizures in vivo. As predicted by the model, changes in cortical excitability
modify the trajectories toward seizure, resulting in shrunk or elongated bell curves.
Recently both animal (Wenzel et al., 2017) and human studies (Truccolo, J. A. Donoghue,
et al., 2011; Karoly, Kuhlmann, et al., 2018; M. Schroeder et al., 2020; G. M. Schroeder
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et al., 2022) showed that seizures generally follow stereotypical dynamical path-
ways, but the speed at which they progress along these can vary, resulting in ‘elastic’
trajectories (Wenzel et al., 2017; G. M. Schroeder et al., 2022). WWnzel and colleagues
showed that the speed of progressions along these paths are critically dependent on
GABAergic inhibition. Although the trajectories which we described are different
(path to seizure, during stimulation, instead of pathways followed during seizures),
we observed a similar elastic modulation. These observations suggest that modu-
lation of the GABAergic system shapes abstract dynamical trajectories both outside
and during seizures and provide a first step toward bridging abstract dynamical
models with tangible biological mechanisms.

3.19 Comparing maker of cortical stability

The apparent randomness of seizures is a profound cause of anxiety for patients with
epilepsy and seizure prediction has been a holy grail for epileptologists for decades.
With the conceptualization of seizures as critical transitions, a list of generic mark-
ers called ‘precursor signs’ or ‘early warning signs’ has been proposed to anticipate
seizure. When a system progressively loses its resilience (getting closer to a bifur-
cation point), it becomes increasingly sensitive to small perturbations. This should
be reflected in a given time series both as an increased impact of stochastic noise
(variance, skewness, line-length) and as a general ‘slowing down’, resulting from a
longer recovery rate to these perturbations (autocorrelation, spatial correlation, fre-
quency shift) (Scheffer). These markers have been successfully used in diverse fields
(ecology, finance) but their application to seizure prediction has produced conflicting
results (Meisel and Kuehn, 2012; Milanowski and Suffczynski, 2016; Wilkat, Rings,
and Lehnertz, 2019; Maturana et al., 2020).

An intrinsic limitation of these observational studies is the absence of actual
probing and measurements of the system’s resilience. In passive recordings, the pro-
posed makers cannot be compared to any ground truth and the analysis relies solely
on seizure occurrences which are by nature very sparse events. Moreover, precursor
signs could be present in the absence of seizures, when the system approaches the
bifurcation point without crossing it, resulting in misinterpreting precursor signs as
“false positives”. In particular, the time window at which such resilience loss would
occur in epilepsy is still unknown, with some studies focusing on seconds or min-
utes before a seizure (Milanowski and Suffczynski, 2016; W. C. Chang et al., 2018;
Wilkat, Rings, and Lehnertz, 2019) and others on multi-days fluctuations (Maturana
et al., 2020). Empirical validation of the proposed markers with a direct compari-
son to seizure threshold and controlled changes in cortical excitability is provided
for the first time by this work. In addition, a better understanding of the biological
correlates to these observed changes in the EEG would be necessary for future phar-
macological intervention.
In this study, the ground truth was the drug and dosage injected. We showed that
these markers reflect the current level of GABAergic inhibition and that they are
accompanied with measurable change in the seizure threshold. Interestingly, we
showed that some markers are better at capturing changes in seizure resilience far
from the bifurcation (autocorrelation, 1/f exponent) and others only at high levels
of cortical excitability (variance, skewness).
In the past, several different makers were used and active probing was proposed to
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be superior to passive metrics (S. Kalitzin et al., 2005; Suffczynski et al., 2008; Free-
stone et al., 2011; Carvalho et al., 2021). To test this, we trained machine-learning
based classifiers to detect the changes in cortical excitability from EEG snapshot.
Evoked responses to single pulse reached high classification performance on its own.
Although all six passive metrics got scores above empirical chance level, they per-
formed quite poorly individually. However, when combined they achieved perfor-
mance approaching that of active probing. Taken together, these results confirmed
the ability of precursor signs based on EEG recording to detect loss of cortical re-
silience, but highlight the advantage of using active probing and/or combining sev-
eral different markers.

3.20 Limitations

Although we believe our study provides important new contributions to the field,
it has some limitations. First, we focus only on one modulator of cortical resilience:
the GABAerigc system. Although it is known to be one of the key contributors,
other factors also influence seizure threshold. Several anti-epileptic drugs are not
acting on the GABA-A receptor, multiple other substances can cause seizure in a
non-epileptic brain and in patient with epilepsy, seizure risk is known to cycle on
circadian and multidien timescale (Karoly, Rao, et al., 2021). Although all of these
factors presumably converge onto one latent variable - cortical excitabiltiy - each one
would have to be tested separately as in the present study to confirm this intuition.
Here we developed tools and rigorism that can be used to study cortical stability
more broadly and systematically, from animal experiment to clinical settings and in
silico modeling.
Second, for the sake of consistency, all our investigations were done in awake an-
imals and patients. Sleep stages are known to influence both seizure risk (Ng and
Pavlova, 2013), response to stimulation (Massimini et al., 2005) and passive markers
(Wilkat, Rings, and Lehnertz, 2019). However, in patients with epilepsy, this influ-
ence seems to be negligible compared to the underlying cycles of cortical excitability
(Maturana et al., 2020).
Third, our ability to study seizure threshold in humans was limited. Seizures were
always induced for clinical reasons, and only in one case were we able to compare
cortical resilience at different states of cortical excitability. Future data collection of
such cases would be necessary to confirm it, but in the meantime our data indicate
that responses to single pulse are good proxies in clinical settings.
Finally, in order to remain comparable with clinical data and model outputs, our
animal study focused on population level activity recorded as intracranial EEG. In
order to study in more detail, the biological determinants of seizure resilience, the
optogenetic probing methods developed here could be, in the future, combined with
modern tools of calcium imaging (Wenzel et al., 2017; Khoshkhoo, Vogt, and Sohal,
2017) as well as extra and intracellular electrophysiology.

3.21 Outlooks

The methods developed in this study allow to characterize precisely changes in cor-
tical excitability and seizure resilience, together in dynamical models, experimental
epilepsy and clinical settings. From a fundamental research standpoint, it opens new
possibilities for studying biological mechanisms of cortical resilience such as the role
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of the different cell type (Khoshkhoo, Vogt, and Sohal, 2017), ion concentrations (Ma-
gloire et al., 2019), brain states (Ng and Pavlova, 2013) or genetic mutation (Mattis
et al., 2022). In addition, determining seizure thresholds has been the workhorse of
pharmacological developments in epilepsy for decades (Yonekawa, Kupferberg, and
Woodbury, 1980) but the recent low success rate of clinical studies for anti-epileptic
drugs led to questioning the current methods (Simonato et al., 2013). Our experi-
mental paradigm proved its translational value and could be easily applied in the
context of drug screening and development.
From a clinical standpoint, our study validates the dynamical system approach and
confirms its ability to be used in seizure prediction (Maturana et al., 2020). Imple-
mentation of real time estimation of the cortical excitability based on active and/or
passive markers of critical transition could improve current seizure prediction mod-
els and allow the development of dynamically targeted interventions.
Finally, with the fast development of closed-loop neurostimulation devices for the
treatment of neurological or psychiatric conditions, tractable markers of cortical dy-
namics will be crucial to inform the choice of stimulation timing and parameters in
the future (Krauss et al., 2020; Vonck and Boon, 2015; Scangos et al., 2021; M. Zhang,
Riddle, and Frohlich, 2022). In epilepsy, even simple single pulse stimulation can
have dramatically different effects, capable of either starting or delaying seizure de-
pending on the underlying dynamics (W. C. Chang et al., 2018). Measurements and
understandings of these dynamics will therefore be a prerequisite to substantial de-
velopments of these therapeutic approaches.
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FIGURE 7: Methods

A. Recording session in mice: Each of the recording blocks included usually three 90-min
afternoon sessions with three different pharmacological conditions (Diazepam (BZD), Sub-
threshold Pentylenetetrazole (PTZ) and NaCl) in a random order at intervals of 48-72h. Each
session started with two different protocol of paired and single pulses, and the seizure in-
duction was done only a the end. B. Example of line-length calculation (see methods). Black
trace in the EEG (CA1 R), red trace the line-length calculated on a 250ms window. C. Record-
ing session in human patients: a first session with both single and paired pulses protocol was
first done at baseline and then after the injection of clonazepam (for clinical reason). E. Mon-
tage of the multi-site intracranial electrodes. D-E. Schematic of the Non-negative Matrix
Factorization (NMF), respectively for mice and human. See methods for explanations.
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FIGURE 8: Optogenetically induced seizures in non-epileptic mice,
Entorhinal cortex.

A. Channelrhodopsin was expressed in a cell-type circuit specific manner using intersec-
tional viral strategy, targeting only excitatory neurons (pyramidal cells) projecting from the
medial entorhinal cortex to the CA1 region of the hippocampus (PCMEC−>CA1). B. Sagittal
view of the transfection (eYFP in green) in the entorhinal layer III and the position of the
optic fiber. C. Sagittal view of the projections (eYFP in green) to CA1 (stratum lacunosum
moleculare). The dye applied to the electrodes is visible in red, two electrodes tracks are
visible, corresponding to electrodes in CA1 and DG. D. Example of seizure induced by opto-
genetic stimulation at 20Hz of the PCMEC−>CA1. E. Example, in the same mice, of a seizure
induced by irregular stimulations (20 pulse per seconds but with randomly inter-pulse inter-
vals). F. Example of stimulation in a control animal, which underwent the same procedure
and stimulation protocol as in D, but received a virus without the Channelrhodopsin. Up-
per panels are the EEG trace recorded in CA1, middle panels are spectrograms after wavelet
transform, and lower panels are a zoom-in during the stimulation.
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FIGURE 9: Optogenetically induced seizures in non-epileptic mice,
CA1 cortex

Channelrhodopsin was expressed in CA1 Pyramidal cells using 450nl of AAV2-CamK2-
Ch2R-eYFP. B. Transfection of Pyramidal cells in the right hippocampus. White dashed lines
marked the optic fiber location, and the gray line is the CA1 electrodes glue to it. C. Exam-
ple of seizure induced by optogenetic stimulation at 20Hz and recorded in CA1 R. D. Same
seizure across all channels, blue square marks the channel corresponding to the optogenetic
stimulation.
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FIGURE 10: Seizure couldn’t be induced by stimulation of CA1 PV
interneuron

A. Experiment schematic: 450nl of the virus AAVdf-EIFa-DIO-Cheta-eYFP were injected in
CA1 right. Four weeks later, multi-site depth electrodes and optic fiber in CA1 R were im-
planted. B. Left panel: Sagittal slice showing viral transfection in the CA1 region of the
hippocampus. Right panel: 40x zoom. C. All the different simulation frequencies tested,
none induce seizure. In two animals, 20Hz and 40Hz were also tested in presence of sub-
threshold doses of PTZ (20mg/kg). D-E. Stimulation of PV interneurons produced a visible
EEG entrainment at the stimulation frequency, visible as a band in the spectrogram (wavelet
transform), but no seizure.
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A. In awake non-epileptic mice, limbic seizure can be induced by both direct excitation of
the CA1 pyramidal cells (PCCA1) or by upstream stimulation of entorhinal excitatory in-
puts (PCMEC−>CA1) but not by inhibition (PVCA1: local parvalbumin interneurons). In ab-
sence of the opsin (eYFP), no EEG activity nor seizure could be triggered. B. Stimulation
of PCMEC−>CA1 could induce seizure at all frequencies tested (4, 7, 10, 20 and 40Hz) but
the time of stimulation needed to induce a seizure was decreased for higher frequencies.
C. For PCMEC−>CA1 stimulation, irregular stimulations (20 pulse per seconds but with ran-
domly inter-pulse intervals) were also systematically able to induce seizure, with a time to
seizure comparable to a regular 20Hz stimulation. D.: Table of the four possible bifurcations
and their respective characteristic, adapted from (Izhikevich, 2007). F-G: Stimulation in the
Epileptor reproduce the InVivo findings.
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different levels of benzodiazepine (diazepam, Dz). B. Quantification of the response across
animals, as the line-length of the signal on a 250ms window, normalized to NaCl value.
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FIGURE 14: PTZ effects were reproduced with Picrotoxin

A-D: After injection of subthreshold picrotoxin (PTX, 0.75 mg/kg i.p.) in mice, response to
small perturbation was significantly increased for stimulation at maximum intensity (Panel
B, +8% 95%CI [5,15]), and overall response across intensities showed a trend toward in-
creased responses (Panel D, +3% [-3,9]). E. Representative example of induced seizure in
one animal in either NaCl or PTX condition. F-J-K: As for PTZ, seizure resilience was reduce
in presence of PTX, with a significant effect on ‘distance-to-seizure’ (Panels J-K, -26% [-40,-8]
) and a trend on ‘time-to-seizure’ (-10% [-22,+13]). G. A small trend toward an increased
seizure severity (+0.4 [-0.9,+1.1]) was also found. H-I. The bell-shaped curves observed dur-
ing stimulation tend to be shrinked in presence of PTX (-12%[-25,14]). N = 5 animals
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FIGURE 15: NMF weights by electrodes in mice

A. Mean weights attributed by the NMF analysis to each electrode. B. Positive linear corre-
lation between the network weights assigned by the NMF and the latency of the response to
single pulse, pointing towards a bigger GABAergic modulation at distance from the stimula-
tion site. Each dot represents one electrode in one animal. In order to balance their respective
effects, only animals which had both sessions with GABA agonist (Dz) and antagonist (PTZ)
were included (n = 9).
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FIGURE 16: Passive markers of cortical stability by channels

A-F. For each of the six passive markers, the right panel shows normalized values by con-
ditions and mean difference after bootstrapping with 95%CI measured in CA1 R. Left panel
shows the mean difference with the control condition (NaCl), after bootstrapping, for each
channel. G. Mean correlation across electrodes for each condition. H. Mean differences with
the control condition (NaCl).
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Table 1: Patient characteristics:

N ID Age Gender SOZ Etiology # leads Single
Pulse

Seizure
induction

Figures

1 EL003 33 F Temporal R Unknown 8 Yes No 4

2 EL004 38 M Subcentral
gyrus R

Unknown 11 Yes No 4

3 EL005 26 F Superior
temporal gyrus
L

Post-traumatic
lesion

9 Yes No 4

4 EL008 20 F Temporal R Encephalitis 4 Yes Yes 4

5 EL010 45 F Mesiotemporal
L

Lesion 6 Yes Yes 4

6 EL012 56 F Temporal L Unknown 8 Yes Yes 4

7 EL014 42 M Temporal R Hippocampal
sclerosis

5 Yes Yes 4

8 EL015 49 M Temporal  L Hippocampal
sclerosis

6 No Yes 2

9 EL017 48 M Temporal L cerebral
venous sinus
thrombosis

9 No Yes 3

FIGURE 17: Patient characteristics:
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Table 2: Animals with then main viral construct (PCMEC->CA1):

N ID Series Total
sessi
ons

Condition Frequency tested Figures

1 Ent_CamK2_03 PCMEC->CA1 6 BZD 20Hz 3,4

2 Ent_CamK2_04 PCMEC->CA1 6 BZD 20Hz 3,4

3 Ent_CamK2_06 PCMEC->CA1 6 BZD 20Hz 3,4

4 Ent_CamK2_09 PCMEC->CA1 13 PTZ, BZD, PTX 20Hz 3,4,5

6 Ent_CamK2_10 PCMEC->CA1 24 PTZ, multi-dose
BZD, PTX

20Hz 3,4,5

7 Ent_CamK2_11 PCMEC->CA1 22 PTZ, multi-dose
BZD, PTX

20Hz 3,4,5

8 Ent_CamK2_15 PCMEC->CA1 7 PTZ, BZD, PTX 20Hz 3,4,5

9 Ent_CamK2_16 PCMEC->CA1 24 PTZ, multi-dose
BZD, PTX

20Hz 3,4,5

10 Ent_CamK2_22 PCMEC->CA1 19 PTZ, BZD 4, 10, 20, 40Hz Supp

11 Ent_CamK2_24 PCMEC->CA1 20 PTZ, BZD 4, 7, 10, 20, 40Hz Supp

12 Ent_CamK2_34 PCMEC->CA1 13 PTZ, BZD 4, 10, 20, 40Hz 3,4,5

13 Ent_CamK2_35 PCMEC->CA1 5 / 4, 7, 10, 20, 40Hz Supp

14 Ent_CamK2_39 PCMEC->CA1 19 PTZ, BZD 4, 7, 10, 20, 40Hz 3,4,5

15 Ent_CamK2_40 PCMEC->CA1 12 PTZ, BZD 4, 7, 10, 20, 40Hz 3,4,5

16 Ent_CamK2_42 PCMEC->CA1 15 PTZ, BZD 4, 7, 10, 20, 40Hz 3,4,5

17 Ent_CamK2_43 PCMEC->CA1 5 / 4, 7, 10, 20, 40Hz Supp

18 Ent_CamK2_54 PCMEC->CA1 5 multi-dose BZD 20Hz 4

19 Ent_CamK2_55 PCMEC->CA1 5 multi-dose BZD 20Hz 4

20 Ent_CamK2_56 PCMEC->CA1 5 multi-dose BZD 20Hz 4

21 Ent_CamK2_57 PCMEC->CA1 5 multi-dose BZD 20Hz 4

22 Ent_CamK2_58 PCMEC->CA1 5 multi-dose BZD 20Hz 4

FIGURE 18: Animals with then main viral construct (PCMEC−>CA1):
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Table 3:  Additional animals (other viral constructs):

N ID Series Total
session
s

Condition Frequency
tested

Figures

1 CA1_CamK2_01 PCCA1 6 / 4, 7, 10, 20, 30,
40Hz

Supp

2 CA1_CamK2_02 PCCA1 6 / 4, 7, 10, 20, 30,
40Hz

Supp

3 CA1_CamK2_03 PCCA1 18 BZD 20Hz Supp

4 CA1_CamK2_04 PCCA1 14 BZD 20Hz Supp

5 CA1_PV_Cheta_01 PVCA1 9 PTZ 5, 10, 20, 40,
70, 100Hz

Supp

6 CA1_PV_Cheta_01 PVCA1 9 / 5, 10, 20, 40,
70, 100Hz

Supp

7 CA1_PV_Cheta_03 PVCA1 2 / 10, 100Hz Supp

8 CA1_PV_Cheta_04 PVCA1 9 PTZ 5, 10, 20, 40,
70, 100Hz

Supp

9 Ent_CamK2_17 eYFP
PCMEC->CA1

24 PTZ,
multi-dose
BZD, PTX

20Hz Supp

10 Ent_CamK2_18 eYFP
PCMEC->CA1

24 PTZ,
multi-dose
BZD, PTX

20Hz Supp

FIGURE 19: Additional animals (other viral constructs)
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