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Abstract

This thesis consists of three papers that invastidmms’ management of innovation and
precautionary cash holdings.

The first paper examines innovation efforts anditeds of firms at different stages in the
lifecycle. The study exploits unique firm data aweéstments and sales related to innovation from six
waves of the Swiss Innovation Survey between 1986 2011. Using firm age to identify established
firms, | find that established firms, compared twugg firms, invest less in innovation and are less
efficient in producing innovation output within tfiem. By contrast, established firms are morecéft
in using knowledge from outside the firm (e.g.,nfresuppliers, competitors, universities) to produce
innovation output. These results largely do notethejoon whether the innovation output is incremeoital
radical in nature. These findings suggest that goand established firms differ in the allocatiordan
productivity of innovation resources.

The second paper examines the importance of tleagtienary motive relative to other motives
as a determinant of corporate cash holdings. Adaegrtb the precautionary motive, firms facing figur
financing constraints hold cash to ensure that dagymake investments or meet obligations. | dgvalo
index that includes the precautionary informatidnsix popular firm-level measures: cash flows, cash
flow volatility, R&D intensity, market-to-book, netorking capital and product market competitioneTh
index explains 32% of the variation in corporatstcholdings and increases to 41% when using thie deb
and equity constraint indices of Hoberg and Maksim¢2015) as additional precautionary measures. As
the predominant cash determinant, the precautiormative is particularly strong for firms that face
greater opportunity costs of disclosing proprietafgrmation. This finding is consistent with thetion
that these firms are more reliant on precautiorsagh to protect proprietary information that they
otherwise have to disclose to investors to redgciétye constraints.

The third paper investigates whether the debt aitggapital supply shock of the recent financial
crisis (2007-2009) caused firms to use precautipcash holdings to mitigate underinvestment. | finalt
precautionary cash was used to substitute for ¢leéng: in net equity issuance but not net debisse. |
also find that precautionary cash was used by yquitit not debt-constrained firms to mitigate
underinvestment during the crisis. Consistentlgcputionary cash was not used in the absence of the
equity supply shock, i.e., during placebo crisesluning the economy-wide demand shock following the
financial crisis. This paper provides new evidenoethe importance of corporate liquidity management
for equity-constrained firms and identifies thesig'i equity capital supply shock as a dominant-firsler

effect on corporate financial policies.



Table of contents

Firm innovation: a lifeCyCle PersSPECLIVE ........cuuuurririiii s e nenenes 1
1. INEFOTUCTION ... ettt nn e e e e e e eeeeeeeeees 2
2. Data and MELNOGS..........ccoiiiiiiiiiiiee s ettt e e e e re e e e e seeeneee s 8
2.1. Sample construction and survey method.........ccoc.uuuiiiiiiiiiiiiiiiiiiiiiieeee 8
2.2. Variable definitions and MEASUIES ...........uueeeeiiiiieiaiiiiiiiiiiieiee e e eiiireeee e 11
2.2.1. Measures of iNNOVALION INPUL ... 12
2.2.2. Measures of iNNOVAatioN OULPUL ............eiieeceaeeiiiiiiiiiiiieieeiieieeieeeebeeeieeeeeennes 13
2.2.3. Measure of external knowledge..........oo e 14
2.3, MOdel ESHMALION .......uuiiiiiiiieeee e et e e e e e e e e s e eee s 14
3. EMPIFICAI FESUITS ... 18
3.1. DeSCHPLIVE SLALISTICS .. .cciiiieie e ettt e e e e e e e 18
3.2. Multivariate regression results ... 21
3.2.1.  INNOVAtioN INPUL FESUILS .....coiii i sttt beseneneesrreneneeeees 21
3.2.2. Innovation performance reSults ............ o eeeeiiiiiiiiiiiiiiieee e 24
3.2.3. Robustness checks: selection-corrected and indastlysis..............cccccceeeen. 27
3.2.4. Firm age, external knowledge and innovation perfotoe ................cccceeveuennnnnns 31
4. (0] 3101 [ 1= (o] o DT U U U T USRI 33
RETEIENCES ...ttt et e ettt e e e s eennr et e e e e e e s e bbb rreeeeeaeeaas 36
Appendix: TablesS and FIQUIES .........c.o it cemmeeeiiiiiiiiieiiieiieieeieeieeiebseeeeb s memnneeeeeeeseeeeeseeees 40
Precautionary cash holdiNgS.........coooiiiiiiiiiiiiiii e 51
1. Ta 1 delo [FTox1To] o I TP PPPPPPPPPPN 52
2. Measurement of precautionary motives and cashiggdi................oooeeeeeeeennnnn. 58
2.1. Precautionary proxies and iNAEX ..........ccuuuiieeiieiiiiiieiiiiiiiieieeieeireeeerreeneseenenees 59
2.2. Financial constraint measures as determinantsecfptionary cash..................... 60
2.3. Measuring the importance of cash holding Motives.............ccccociiiiiiiiiiiniiniennnns 62
3. Sample selection and data deSCription ......ccccceeiiiiiiiiiiiiii e 64
3.1. Sample description and variable definition ..ccccec......ooooo 64
3.2. Construction and properties of the precaution INdeX.............cccevevvvvviiiieeeereennnns 66
4. Importance of cash holding MOLIVES ..o ieiiieieiiisieee e 67
4.1. Results from basic cash holding Models ..., 68

A



4.2. Importance of cash holding MOLIVES ... iiiiiiiiiiiiiiiiiieeeees 69
4.3. Results from the comprehensive cash holding madel............ccccevvviiiiiiiiiiinnnns 71
4.4, SUDSAMPIE ANAIYSIS ... 74
5. (0] 0101 [ 1= (o] o DT TR UTUUT R T 77
RETEIENCES ...t ettt ettt ettt e e e s e ennr e e e e e e e s et e e e e eeeaenaas 80
APPENIX: TADIES ... et e ar e a e e e e e e e e e e e e e e aaaas 83
lll. Costly equity and the use of precautionary cash hdings: Evidence from the
FINANCIAI CTISIS ...ttt e e e e e e e e e e e e e e e e eenenees 94
1. INEFOTUCTION ...ttt e e e e e e e e e e eeeee e 95
2. The capital supply shock of the financial CriSiS...............euvvvviiiviiiiiiiiiiiiinnn. 101
2.1. Was there a debt supply shock before the Lehmath&mbankruptcy? ............ 101
2.2. The investors’ flight to quality and an equity spPShOCK..............ueveeieininninnnnnes 102
2.3. The demand shock of the economMy-Wide CriSiS me.eieeeeieiiiiiiiiiiiieiiieieieeeee, 104
Related TErature ... 104
4. Data and empiriCal Strategy .........c.eeeei e eee e 107
O S Y- 1 o o] (= o (=2 o ] o] 1o ] o [PPSR 107
4.2. EMPIFCal SIrateY ....cceviiiiiiiiiiiiiiiit it eaaa e 110
5. RESUILS ...t e e 111
5.1. NonparametriC reSUILS ....ccooieiiiii e 111
5.2. Precautionary cash and crisis financing policies.............cccccciin. 114
5.3. Precautionary cash and crisis investment............cccooooiiiiiee, 117
5.4, RODUSINESS TESTS....iiiiiiiiiiiiiiiieees s ettt e e e e e et e e e e e e s s e mnnnee e e e s e annes 119
5.5. Non-precautionary cash and crisis financial poficie..............ccccvvviiiiieeeiieinnnns 121
6. (070 ] o Tox [T E5] (o] o PO TP TR PRPPPPP TP 122
RETEIENCES ...ttt ettt e e e e e enr et e e e e e e s st eeeae e s 125
Appendix: TablesS and FIQUIES ...........i iiceameeeiiiiiiitiiiiiiiitiiiitie e msmmneseeseesesannenes 127
Statement Of AULNOISNIP.......ooiiiiie e 139



|. Firm innovation: a lifecycle perspective
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1. Introduction

Innovation drives economic and productivity growtland understanding the
characteristics of firms that successfully condumbovation activities is thus important.
Moreover, innovation comes in many shapes and ¢egs product versus process and radical
versus incremental) and can originate inside csidata firm’s boundaries.

Although no recipe for successful innovation exisas growing body of literature
concludes that firms at different stages of thiéacicle show different efforts and abilities to
generate innovations. In line with theoretical angmts, young and established firms differ in
their efforts and abilities to pursue innovationnarily because, over time, firms accumulate
knowledge and competences that enable them toiesffiz manage existing assets (e.g.,
facilities, product lines, clients and relationghiwith additional stakeholders). In this process,
firms increasingly organize themselves by estalvlgshppropriate operational and organizational
structures and routines. On the one hand, thesetstes (and routines) weaken established
firms’ efforts and abilities to undertake explocati activities aimed at producing radical
innovation, i.e., innovation that results in nevagucts that potentially disrupt existing markets.
On the other hand, these structures increase dffents and abilities to undertake exploitation
activities aimed at producing incremental innovatioe., innovation activities that improve
existing product lines or processes (Arrow (1968nderson and Clark (1990), March (1991),
Henderson (1993), Stein (1997), Loderer, Stulz wWilchli (2016)). Moreover, as they have
accumulated knowledge, established firms have deed abilities that increase their efficiency
in using knowledge from the outside to produce vations (Cohen and Levinthal (1989)).

This paper seeks to empirically test these thesaetpredictions that young and
established firms differ in their efforts and aig¥$ to engage in innovation. The paper thus
examines inputs and outputs in the firm innovapoocess. Studying inputs such as innovation
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activity expenses enables me to test whether yandgestablished firms differ in their efforts to
pursue (incremental versus radical) innovationsid@ihg outputs relative to their inputs
facilitates an investigation of whether young arstablished firms differ in their abilities to
produce (incremental versus radical) innovations.

More specifically, the paper studies the innovapoocess of young and established firms
from three perspectives. First, it analyzes thecgge from thenput perspective and explores
whether young firms engage more in explorationvéets and whether established firms engage
more in exploitation activities.Second, this paper analyzes the process fronpehiermance
perspective and examines whether young firms ame mificient in producing radical innovation
outputs and whether established firms are moreieffi in producing incremental innovation
outputs® Third, this work analyzes the process from #xternal knowledggerspectiveand
examines whether established firms are more efifictean young firms in using external
knowledge to produce innovation outputs.

To study the innovation process from these threspeetives, | use unique data from six
waves of the Swiss Innovation Survey between 1986 2011. The data source is a repeated
cross-sectional sampling of listed and unlisted sSwirms in the manufacturing and service
sector. These data have distinct advantages relativatasets used by other empirical studies
that investigate innovation in the context of thenflifecycle. First, the data facilitate the study
of innovation in diverse firms and industries, wdas other datasets are limited to certain

industries (e.g., Henderson (1993); Prusa and Seh{h994)), to industries with patentable

! Following the literature, the terms innovation utg) innovation activities, and innovation efforse used
interchangeably, as are innovation performance, R&®luctivity and innovativeness.

2 On the side of innovation input, firms are askedirtdicate the amount of CHF invested in R&D adiis
(exploration), refinement activities and implemeiota activities (the latter two are exploitatiofefinements
describe significant adoptions of existing or nedéyveloped products that extend beyond R&D actisitOn the
side of innovation output, firms are asked to iatkcthe proportion of sales attributed to remarnkatiproved
products (incremental), products that are new éofitm and products that are new to the marketi¢edd See
section2.2 for a more detailed discussion and the appefodia definition of these measures.
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inventions (e.g., Akcigit and Kerr (2015); Balasammanian and Lee (2008)), to the
manufacturing sector (e.g., Foster, Grim and Z{&4 3); Kastl, Martimort and Piccolo (2013))
or to listed firms (e.g., Loderer et al. (2016))ec6nd, the dataset contains some unique
information regarding innovation efforts and outpthat other datasets do not. For example, it
contains quantitative and qualitative information frm efforts associated with exploration
versus exploitation activitiesThird, my output measures, i.e., sales relatefliniovations, are
likely superior to patents in measuring the ecomorants generated by an innovation. Acs and
Audretsch (1987) note that patents are a “notoljosak measure” of innovation because many
never bear fruit and some are used simply to impleeennovations of others. This observation
may be particularly relevant in a lifecycle studycls as this one, as established firms have an
incentive to patent to prevent other firms fromeeimy the market, although these patents may
never yield economic rents (see Etro (2004)). Fouttie data allow me to control for many
factors that could confound the relationships amonyglifecycle measure, foundation age, and
innovation. One prominent factor is firm size, #dgcycle dynamics of many innovation-related
models are driven by the fact that older firms tgpacally larger and not necessarily by the fact
that they have been active for a longer time pefse Akcigit and Kerr (2015); Klette and
Kortum (2004)). Finally, using Swiss data is suialor studying firm innovation because
Switzerland is the world’s leading country in ination according to the Global Innovation

Index of 2015

% Most similar information on firms’ innovation effs is used by Mansfield (1981) and Cohen and Kée$p996).
In a more general way, these studies distinguigierses (patents) associated with product (treateddical)
versus process (treated as incremental) innovations

* The popular Global Innovation Index is co-publigh®y Cornell University, INSEAD, and the Word Irieftual
Property Organization (WIPO). For further infornmeti on ranking details and methodology, see
http://www.globalinnovationindex.org/content.aspa@p=Gll-Home Switzerland ranks among the top five
countries (ranks in parentheses) in terms of gexgenditure on R&D performed by business enterprasea
percentage of GDP (5), innovation output (2), andersity-industry research collaboration (3).
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In line with the three innovation perspectives, #mpirical analyses proceed in three
parts. The first part examines innovation effoitgts) and investigates whether young and
established firms differ in their exploration arndpmitation activities. The results indicate that,
relative to young firms, established firms invegjndicantly less in R&D (exploration) and
refinement activities and invest equally in implentaion activities (the latter two together
constitute exploitation). The main differences egeein the first 30 years of a firm’s existence.
The input results are partly inconsistent with tiveoretical predictions, as established firms also
engage less in exploitation activities that aimptoduce incremental innovations, such as the
improvement of existing products. A possible expteon is that routines and accumulated
knowledge enable established firms to be moreieffidn these exploitation activities. Among
other things, this possibility will be investigatiedthe second part of the analysis.

The second part considers innovation performanak examines whether young and
established firms differ in how efficiently theyqgaluce incremental and radical innovations. The
results show that established firms produce bo#s Imcremental (significantly improved
products) and radical (new-to-market products) wation outputs for a given level of innovation
inputs. On average, the main decline in innovapierformance occurs between 20 and 40 years
of a firm’s existence, which occurs approximately §ears after the decline in a firm's
innovation effortsFurther analysis reveals that both R&D and refieetractivities lead to lower
innovation outputs in established firms than in ygdirms. Together, the results provide novel
evidence that established firms are less innovatingn young firms are in terms of both
innovation inputs and innovation outputs. The réiducin innovativeness over the course of the
firm’s lifecycle occurs because established firmsstefor a longer time, not because they are

larger in size.



The third part examines whether young and estaddidirms differ in terms of their
efficiency in using external knowledge to produnaavations. To do so, | build a measure of
how important innovation knowledge from externalurees is(e.g., customers, suppliers,
consultant, universities) to firm innovations. Ttesults show that, as firms grow older, they
become more efficient in using external knowledgeptoduce innovations. Thus, by using
external knowledge, established firms can reduee dbserved difference in innovativeness
relative to young firms. This evidence is consistith the theory from Cohen and Levinthal
(1989) that firms accumulate innovation-related Wigalge over time (absorptive capacities),
which enables them to efficiently screen and ex@giernal knowledge to produce innovations.

Overall, the results show that, during the firsty@&@rs of the lifecycle, firms’ innovation
efforts and abilities change significantly. Moreesifically, relative to its younger counterparts,
firms that have been operating for more than 30 sy@a/est less in innovations and are less
efficient in producing innovations within the firnmowever, they are more efficient in using
external knowledge to produce innovations. Thesdiriigs are consistent with the hypothesis
that, as firms grow older, they establish orgamizetl structures and routines that stifle
innovation within the firm, on the one hand, andytlbuild up absorptive capacities that foster
the efficient use of external knowledge to prodircevations, on the other hand. Furthermore,
the findings provide evidence that, in terms ofowation, firms undergo significant changes
when they are young (fewer than 30 years in operaind then enter into a sort of “innovation
steady state” when they are established.

The findings of the paper contribute to severahrgls in the literature on innovation.
First, this work contributes to a growing numbeeatlogenous innovation and growth models of
the innovativeness of young and established (inamt)bfirms (Acemoglu and Cao (2015);

Akcigit and Kerr (2015); Klette and Kortum (2004pne key implication of these models is that



differences in firm innovativeness emerge becauseize differences between young and
established firms rather than because of age diftars. My results are inconsistent with these
predictions because firm age rather than firm skethe main variable that drives firm
innovativeness. These results are in line with ilesothat predict that older firms are
organizationally more rigid and, hence, less intisea(e.g., Henderson (1993); Holmstrom
(1989); March (1991)).

Second, this work relates to papers that test Spetifferences in the innovativeness of
young and established firms. On tin@ut side Kastl et al. (2013) and Foster et al. (2013) find
that R&D expenses decline as firm age increases. prhsent study adds to these studies by
showing that both explorative R&D activities andolitative refinement activities decline as
firm age increases.

On theoutput side Bernstein (2015) and Loderer et al. (2016) fihdtt as listed firms
grow older, their effort and abilities to produ@alical innovation decline. Furthermore, Kueng,
Yang and Hong (2014) examine a representative sawipCanadian firms and find that the
likelihood to produce process (incremental) anddpod (radical) innovation is decreasing with
firm age. My paper extends these studies by showhay in a sample of listed and unlisted
firms, the efficiency in producing both incremenaald radical product innovations is decreasing
with firm age.

Third, more generally, | contribute to a better erstianding of how firms use external
knowledge to produce innovations. This study us®s &ge as a measure of a firm’s ability to
use external knowledge (absorptive capacities) farttd that a firm’s abilities to use external
knowledge to produce innovation increase as firm iagreases. This novel evidence is in line
with the theory of absorptive capacities of Cohed &evinthal (1989), who claim that firms

need time to learn and build a stock of knowledgeénow best to exploit external knowledge to



produce innovation. Evidence from various caseistughows that firms increasingly recognize
the importance of external knowledge in producimgowvation, also referred to as “open
innovation” (e.g., Chesbrough (2003); Cockburn Aethderson (1998)). An illustrative example
is Holcim, one of the world’s leading building maéé companies that recognizes open
innovation as a key factor in its innovation susces

The remainder of the paper is organized as follévextion 2 describes the main data and

testing strategies. Section 3 presents the empigsalts, and Section 4 concludes the paper.

2. Data and Methods

This section describes the survey data and thelsasopstruction. It also presents the main
measures and regression frameworks to analyzentiozation process of young and established

firms.

2.1. Sample construction and survey method

The firm-level data used in this paper are obtaiinech the 2% to 7" Innovation Survey by
the Swiss Economic Institute (KOF) at ETH ZuriclneTsurveys were conducted in 1996, 1999,
2002, 2005, 2008 and 2011 with a sample of Swissufaaturing and service firms with at least

five employees. The triennial panel ends in 201¢abse the KOF conducted a subsequent

® Extract from the 2013 annual report of the Swisporation Holcim: “Open Innovation is an essentidtor for

innovation success, as innovation happens at gagoss. This is why Holcim has always sought onbvative
partners willing to challenge the status quo. Cannlgj the knowledge of the materials manufacturimecpsses
with other expertise of selected partners allowsaostantly provide better solutions for the chaggilemands.
Holcim works closely with research institutes amiipment and technology suppliers. A partner netwafr
leading universities such as ETH Zurich and MIT tBosenables Holcim to stay at the pulse of new
developments and to transfer basic research issigito practical offerings for customers. Solutioase
increasingly demanded in a faster way — anothegoredor working jointly with customers and partne®pen
Innovation is strengthening Holcim’s ability to tkelr fast and smart solutions.”
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survey in 2013 based on a different questionndis¢ tesembled the European Community
Innovation Survey (CIS).

The sample is stratified by 27 three-digit (NACHEYustries from the Swiss business
census and, within each industry, by three firne-sitasses. Within each of the 81 (27x3)
industry-size strata, an equal number of firmsaisdomly chosen, except for the largest size
class, which is surveyed in fullhe sampling procedure leads firms from smalleugtdes and
larger firms to be overrepresented relative to gbpulation of firms from the Swiss business
census. The surveys collect, among other datajnaton on firm innovation inputs and outputs,
firm characteristics and the market environment.

Responses were received from 1,537 firms in 198&ppnse rate of 33.5%), 1,470 firms in
1999 (33.8%), 1,938 firms in 2002 (39.6%), 2,55,8§ in 2005 (38.7%), 2,172 firms in 2008
(33.8%) and 2,363 firms (35.9%) in 2011. The pooled datésen 1996 to 2011 comprises
12,035 firm-year observations. | refine the sampjeexcluding the following firms: (i) those
with missing data on saletm age and competition and (ii) those that arenger than three
years old. The latter sample restriction helpsvadte concerns that start-up firms are driving the
results. Furthermore, my investigation is restricted to wawon-active firms, which are
identified by their answer to a question regardivitether they have been actively engaged in
product or process innovations within the previthuse years. The final sample consists of 4,657
firm-year observations of innovation-active firn2zs648 observations are from firms that disclose
their innovation expenditures, and 2,009 obsermatiare from firms that do not disclose
innovation expenditures. In some regression spatifins, | control for possible sample selection

biases using a Heckman selection model and migsiognation dummies (see section 3.2.3).



According to Weisberg (2005), empirical resultsnirsurvey-based research might be
biased for three prominent reasons: survey admatigh issues, measurement error, and non-
representativeness. Below, | briefly discuss wheséhissues should raffect my results.

Survey administratianThe KOF undertook remarkable efforts to reducee gbssibility of
data bias due to survey administration issuesekample, (1) the surveys are mailed during the
same month in each survey year; (2) the questiommkEsign is the same across survey waves
and follows the established recommendations anihiiehs of the OECD Frascati (2002) and
Oslo (2005) manuals; (3) the data are enteredrelactlly, and all entries are double-checked
manually; and (4) wrong or implausible answersnividual questions are treated as missing.
Furthermore, both the survey administrators anderaat authors confirm the high
methodological standards and strong validity of da¢ga (see Keupp and Gassmann (2013) and
the references therein).

Measurement errorsusing a survey of self-reported firm data mighise concerns that
firms potentially over- or understate their innawat activities and success. According to
Mairesse and Mohnen (2010), bias is likely in sotiye answers and scarcely observable
measures in which the respondent’s judgment andvikailge matter. The authors state that
innovation output measures from innovation survanes more likely to suffer from such biases
than innovation input measures are. For severabresa | do not believe that measurement errors
are systematically biasing my results. First, resijgmts are guaranteed anonymity, and they
know that their answers will have no effect on thentheir firms. Second, prior research shows
that measures of innovation reported in the CIS raghly correlated with other observable
measures of innovation outputs, such as patenthansame firms (e.g., Hall and Mairesse
(2006)). Third, pure measurement error in the ddpetvariable would primarily bias the results

if it were systematically related to the main vaheof interest, namely, firm age. As a robustness
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check, the exclusion of start-up firms (<8 year$iroh existence) from the sample does not alter
the baseline results and, thus, alleviates conctvaisyoung firms possibly overstating their
innovation efforts or outputs bias the results.

Representativenes#\s discussed above, the sample selection leadss ffrom smaller
industries and larger firms to be overrepresentedthy sample. For instance, the statistics for
total employees (Table 2) shows that the firms ynsample are larger than those in the Swiss
business census of 2008. While the average Swiaseinploys 11 employees, the average firm
in my sample has an average of 234 employees.iffhe in my sample are therefore larger and
probably “more successful” than the representafiwess firm. Determining the impact of this
potential selection issue is difficult. Neverthaleshe baseline results are not altered by the
exclusion of the top firm-size class (strata) orfiohs from smaller industries. This alleviates
concerns that the overrepresentation of largersfioamthose from smaller industries could drive
the results. Possible selection biases stemming ftem non-responses in the questionnaire are
addressed in the empirical section.

As in all survey-based research, this study canaotpletely avoid all potential sources of
bias. However, | believe that the careful survesnimistration and data analysis has helped limit

potential problems.

2.2. Variable definitions and measures

By analyzing the innovation process from the thpsgspectives, | use measures that
require some explanation, namely, those associaidinnovation inputs, innovation outputs

and the firm’s use of external innovation knowledge
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2.2.1Measures of innovation input

The traditional measures of innovation input (éff@are R&D expenses or patents. These
measures have known limitations that may also thiesesults of an empirical lifecycle analysis
like mine. R&D measures only the initial input imetinnovation process, capturing creative and
explorative activities. However, it does not measiinms’ innovative efforts that are devoted to
more informal (occurring outside of R&D labs) ompépitative activities, such as the adaptation
of existing products and technologies and theirl@mgntation in the marketplace (e.g., Lerner
and Seru (2015); Mairesse and Mohnen (2010)). & Hense, Kleinknecht (1987) provides
evidence that R&D from large archival data undémestes firms’ innovation activities, and this
underestimation is likely to be more pronouncedsfoall (and presumably young) firms.

Patents are commonly used to measure an inventiegsee of novelty. However, patents
measure only successful inventions and neglectetfuets and resources needed to create an
invention (Griliches (1990)). Moreover, becauseallshed firms are more incentivized to use
patents for preemptive purposes, patents may duaags innovation efforts of established firms
relative to those of young firms (Etro (2004)).

Addressing the limitations of these traditional sweas this study analyzes firm expenses
for both types of innovation activities: exploratiand exploitation. Following March (1991), (1)
R&D expenses are treated as explorative, whergaex{@nses for the refinement of existing
productsand (3) expenses for the implementation of innovetiare understood as exploitative.
Refinement activities are adaptations of new anistiag products beyond R&D activities.
Implementation includes activities that are asgediavith the introduction of an innovation in
the marketplace, such as pilot projects and matésts, licensing, the patenting of own

inventions, the introduction of process innovatiand the training of employees.
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These activities also follow the logic of the inatien process, which typically begins with
R&D activities, proceeds with refinement activitiead ends with the implementation of the
innovation in the marketplace. Relative to moraéneental innovations, radical innovations are
known to require more innovation expenses, espggd@l R&D activities.

Each of the three expense (effort) measures igelkfas the sum of expenses over the past

three years standardized by current sales, aadhus defined as an intensity measure.

2.2.2Measures of innovation output

To explore how efficient young and established éirane in producing innovation outputs
that are associated with different degrees of ngyvelfollow the literature and distinguish
between three types of product innovation: increiaemediocreand radical (e.g., Mairesse and
Mohnen (2002); Schneider and Veugelers (2010)ktFfirms can innovate incrementally by
introducing a significantly improved version of existing product or service. Second, firms can
imitate competitors’ products or produce close stliss that are still new from the firm’'s
perspective. Third, firms can innovate more radiycly introducing products that are new to the
market, thereby enabling a market leadership rolethis study, the main focus will be on
incremental and radical innovations.

Accordingly, this study uses three innovation outpariables, which are defined as a
firm’s share of sales resulting from improved, n@afirm, and new-to-market producBecause
only questionnaires from 2005 onward distinguishwieen new-to-firm and new-to-market

products, related investigations are based oniyner2005, 2008 and 2011 surveys.
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2.2.3Measure of external knowledge

To test whether established firms are more effeciiv using external knowledge to
produce innovation, this study defines a measuréood important knowledge from external
sources actually is for a firm's innovation proce$s the questionnaire, firms rated the
importance of knowledge from eight external sourfoegheir innovations on a five-point scale,
ranging from unimportant (1) to crucial (5). Thetexal sources are clients, material suppliers,
software suppliers, competitors, universities atiteohigher education institutions, government
or private research institutions, consultants, etinology transfer offices. To generate a firm-
specific measure of the importance of external Kedge, | aggregate these answers by summing
the scores for each of these questions and reealetal score to a number between 1 and 5. A
value of 1 (5) means that external knowledge is retgvant (crucial) to a firm’s innovation
process (this approach is borrowed from Cassimdrvauigelers (2002)).

Figure 1 graphically summarizes the descriptiornthésectior.2.

2.3. Model estimation

To empirically investigate the innovation proce$yaung and established firms from the
three perspectives, | define two main regressi@tifipations that are borrowed from the models
developed by Cohen and Klepper (1996) and MairasdeVlohnen (2002)n the first part of the
analysis, | seek to document possible differenceshe innovation efforts of young and

established firms. To this end, I use the follomamgnometric baseline specification:

Input, = a+ bx Agg + gX +n, +§ + |, (1)

where i denotes the firm and t denotes time. npepresents the different innovation effort
measures introduced in secti@®.1, and equation (1) is estimated separatelyeémh effort
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measure. The main coefficient of interest (b) is &omeasure that distinguishes young from
established firms. For identification purposes,sk wa firm’'sfoundation age defined as the
difference in the current year and the year of@’é foundation (e.g., Haltiwanger, Jarmin and
Miranda (2013); Kastl et al. (2013)). Because | age as a proxy for the inflexibility of a firm’s
organizational structures and routines, two situetispeak in favor of using foundation age over
incorporation age. First, a firm can run its opers and undergo organizational changes before
its legal incorporation. Second, incorporation aga be reset to one if a firm changes its legal
form, reincorporates in a different state, or ugdes corporate restructuring (e.g., a statutory
consolidation), but organizational structures amatines are typically not reset in such events. In
both situations, using incorporation age might léadan underestimation of organizational
structures and routinés.

Following the hypothesis that young firms engagereanm exploration activities and
established firms engage more in exploitation #&&ts, the age coefficient should be positive
when R&D expenses are the dependent variable arghtive when refinement and
implementation expenses are the dependent variables

Following the literature, Xis a vector of standard control variables (e.goh&h and
Klepper (1996); Kastl et al. (2013); Mairesse andhien (2002)), including firm size, five
dummy variables that measure the strength of perdezompetition, and two dummy variables
that identify firms that have export activities ahdt are owned by a foreign company. Firm size,
measured by the natural logarithm of sales, reflactess to finance, scale economies and the
number of product lines (see also Akcigit and K@015)). | also include value added per

employee, which is used as a proxy for the firm@doictivity or distance from the technological

® An argument that speaks against the use of foiomdage is that, before its legal incorporatiofirm might not be
operatively active and thus is not building forroafjanizational structures and routines. Incorporagige is not
available in the used dataset.
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frontier in other studies (see Acemoglu and Caol%20Kastl et al. (2013))Finally, all
regressions include industryg;) and time- §;) fixed effects to capture the average effect in an
industry and macro effects in a given year, respelgt’

In the second and third part of the analysis, kseedocument efficiency differences
(abilities) between young and established firmgansforming innovation inputs into innovation
outputs. This study relies on the regression fraonkwf Mairesse and Mohnen (2002), in which

the production of innovation follows the logic ostandard production function:

Output, = a+ bx Age+ & Inpyt+ d K+ B Agex K+ * X+§ +n + ., (2)

where innovation outputs (Outpytresult from innovation inputs, such as innovation
expenditures (Inpiy), firm characteristics and other contextual vdgab Again, the main
variable of interest is firm age (Age which is used to determine whether a firm’s iibg to
turn innovation inputs into innovation outputsristieasing or decreasing with dgEquation (2)
is estimated separately for the different innovataitput measures, ranging from incremental to
radical. Relative to other studies, this referattest of the innovativeness (e.g., Mairesse and
Mohnen (2002)), innovation performance (e.g., Mssee and Mohnen (2010)) or R&D
productivity (e.g., Seru (2014)) of firms of diféert ages.

Output; is the proportion of sales from innovative produttat have been introduced
within the last three years (see section 2.21&), lapuk represents innovation expenditures, i.e.,
the sum of expenses associated with explorationeaxptbitation activities (see section 2.2.1).

Again, | include a vector of controls {Xthat is also used in equation (1). The correctrsize

" The baseline results are robust to the inclusiba duman capital index, which is defined as thaction of
employees with tertiary education (not shown). Heeve its inclusion may cause a mechanical relatigms
because innovation expenditures may largely con$iskpenditures on wages of workers with tertiedycation
(see Kastl et al. (2013)).

8 Please note that firm age is defined as the ndagarithm of a firm’s foundation age. Similar uéts are obtained
when age is defined alternatively as industry-aéisage or standardized age (age minus the indostgn
divided by the standard deviation).
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also takes into account that young firms, whichdsity have a lower sales base, find it easier to
obtain higher scores for innovative outcomes. Téwilts are similar when the total number of
employees is used as a measure of firm size. Timaag®ns again control for industryy;{ and
time- (6y) fixed effects.

To analyze the innovation process from the exteknaWledge perspective, | also include a
variable (K;) that measures the importance of external knovdeda firm’s innovation process,
as introduced in section 2.2.3. The main coefficiestimate of interest is the interaction term
between this variable and firm age (AgeKi). In line with the prediction that establishedrfs
are better able to use external knowledge to pmdurovations, | expect to find a positive and
significant coefficient estimate (e).

To accurately cope with the different scale levaatsl distributional characteristics of the
dependent variables in the regression specificatidhis study uses different econometric
estimation techniques. Most of the innovation inpugasures are extremely left-skewed with a
non-trivial fraction of zeros. Therefore, | use $¥@in pseudo-maximum likelihood (PPML)
estimation of regression 1 (Foster et al. (201B}Y, the results are similar if ordinary least
squares (OLS) or Tobit models are used. Furthermore innovation output variables are
fraction data that take values between zero and dmerefore, | estimate a generalized linear
model (GLM) with a logit link, a binomial distribiein family and robust standard errors,
following Papke and Wooldridge (1996).

Given the sampling procedure and the long timebktgveen the surveys (three years), only
33% of the firms are present in more than one symwvaich limits my ability to exploit the panel

feature of the data.

° Previous studies have estimated Tobit-censoregssipn models (e.g., Cassiman and Veugelers (R006)ave
performed a logit transformation of the variablel arsed OLS (e.g., Mairesse and Mohnen (2002)). Kewe
both approaches have well-known limitations (seerB§2008); Ramalho, Ramalho and Murteira (2011)).
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3.  Empirical results

In these section, the following predictions frone tineoretical literature (e.gSohen and
Levinthal (1989); Henderson and Clark (1990); Hesde (1993); Loderer, Stulz and Walchli
(2016)) are tested: As firms grow older, organadi structures and routines associated with
existing assets decrease (increase) their effortk adilities to produce radical (incremental)
innovation. Furthermore, by growing older, firmsildwp a stock of knowledge that increases

the efficient use of external knowledge to prodimc®vations.

3.1. Descriptive statistics

Table 1 provides summary statistics for the vadabirom 1996 to 2011 that are also
entered into the baseline regressions. Detaileidblardefinitions are presented in the appendix.
Except for binary variables, all variables are wiized at the % and 99' percentiles to prevent
any influence of extreme outliers.

Panel A summarizes information about innovatmutputs which are measured as the
proportion of sales attributed to different typdsrmovations that have been introduced within
the last three years. On average, 15% and 18%edfirths’ sales are attributed to significantly
improved and new products, respectively. The 3294ré for average innovative sales (attributed
to significantly improved or new products) suggeiat the average sample firm renews its
product lines every nine years, assuming uniforneweal across its product lines. The proportion
of sales from new-to-market products is 13%, basedhe short sample period from 2005 to
2011.A significant number of firms have introduced inatiens but do not disclose innovation
expenditures (N = 2009); consequently, they areemd¢red into the baseline regressions. The

descriptive statistics suggest that innovation ouip almost the same for firms that disclose
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innovation expenditures (32%) and those that dalismose innovation expenditures (33%). The
latter subsample is further analyzed in the seaimnobustness checks.

Panel B presents the distribution properties of rigorted innovationnput measures,
which consist of expenses for exploration and aiqtion activities within the last three years.
On average, within the last three recent yearsysfispent approximately 5% on innovation
activities relative to their current revenues, a¢sinsg of equal parts of exploration (2.1%) and
exploitation (2.6% = 1.2% + 1.4%) expenses. Dividinnovation expenditures by three years
leads to annual innovation expenditures (relativedles) of approximately 1.6%. The magnitude
of the innovation input and output measures arepesable to the ones in Cassiman and
Veugelers (2006), who use data from the Belgiaoation Survey.

Finally, panel C summarizes tHem characteristicsthat typically covary with firms’
innovation inputs and outputs. The main variablentérest, firm foundation age, shows a mean
value of 57 years, and the distribution is rightaskd (see also Figure 2). Following previous
discussions, in this study, young and establishedsfare identified by whether a firm was
founded fewer or more than 30 years ago. Accorgjrgpproximately 30% of the observations
consist of young firms, and approximately 70% csinef established firms. The mean value of
foundation age in this study is greater than thosgher studies, e.g., 36 years in Schneider and
Veugelers (2010) and 31 years in Kastl et al. (20ABother Swiss study based on a different set
of survey data shows a comparable foundation agjeavimean value of 51 years (Waelchli and
Zeller (2013)). The authors further note that, witZerland, a firm’s foundation age is, on
average, 20 years greater than its incorporatien(sge section 2.3 for a discussion of possible
reasons). As noted above, because of the strasBadple selection, my sample is also tilted
toward larger firms. The average firm has 236 eyg#s and sales of CHF 78 million. As in this

study, the sample in Kastl et al. (2013) is aldeded based on size- and industry-strata, and
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their sample firms show comparable mean valuesrimg of size, i.e., 358 employees and sales
of EUR 27.1 million'® Moreover, relative to the results of other studibe value added per
employee is high at CHF 145,900. Moreover, 16%raid are owned by a foreign firm, and 75%
of firms conduct export activities.

Table 2 reports correlation coefficients for innbea output and input measures and other
important firm characteristics. Largely consistemith theoretical arguments and existing
empirical evidence, innovation outputs are posliyivelated to innovation inputs and exporting
activities and negatively related to firm age (eAw, Roberts and Xu (2008); Mairesse and
Mohnen (2002); Schneider and Veugelers (2010))theamore, for innovation inputs, the
negative age coefficients decrease in magnitudemibie exploitative an innovation activity is
(see the age coefficients in columns 6 to 8). Thgative input-age coefficients reveal that
established firms engage in fewer exploration atqulagtation activities. The negative output-age
coefficients indicate that older firms have lowenavation outputs. Finally, the two firm size
measures, sales and the total number of emplogeesynrelated to the innovation input and
output measures. This notable finding indicates$ tiggther the input nor the output results are
driven by small (and presumably young) firms witweér sales or smaller employee bases.
Because firm size is an important determinant ofovation in firm lifecycle models, the
innovation—sales relationship will be addressedthe subsequent multivariate regression

analysis.

10 Their monetary variables are expressed in 20@®griand the exchange rate in 2003 was, on aveEatfd EUR
1.52.
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3.2. Multivariate regression results

This section documents the empirical results from multivariate analysis from the three
perspectives of the innovation process. Firstnuestigates whether young firms differ from
established firms in their exploration versus ekpton efforts. Second, the section analyzes
whether these firms differ in their efficiency (fgmance) in producing incremental versus
radical innovations. Third, this section examindgether these firms differ in their abilities to use

external knowledge to produce innovations.

3.2.1lnnovation input results

The first set of empirical tests is used to inge whether firms of different ages differ in
their innovation efforts. Table Presents the results from regressions of innovasatiort
(expense) measures on firm age. The measuresaadastized alternatively firm sales and
total number of employee3he latter standardization ensures that the reanétsnot driven by
young firms that have no or low sales. The inclasb firm sales as a control variable and the
exclusion of observations of firms younger tharearg further alleviate this concern.

The results in column 1 and 2 show that establidivats spend significantly less for
innovation activities than their younger countetpato. To explore the functional form of the
relation between innovation expenditures and fige,d estimate specification 1 by using age
dummies that cover 10 years each (not shown) amth usn-parametric kernel regressions
(Figure 3). The results indicate that most of tifeedences in innovation expenditures occur at
early lifecycle stages, i.e., in the first 30 yeafsa firm's existence. As an illustration of
magnitudes, innovation expenditures (relative fesaare 4.4%, 3.6% and 3.4% for firms that

are 9 (8' percentile), 27 (28 percentile) and 49 (80percentile) years old. Thus, on average, a 9-
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year-old firm invests approximately 20% more inamation activities than a 27-year-old firm
does. The results related to firm age are simils@minnovation expenditures are standardized by
the number of employees or are not standardizatl, #llowing Kastl et al. (2013}

The finding that established firms show relativiglwer innovation expenditures raises the
guestion of whether they spend less for exploratorexploitation activitiesThe results in
column 3 to 8 shed light on this question. Estalels firms spend less for both R&D and
refinement activities. Therefore, these firms sdenengage less in activities to explore new
opportunities and activities to improve existingpogunities. As refinement activities are defined
as the refinement of existing and new productsegression 5 and 6, | also control for R&D
expenditures that aim to generate new products.négative age coefficient remains significant,
which indicates that the refinement of existingduats is actually declining with firm age (not
shown). With regard to implementation expenditugeging and established firms do not differ.
Hence, firms of different ages have a similar fooms activities associated with the
implementation of innovations in the marketplace.

The coefficient estimates associated with the cbmntariables provide further interesting
insights into the determinants of innovation inpuensity. The coefficient estimates associated
with firm size provide rather inconclusive resultarger firms seem to invest less in innovation
activities per unit of sales, but they invest mpee unit of employees. These results underscore
the inconclusive evidence from studies on the imiahip between firm size and R&D intensity
(innovation inputs). The relationship is U-shapedBbund, Cummins, Griliches, Hall and Jaffe
(1984); not significant in Cohen, Levin and Mowéi®87); and negative in Acs and Audretsch
(1988) and Akcigit and Kerr (2015). Furthermoreg gositive and highly significant coefficients

of the export dummy indicate that exporting firmgeast more in innovation activities, which is

1 please note that R&D expenditures in the papétastl et al. (2013) and the innovation expenditinethis paper
are defined similarly.
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in line with the evidence of Aw et al. (2008). THhiisding is consistent with arguments that larger
export markets provide higher returns on R&D inwestts.

The negative R&D-age relationship raises an addiliqjuestion on whether the lower
R&D expenditures of established firms can be aitgt to their lower engagement in research or
development activities. The questionnaire doeddigtinguish between expenditures for research
versus development activities, but it does inclupmlitative items related to this issue. In
particular, firms rated how much of their innovatiexpenditures are allocated to either in-house
research or development on five-point scales, rapgrom none (1) to very much (5),
separately? Using this information, | create dummy variableattrepresent whether a firm has a
strong (values of 4 and 5) or weak focus on reseactvities and development activities.

Table 4 shows the results from logit regressionghesSe measures of research versus
development focus on firm age and the other detents in equation (1). The coefficient
estimates suggest that the previously documentedri®&D expenditures of established firms
primarily stem from lower engagement in researdividies but not in development activities.
Accordingly, established firms are less focusedyenerating basic innovation knowledge from
research activities. Consistent with this resukp ghe size of the R&D lab, measured as the
proportion of R&D employees among all employeegnisicantly decreases with firm age (not
tabulated). Furthermore, the results show thatelafgms focus more on both research and
development activities, which is consistent wité thsults in Table 3 that R&D expenditures (per
employee) are increasing with firm size.

Overall, the results from the input analysis intkcthat established firms spend less on

exploration and exploitation activities than youirgns do. Established firms’ relatively lower

2 |n the survey, research activities are definedasic and applied research activities with possitpglications.
Development activities are defined as the use ddtiag scientific knowledge to produce new or imyed
products and processes. See also the appendiariable definitions.
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expenditures on exploration primarily stem fromithewer engagement in research rather than
development activities. These results are onlylypadnsistent with the theoretical predictions.
The main inconsistency stems from the fact thaabdished firms are also less involved in
exploitation activities, such as refinement and langentation. A possible explanation is that
established firms engage less in exploitation dms/ because they are more efficient in
producing incremental innovations. This possibilitf be investigated in the subsequent output

analysis.

3.2.2Innovation performance results

In this section, | test the predictions that yofings are more efficient in producing radical
innovations and that established firms are morigiefit in producing incremental innovations.
To do so, | present regressions using the spetidicen equation (2). Additionally, an interaction
term for firm age and innovation expenditures isluded. In such a specification, the age
coefficient is interpreted as the differences inowation outputs for firms of different ages,
holding firms’ innovation inputs (including innovah expenditures) fixedMoreover, the
interaction term makes it possible to test whetire® CHF of innovation expenditures leads to
higher or lower CHFs in sales from innovationsirm§ of different ages.

Table 5 shows the performance results for innomatatputs with different degrees of
novelty. The coefficient estimates associated Wiitin age suggest that young firms are more
efficient in producing innovations. This finding Ide for all innovation types, but the effect is
stronger for radical innovations (i.e., new-to-nedrbroducts) than for incremental innovation
(i.e., significantly improved products). By analogg the input analysis, | estimate non-
parametric kernel regressions to illustrate thetional form of innovation performance and firm
age. Figure 4 shows that most of the decline imwation performance emerges from age 20 to
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age 40. In terms of the firm’s lifecycle, this dael happens approximately 10 years after the
decline in innovation efforts.

The coefficient estimates associated with “innavatexpenditures” and the interaction
term (Firm age x innovation expenditures) reveaithier insights into possible efficiency
differences in the innovation activities of firm$ different ages. The estimates suggest that
innovation expenditures significantly contributestmes related to the different innovation types.
Established firms, however, are less able to tmansfone CHF of innovation expenditures into
sales related to new-to-market products (columnN®).such differences are observable for
improved products or for new-to-firm products (sedumns 1 and 4). The significant results in
column 2 and 3 emerge because the innovation oatpasure includes new-to-market products.

The overall effect of firm age on innovation perfance is economically meaningful. A
change in firm age from 9 years"(percentile) to 49 years (8(ercentile) lowers the output
from 18.6% to 16.1% for incremental innovations anom 15.0% to 10.5% for radical
innovations, at means of all other variabféghis result corresponds to declines of 13 and 30
percentage points in firms’ incremental and radicabvation outputs, respectively.

With regard to firm size, another key determinaftirmovation throughout the firm
lifecycle, the results are not significant. Neithecremental nor radical innovation outputs are
significantly related firm size. This result is awsistent with the theory and evidence of Akcigit
and Kerr (2015), who find that larger (and presumalider) firms with a larger operative basis
should be at a relative advantage in producingemental innovations and at a relative
disadvantage in producing radical innovations.

Additional checks show that the results are robmshe following changes (not tabulated).

First, the main coefficient estimates remain sigaiit when the dependent variables are

13 please note that, in GLM models, the economicceffannot directly deduced from coefficient estiesatThe
economic effects of the age coefficients are cated by using the margin command in STATA.
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truncated at levels of 0.7 and 0.5, respectivehysl the results are not driven by “outliers” ie th
dependent variables. Second, the largest sizasaatdefined by the KOF, is excluded because
these firms are overrepresented. The documentedtefire even stronger in the reduced sample.
Third, following Mairesse and Mohnen (2002) and $hasn and Veugelers (2006), the model is
augmented with four additional determinants of waimn output, such as a dummy for
continuous R&D,a dummy for collaborative R&D, and measures of ritial and technical
obstacles for innovatior. Although the number of observations is signifitanteduced
(N = 1,462 in specification 1), the main coeffidi@stimates remain statistically significant.

Finally, to obtain a better understanding of whichovation activities are performed less
efficiently in established firms, this study reges innovation outputs on the different expenses
for exploration and exploitation activities. Taleshows the results. In columns 1 and 2, the
interaction terms with firm age indicate that R&Bdarefinement activities lead to significantly
lower innovation output in established firms. Thsults in columns 3 to 6 suggest that these
inefficiencies stem from established firms’ lowdficéency in translating refinement activities
into incremental innovations (columns 3 and 4) andranslating R&D activities into radical
innovations (columns 5 and 6). No such differencas be documented for implementation
activities (interaction term not shown). Finallyhet highly significant coefficient estimates
associated with R&D expenditures in all regressiomdicates that R&D activities play a
significant role for all types of innovation outputThis does not apply to refinement and
implementation activities.

Overall, the comparison of young and establishednsfi innovation efforts and

performance reveals the following results: Firnmsiavation efforts are declining with firm age,

4 The dummies are equal to one if a firm does R&a@ontinuous basis and collaborates in R&D witfeofirms,
respectively; and zero otherwise. The measuresnamdial and technological obstacles (5-point Likegzale)
indicate by how much a firm’s innovation is hamgkt®y financial and technological constraints, resipely
(see Mairesse and Mohnen (2002) and Cassiman angelés (2006)).

26



primarily concentrated in the first 30 years ofifiexistence. The decline is primarily attributed
to decreasing engagement in research activitiegefimement activities. On the output side of
innovation, a firm’s innovation performance is deitig with firm age for both incremental and
radical innovations. The efficiency drop occuranfir@0 to 40 years of firm existence and hence
starts 10 years after the drop in innovation effoA possible explanation for these patterns is
that decreasing innovation efforts in establishethd reduce their capabilities to produce
innovations. This parallel decline of efforts arfficeency in these activities makes it difficult to
argue that the decline in innovation efforts igreefficient decision by established firms.

The results support the notion that, as firms gadder, they establish organizational
structures and routines that significantly stifi@ovation efforts and abilities. To a great extent,
the results are also consistent with those of o#mepirical studies that investigate innovation
performance in the context of the firm's lifecydle.g., Akcigit and Kerr (2015); Sauermann
(2013); Sgrensen and Stuart (2000)). The mainrdiftees in the findings emerge in the area of
incremental innovations. Using patents, these studemonstrate that established firms are more
engaged or more efficient in producing incremeiriabvations. By contrast, using investment
and sales figures, | find that established firmgest less in incremental innovations and draw
lower economic rents from incremental innovatioBxtending these studies, | also assess
different activities along the innovation process terms of efficiency and find relative
inefficiencies in established firms’ explorationtigities and in some of their exploitation

activities.

3.2.3Robustness checks: selection-corrected and indasialysis

In this section, | examine whether the construcobrmy sample may drive the baseline
results. Two main issues are considered. Firgstl whether the selection of innovation-active
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firms with non-missing innovation expenditure infation produces biased results. Second,
most empirical studies in the literature analyzeoiration in manufacturing firms. Because my
sample also includes service firms, | test whetge-related effects on innovation in service
firms differ from the effects on innovation in mdacturing firms.

As noted, the baseline regression results are baseanbservations of innovation-active
firms with non-missing information on innovationpenditures. This selection procedure may
result in a non-random sample and cause bias icdg#icients in the baseline regressions. To
assess whether selection produces biased resalpply a two-stage Heckman (1979) selection
procedure. The first stage in the procedure modefsm’s decision to engage in innovation
(innovation: yes/no) with a probit model that resges the indicator variable on the common
innovation determinants and an instrument introdugg Cassiman and Veugelers (2002). The
instrument is a three-digit industry average ofdable that measures the extent to which firms’
innovation activities are hampered by market reiguia. The instrument should be valid because
regulation-induced costs are expected to be fixadl should thus exclusively affect a firm’s
decision to engage in innovation but not its decigiegarding innovation intensity. The second
stage in the procedure is the performance regmesaibich now includes a selection correction
term, the Mills ratio.

Moreover, concerns about bias in the baseline tesnly arise because a non-random
selection of firms with missing information on inration expenditures is excluded from the
analysis. To alleviate these concerns, | replaeerttssing innovation expenditures with zero and
include an indicator variable that takes a valuerd if innovation expenditures are missing for a
firm and zero otherwise (see also Seru (2014)¥hdfmain results are not biased by that type of
selection, the inclusion of observations with nigsinnovation expenditures should not alter the

age-related coefficients.

28



Panel A of Table 7 shows the results from the Hemkanalyses accounting for possible
sample selection bias. The results in columns EfBamstrate that the regression results are not
biased because of the selection of innovation-actiims. The first-stage selection equation
indicates that the likelihood of engaging in innbea is significantly related to a firm’s age, its
size and the regulation of the market environmeaiufmn 1). Supporting the evidence of
Criscuolo, Nicolaou and Salter (2012) and Kuenglet2014), the results show that younger and
larger firms are more likely to engage in innovatidBecause the inverse Mills ratio is
statistically insignificant, there is no evidenceselection bias (column 2). Likewise, the age
coefficients in the performance regression arestattstically and economically different from an
OLS estimation that does not account for seledtias (column 3).

The results in columns 4 and 5 show that the selecesulting from the exclusion of firms
with missing innovation expenditures does not biesbaseline results. The age coefficients in
the sample of firms with missing innovation expéuais (column 4) and in the entire sample
(column 5) are not statistically and economicaiffetent from those in Table 5, column-1in
sum, the selection of innovation-active firms tt&iclose innovation expenditures does not cause
the baseline results to be biased. This also appi®ther regression specifications in which the
dependent variables are related to other innovaipes (e.g., improved products or new-to-
market products).

A second area of interest is whether the documeatgd effects differ in service firms
compared with manufacturing firms, as many empirica@ovation studies solely focus on
manufacturing firms. Following Criscuolo et al. (Z) (and the literature cited therein), the
nature and conditions of innovation in services aubstantially different from those in

manufacturing. More specifically, service innovasgoare typically more difficult to protect via

15| obtain similar results in specification 5 whesing the previously presented two-stage Heckmaecteh
procedure.
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intellectual property rights, require less capitahd require a higher degree of interactivity
between producers and consumers. These condifipitally increase the relative advantage of
young firms in producing innovation. For exampfeg young bank wants to launch an innovative
investment product, it does not have to fear theemptive patenting by established competitors
or financial constraints hamper the developmentsamtess of the innovation. Moreover, it can
flexibly customize the product. Typically, these nddions do not apply to a young
pharmaceutical firm that wants to launch a new drug

Panel B of Table 7 presents the results from intionaperformanceregressions for
subsamples of manufacturing versus service fifth@onsistent with the previous prediction, the
negative age effects on firm innovation performaace significantly stronger in service firms
than in manufacturing firms. This especially applie radical innovations (columns 8 and 9). In
economic terms, a change in firm age from 9 ydﬁ'?sp(arcentile in the pooled distribution) to 49
years (58 percentile in the pooled distribution) reducesrémical innovation output from 12.0%
to 9.1% in manufacturing firms (column 8) and frab8.1% to 10.3% in service firms
(column 9).

In contrast to the performance results, no diffeesnin the age effect between
manufacturing and service firms are observablédéitnovation effort regressions (same as in
Table 3). Nevertheless, a detailed analysis of itlneistry differences in the innovation-age
relation is beyond the scope of this study anddesdurther analysis.

Taken together, the results from robustness cheekaonstrate that the selection of
innovation-active firms that disclose their innawat expenditures does not bias the baseline

results. The results further indicate that the idecin innovation performance over the firm

18 The most important service industries in my sangpkeretail trade, wholesale trade, hotels andricatefinance
and insurance, transportation, telecommunicatiore, estate, computer services, business servickpersonal
services.

30



lifecycle is stronger in the service sector tharthe manufacturing sector. In the subsequent
section, firm innovation is examined from the thipgrspective: the external knowledge

perspective.

3.2.4Firm age, external knowledge and innovation periance

Thus far, my results show that established firnfsl@klower innovation performance than
young firms. In particular, young firms’ innovatiamutputs exceed those of established firms,
holding their innovation inputs fixed. | have thiags disregarded the hypothesis that a firm can
benefit from innovation inputs that come framtside the firm. In line with Cohen and Levinthal
(1989), experience and knowledge from past innowadictivities (absorptive capacities) increase
a firm’s efficiency in using external knowledge tgenerate further innovations. Because
established firms have time to accumulate absamapacities, they should be more efficient in
using external knowledge to produce further inniovest.

In the subsequent analysis, | test this predictind use firm age as a proxy for a firm’'s
absorptive capacities. Existing studies use othexigs, such as a firm’s current R&D intensity
(Cohen and Levinthal (1989)), the existence of R&Epartments (Cassiman and Veugelers
2002) or investments in scientific and technicalining (Mowery and Oxley 1995). As an
empirical proxy for a firm's absorptive capacitytni age is superior to the other empirical
measures for the following reasons. First, it isuitively more in line with the logic of
knowledge accumulation over time. Second, sevebskewers argue that firm age is a key
determinant of knowledge accumulation (e.g., Coled Levinthal (1990); Henderson (1993);
Sgrensen and Stuart (2000)). Third, because fignsagutside a firm’s control, it is less likely to

suffer from endogeneity.
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Table 8 presents the corresponding regressiontsesatusing on the variable measuring
the importance of external knowledge for a firmsovation (see section 2.3) and also on its
interaction with firm age. | measure firm age a®oatinuous variable (as before) and as a dummy
variable equal to one if a firm is older than 2%rgein the survey year and zero otherwise.
Additionally, it is worth noting that use of extatninnovation knowledge is not related to firm
age; hence, established firms do not rely more xtereal knowledge than their younger
counterparts do.

The results show that established firms are indewde efficient in using external
knowledge to produce innovations, independent & tovelty of those innovations. The
interaction terms in columns 1 and 2 show that fage fosters a firm’s ability to use external
knowledge to produce innovations. If the regressimdel in column 2 is used to predict the
sales of young and established firms resulting fronovation depending on the importance of
external knowledge (at the mean of all other cds}rdhe results are as follows: Moving from
the 28" to 75" percentile of the external knowledge distributinoreases sales from innovation
from 33.8% to 34.2% in young firms and from 28.08432.0% in established firms (older than
25 years). Thus, established firms can signifigarglduce the innovation gap of 6 percentage
points (33.8% - 28.0%) to 2 percentage points @4-232.0%) when relying more heavily on
external innovation knowledge.

The results in columns 3 to 6 indicate that essalil firms are more effective in using
external knowledge to produce both incremental ralégcal innovations. Thus, in using external
knowledge, established firms can reduce the pedoom gap to young firms with regard to

incremental and radical innovations. For instamteegression model 6, a move from thd'25

" The most significant results are derived for affypoint of 25 years among alternative cutoff pgsimithin the
first 40 years of firm existence. Thus, the cufmdfnt is motivated by an empirical search procesiser than by a
theoretical prediction.

32



75" percentile of the external knowledge distributiosreases sales from radical innovation
from 10.4% to 13.6% in established firms (oldemtl2® years) while they remain unchanged at
15.1% in young firms. This corresponds to a dectihéhe innovation gap from 4.7 percentage
points (15.1% - 10.4%) to 1.5 percentage pointsl@b 13.6%).

This evidence is consistent with the theory of Goland Levinthal (1989) and the
arguments presented by Tushman and Anderson (E8®6Henderson (1993) that established
firms possess information-processing routines fhatlitate innovation. More generally, the
evidence contributes to a growing literature anduanber of case studies that emphasize the
importance of external knowledge for successfuh finnovation (e.g., Cassiman and Veugelers

(2002); Cassiman and Veugelers (2006); Chesbra2@®s3y).

4. Conclusion

This paper provides novel evidence of the diffeesniosetween young and established firms
in terms of their innovation efforts and abilitiéhe results are based on a unique dataset from
the Swiss Innovation Survey and an investigationtha innovation process of young and
established firms from the input, performance axtgraeal knowledge perspectives. Established
firms, which are identified as firms that have édsfor longer than 30 years, differ from their
younger counterparts in terms of the following imaton perspectives: From the input
perspective, established firms engage less in ewphoration and exploitation activities. From
the performance perspective, established firms camesistently less efficient in producing
incremental and radical innovations. From the ekeknowledge perspective, established firms
are more efficient in using external knowledge ftiodoice incremental and radical innovations.

In general, the results support the hypothesis, thatfirms grow older, they establish
organization structures and routines that stifeeititernal development of innovations. Moreover,
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the results are also in line with the hypothesiat thrms accumulate knowledge over time
(absorptive capacities), which helps them morecieffitly use external knowledge to produce
innovations. However, the results are at odds waitluments and evidence from other studies
that established firms show greater efforts anditigisi to produce incremental innovations.
Possible explanations for the divergence in emglinesults are that most comparable studies
cannot distinguish inputs that aim to produce in@etal versus radical innovations and that such
studies use patents as innovation outputs. Follpwics and Audretsch (1987) and Etro (2004),
patents are likely to overestimate the innovatioocess of established firms because they are
more incentivized to produce patents for preemptid@sons that may never yield (directly
observable) economic rents. Further research @aae® further elucidate this issue.

The paper provides a better understanding of theviation efforts and abilities of firms at
different lifecycle stages. Nevertheless, seven&dresting issues remain unresolved, thereby
offering potentially fruitful avenues for furtheresearch. First, the data do not enable an
examination of the dynamic effects of young andiasthed firms’ innovation behaviors. For
example, this study could not investigate the ¢fe¢ an innovation’s introduction on the firm’s
or its competitors’ economic profits. One could estigate these issues using a comparable
dataset with a better panel structure. Secondgueathat differences in young and established
firms’ innovation abilities stem from differences their organizational structures and routines.
However, because of data limitations, | do not idgnthe actual underlying drivers of
differences between young and established firmsiowation abilities (e.g., management
practices, corporate governance, changes in owipessiorganizational structure). Inquiring this
information from Swiss firms in the Innovation Sewcould reveal why young and established
firms actually differ in their innovation abilitie3 hird, | provide evidence that established firms

can close the innovation gap relative to their yymrncounterparts by using external innovation
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knowledge. It would be interesting to analyze wketyoung and established firms’ innovations
also benefit differently from other external inntwa activities, such as R&D collaborations
(Cassiman and Veugelers (2006)), R&D outsourcingiron acquisitions. Finally, the results

indicate that the negative effect of age on innovaperformance is stronger in service than in

manufacturing firms. Further analysis is necestarg careful assessment of this difference.
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Appendix: Tables and Figures

Variable definitions

Variable

Definition

Improved products
New products
New-to-firm products

New-to-market products

Innovation expenditures
R&D expenditures

Refinement expenditures

Implementation
expenditures

High research focus

High development focus

External knowledge

Firm age

Firm size

Value added per employee

Human capital index
Competition

Foreign-owned firm
Exporting firm

Market regulation

Panel A: Innovation output variables (sales fractia attributed to...)
Percentage of firms’ sales geedray remarkably improved products that have beenduced
over the previous three years.
Percentage of firms’ sales generagatet products that have been introduced over the pusvio
three years.
Percentage of firms’' salesegated by new-to-firm products that have been thtoed over the
previous three years.

Percentage of firms’ sakusegated by new-to-market products (market nowltieat have been
introduced over the previous three years.

Panel B: Innovation input variables

Innovation expendituresm(sof R&D, refinement and implementation expendsiiref the
previous three years divided by sales at the tiftbeosurvey (Size).

Research and development expenslifbesic and applied research and developmentitast)vof
the previous three years divided by sales at the &f the survey (Size).

Refinement expenditures, (@dglitional refinements of newly developed andstaxg products
beyond R&D activities) of the previous three yeansdid by sales at the time of the survey
(Size).

Implementation expenditurés.g., pilot project, market tests, implementatimsts, certification,
licensing costs, employee training) of the prevituge years divided by sales at the time of the
survey (Size).

Binary variable based on amatdiariable ranging from “none” (value 1) to “vemigh” (value
5) on a 5-point scale; firm's assessment of inriomaéxpenditures devoted to research activities
for product innovations. The binary variable equafer values of 4 and 5 and equals 0 for values
less than 4.

Binary variable based onrdinal variable ranging from “none” (value 1) toehy high” (value
5) on a 5-point scale; firm's assessment of inriomaexpenditures devoted to development
activities for product innovations. The binary e equals 1 for values of 4 and 5 and equals 0
for values less than 4.

Mean of eight ordinal variabsging from “unimportant” (value 1) to “crucialvglue 5) on a 5-
point scale; importance of 1) clients, 2) matesigbpliers, 3) software suppliers, 4) competito)s, 5
universities or other higher education institutioy government or private research institutions,
7) consultants, and 8) technology transfer offaeénovation knowledge providers.

Panel D: Firm age and firm-level controls

Natural logarithm of foundation age, coteduas the difference between the survey yearlaad t
firm’s foundation year plus one.

Natural logarithm of firm sales in thstléull year before the survey.

Natural logarithm of valdded, computed as sales less the cost of matesigbenditures on
plant machinery and other fixed assets, and expeedi on buildings. Both this measure and
employment refer to the last year-end before tineegu

Fraction of employees withiagytlevel education

Five dummy variables identifying thewher of competitors declared by the firmm§, 6-10, 11—
15, 16-50, < 50 competitors)

Binary variable equal to 1 if firen is owned by a foreign conglomerate and eqod@ otherwise

Binary variable equal to 1 if therfirexhibits export activities in the survey year aughal to 0
otherwise

Average industry (three-digitddvscore of the importance of Swiss market regaiatto hamper
firms' innovation activities. The original variakiean ordinary variable ranging from "very low"
(value 1) to "very high" (value 5).
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Innovation inputs

Perspective 1

Radical innovation

Incremental innovation

Figure 1: The innovation processThis figure summarizes the innovation processhiita firm, the
process starts with explorative R&D activities amlds with exploitative implementation activities
(Perspective 11 Innovation outputs result from innovation inpuRadical (incremental) innovation

Innovation outputs

Exploration Exploitation
e
R&D activities Refinement Implementation Knowledge from
activities activities outside the firm
Within firm /
Perspective A) / Perspective 3

New-to-market New-to-firm Improved
products products products

outputs require relatively more explorative (exfdtive) innovation inputsRerspective R Innovation
outputs also result from external innovation knalgle Perspective B
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Table 1: Summary Statistics

The table presents summary statistics. Detaileatimdition on the sample construction can be foursgation
2.1. Variable definitions are in the appendix. Baenple includes observations from the KOF surveyi<b6,
1999, 2002, 2005, 2008 and 2011. The “long” anaf8subscripts indicate whether the innovationport
variable is based on data from 1996 to 2011 or 20®11, respectively.

Variable Mean Std. Min p25 p50 p75 Max N
Panel A: Innovation outputs (sales fraction atttied to...)
Improved products (incrementa), 0.18 0.19 0.00 0.03 0.10 0.25 0.90 2701
New productsong 0.15 0.18 0.00 0.03 0.10 0.20 0.90 2701
New-to-firm products (mediocrg)or 0.14 0.17 0.00 0.01 0.10 0.20 0.85 1394
New-to-market products (radicgd) 0.13 0.17 0.00 0.00 0.09 0.20 0.80 1394
Improved or new producig, 0.32 0.27 0.00 0.10 0.25 0.50 1.00 2879

Improved or new productirms with

LS . . 0.33 0.28 0.01 0.10 0.25 0.50 1.00 2009
missing innovation expenditures),

Panel B: Innovation inputs

Innovation expenditures 0.049 0.074 0.000 0.007 22.0 0.060 0.520 2879
R&D expenditures 0.021 0.042 0.000 0.000 0.00602® 0.286 2879
Refinement expenditures 0.012 0.022 0.000 0.0@003 0.012 0.161 2879
Implementation expenditures 0.014 0.025 0.00000D. 0.004 0.015 0.190 2879

External knowledge 2.57 0.62 1.00 2.10 2.55 3.00 854. 2654

Panel C: Firm characteristics

Firm age 57 40 4 28 49 82 177 2879
Firm size (in millions of CHF) 78.1 210 0.4 6.5 20 56.7 1,800 2879
Total number of employees 232 1,154 5 28 75 183 898, 2879
Value added per employee (in TCHF) 146 72 41 108 8 13 187 821 2879
Dummy foreign-owned 0.16 0.37 0.00 0.00 0.00 0.00 .001 2879
Dummy export 0.73 0.45 0.00 0.00 1.00 1.00 1.00 9287
z
° 6 50 160 1é0 2(IJO

Firm age (winsorized fraction 0.01)

Figure 2: Firm age distribution
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Table 2: Spearman partial rank order correlations

1) (2) 3) (4) (5) (6) (7) (8) 9| @0 (11)
Improved products Q) 1.00
New products 2) 0.07 1.00
New-to-market product (3) 0.76* 0.70* 1.00
Improved or new products (1) + (2) 4 0.72* 0.75*0.66* 1.00
Innovation expenditures (5) + (6) + (7) 8 017+ 2» 0.26* 0.26* 1.00
R&D expenditures (6)) 0.17* 0.20* 0.29* 0.25 a:8 1.00
Refinement expenditures (m 0.5 0.15* 0.17* 20 | 0.64* 0.41* 1.00
Implementation expenditures (8 0.09* 0.13* 0.08 0.14* | 0.61* 0.24* 0.23* 1.00
External knowledge (9) 0.05 0.09* 0.11 0.0¢4 0.05 .00 0.04 0.06 1.00
Firm age (20)| -0.10* -0.10* -0.13* -0.14f -0.14* .4%* -0.10* -0.04 0.09* 1.00
Value added per employee (1p) o0.03 -0.01 0.02 0/01-0.06 -0.01 -0.06 -0.07 0.04 0.05 1.00
Firm size (12)| 0.00 -0.01 0.00 -0.0 -0.06 -0.03 .030 -0.07 0.29* 0.14* 0.16*
Total number of employees (13) 0.00 -0.01 0.00 10/0 -0.02 -0.01 -0.01 -0.03 0.0 0.08* 0.06
Foreign-owned firm (14 0.03 0.04 0.08 0.0 0.02 070. 0.01 -0.05 0.21% 0.13* -0.08*
Exporting firm (15)| 0.12* 0.13* 0.17* 0.17% 0.16* .m8* 0.14* 0.06 0.07| 0.15* 0.03 0.05 0.14*

Comment: The symbol * indicates statistical sigrifice when testing against the null hypothesisttieatorrelation is zero with a confidence leved&5.
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Table 3: Firm age and investments in innovation adtities

The table presents the results from regressiorigebtithe effect of firm age and size on variausovation expenditure components. The dependerdbles are
defined as In(1+Innovation exp./Sales) in regresdib), as In(1+R&D exp./Sales) in regression (3, M(1+Refinement exp./Sales) in regression (5) asd
In(1+Implementation exp./Sales) in regression (i@)even-numbered columns, the innovation expergitomponents are standardized by the total number o
employees. Regressions in odd-numbered columnpsauedo-maximum likelihood (PPML) estimations andude industry-year fixed effects, and standardrerr
are clustered at the firm level (see Foster e2@l3). Regressions in even-numbered columns arsasydeast squares (OLS) estimations and incladastry-year
fixed effects with Newey-West standard errors Hrat robust to heteroscedasticity and autocorrelatdhe firm level (see Kastl et al. 2013). Thembypls ***, **,

and * indicate statistical significance in two-gidests with confidence levels of 0.99, 0.95, aft®Orespectively. The sample includes observatfiimm surveys in
1996, 1999, 2002, 2005, 2008 and 2011.

Exploration Exploitation
Dependent variable: Innovation exp./ R&D exp./ Refinement exp./ Implementation exp./
Sales Employees Sales Employees Sales Employees Sales Employees
1) 2 3 4 ®) (6) () (8
Firm age -0.111%** -0.127%*** -0.125%** -0.149* -0.169*** -0.144* -0.045 -0.054
(0.036) (0.043) (0.046) (0.082) (0.048) (0.081) (0.048) (0.069)
Firm size -0.091*** 0.005 -0.087*** 0.166*** -0.066** 0.107** -0.112%** 0.066
(0.021) (0.025) (0.028) (0.045) (0.028) (0.044) (0.026) (0.041)
In(Value added per employee) -0.077 0.736*** -0.151* 0.556*** -0.164** 0.340** -0.050 0.703***
(0.078) (0.084) (0.087) (0.142) (0.088) (0.155) (0.091) (0.137)
Foreign-owned firm -0.053 -0.228** 0.046 -0.164 -0.087 -0.473*** -0.227** -0.533***
(0.074) (0.095) (0.093) (0.161) (0.097) (0.174) (0.097) (0.163)
Exporting firm 0.260*** 0.533** 0.474%+* 1.005*** 0.372%* 0.713*** 0.089 0.121
(0.075) (0.094) (0.117) (0.178) (0.117) (0.170) (0.093) (0.145)
Constant -0.809 -0.261 -1.447 -3.197** -1.516 -0.533 -1.611 -2.985**
(0.895) (0.928) (1.105) (1.631) (1.040) (1.765) (1.055) (1.555)
Competition dummies yes yes yes yes yes yes es y yes
Industry FE yes yes yes yes yes yes yes yes
Year FE yes yes yes yes yes yes yes yes
Observations 2826 2826 2826 2826 2826 2826 2826 2826
Adjusted R 0.220 0.258 0.162 0.098
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Table 4: Firm age and research vs. development fosu

The table presents the results from regressiortiddhtithe effect of firm age on the focus on
research and development activities. The dependeiatbles are dummy variables based on a
firm's assessment (on a 5-point scale) of the niagmiof innovation expenditures devoted to
research or development activities. The variabtpsakl for values of 4 (high) and 5 (very
high) and equal 0 for values less than 4. Ialjit estimations include standard control
variables (value added per employee, competitiomrdies and a foreign-owned firm
dummy) and industry and year fixed effects, anchdaiad errors are clustered at the firm
level. The symbols *** ** and * indicate statisil significance in two-sided tests with
confidence levels of 0.99, 0.95, and 0.90, respelgti The sample includes observations
from surveys in 1996, 1999, 2002, 2005, 2008 arid 20

High research focus High development focus
1) (2
Firm age -0.307*** -0.049
(0.089) (0.067)
Firm size 0.197*** 0.257***
(0.061) (0.038)
In(Value added per employee) -0.056 0.012
(0.191) (0.124)
Exporting firm 0.413* 0.654***
(0.221) (0.138)
Constant -4.058** -4.888***
(2.329) (1.421)
Further controls yes yes
Industry FE yes yes
Year FE yes yes
Observations 2578 2578
Pseudo R 0.072 0.144
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Table 5: Firm age and innovation performance

The table presents the results from regressionidabtthe effect of firm age on innovation perfarme for given innovation expenditures.
The dependent variables of regression 1 to 5 dmeedeas follows: the proportion of sales from sfigantly improved products (1), from
new products (2), from significantly improved ormngroduct of products (3), from products that aesvrto the firm (4), and from
products that are new to the market (5) that haaenhintroduced within the last three years. Innowaexpenditures are defined as
demeaned Log(1+Innovation Exp./Sales). Firm agelss demeaned. All regressions are GLM estimatigitls a logit link and the
binomial family. Furthermore, they include industipd year fixed effects, and standard errors abeistoto heteroscedasticity. The
symbols *** ** and * indicate statistical signdance in two-sided tests with confidence level®.68, 0.95, and 0.90, respectively. The
sample includes observations from surveys in 19969, 2002, 2005, 2008 and 2011.

Dependent variable: Proportion of sales Improved Improved or New-to-firm New-to-market
from products New products new products products products
Sample period 1996-2011 2005-2011
1) (2) (3) (4) (5)
Firm age -0.081*** -0.122%** -0.136*** -0.100** -0.195%**
(0.034) (0.036) (0.033) (0.046) (0.054)
Innovation expenditures 1.674% 2.517%** 2.948%+* 2.456%+* 1.465*
(0.451) (0.460) (0.451) (0.692) (0.656)
Firm age x Innovation expenditures -0.149 -0.706* 21,134 0.436 -1.305*
(0.536) (0.387) (0.437) (0.685) (0.697)
Firm size 0.001 0.020 0.015 -0.017 0.033
(0.020) (0.020) (0.018) (0.029) (0.029)
Value added per employee 0.266*** 0.101* 0.240%** 0.063 0.180**
(0.070) (0.063) (0.063) (0.084) (0.106)
Constant -4,996*** -3.294**x -3.956*** -2.768*** -5,115%**
-0.801 -0.71 -0.702 (0.936) (1.147)
Further controls yes yes yes yes yes
Industry FE yes yes yes yes yes
Year FE yes yes yes yes yes
Observations 2701 2701 2701 1394 1394
p(ch?) 0.00 0.00 0.00 0.00 0.00
Akaike 1C 1965 1801 2578 926 900
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Table 6: Firm age and the efficiency of innovatioractivities

The table presents the results from regressioriddbaithe effect of firm age on the efficiencydifferent innovation activities. The dependent
variables in columns 1-6 are defined as follows: pnoportion of sales from significantly improved reew products in columns 1-2, from
improved products in columns 3—4, and from new-trkat products in columns 5-6 that were introdusidin the last three years. Innovation
expenditures are defined as demeaned Log(1l+Inmov&xp./Sales). Firm age is also demeaned. Alleggjons are GLM estimations with a
logit link and the binomial family. Furthermore gthinclude industry and year fixed effects, anadsad errors are robust to heteroscedasticity.
The symbols ***, ** and * indicate statistical sidicance in two-sided tests with confidence leval©.99, 0.95, and 0.90, respectively. The
sample includes observations from surveys in 19969, 2002, 2005, 2008 and 2011.

Dependent variable: Proportion of sales from Imprbar new products Improved products New-to-market products
1) (2) 3) (4) (5) (6)
Firm age -0.135*** -0.134%** -0.097#**=* -0.096%** -0.151 % - 0.151 %
(0.032) (0.032) (0.051) (0.052) (0.057) (0.057)
R&D expenditures 3.339%** 3.894 3.817** 3.255%* 3.701 % 4.728*%**
(0.811) (0.782) (1.514) (1.285) (1.286) (1.259)
Firm age x R&D expenditures -1.456** 0.540 -1.976*
(0.692) (1.452) (1.183)
Refinement expenditures 2.635** 1.966* 2.599 0.756 -0.882 -1.113
(1.274) (1.159) (2.236) (2.234) (2.316) (2.376)
Firm age x Refinement expenditures -1.941* -4.290* -0.906
(1.083) (2.230) (2.534)
Implementation expenditures 2.981 %+ 2.910%* 2.327 2.215 -1.011 -0.881
(1.071) (1.072) (1.873) (1.875) (1.679) (1.670)
Constant -4,072%** -4.019%** -3.485%** -3.449%*= -5.209*** - 5,153
(0.670) (0.669) (0.994) (0.996) (1.156) (1.155)
Further controls yes yes yes yes yes yes
Industry FE yes yes yes yes yes yes
Year FE yes yes yes yes yes yes
Observations 2701 2701 2701 2701 1364 1364
p(chf) 0.000 0.000 0.000 0.000 0.000 0.000
Akaike IC 2725 2726 1962 1962 861 862
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Table 7: Robustness checks: Selection biases andustry analysis

The table presents the results of tests to determimether the results of the innovation performareggessions in
Table 6 are driven by sample selection biases odiffigrences between service and manufacturingsfirBample
selection may bias the results because only infmvaictive firms and firms disclosing innovationpexditures are
included in the baseline regression. In panel Aect®n biases resulting from the selection of wat@mn-active firms
are investigated in columns 1-3, and those pengito the selection of firms disclosing innovatiexpenditures are
investigated in columns 4-5. In column 4, the sanplrestricted to firms that do not disclose irat@mn expenditures.
The dependent variable is the proportion of satesfsignificantly improved or new products. In PlaBe firm
innovation performance is investigated separatetymanufacturing and service firms. Innovation exgirires are
defined as demeaned Log(1+Innovation Exp./Salégh &ge is also demeaned. Regressions in colum@sre-GLM
estimations with a logit link and the binomial fayniAll regressions include standard control valésl(firm size, value
added per employee, competition dummies, an exquortmy and a foreign-owned firm dummy). They alsdude
industry and year fixed effects, and standard srape robust to heteroscedasticity. The symbols ***and * indicate
statistical significance in two-sided tests withnfidence levels of 0.99, 0.95, and 0.90, respelgtivEhe sample
includes observations from surveys in 1996, 199922 2005, 2008 and 2011.

Panel A: Selection bias correction

Firms with non-missing

Innovation-acfivas . . -
innovation expenditures

Selection bias correction due to

1) 2 3) 4) ©)
Firm age -0.069%** -0.027** -0.021%** -0.168*** -0.168***
(0.019) (0.0112) (0.007) (0.035) (0.024)
Innovation expenditures 0.610*** 0.613*** 3.171%**
(0.087) (0.103) (0.4112)
Firm age x Innovation expenditures -0.150** -0.151*
(0.070) (0.085)
Market regulations -0.417***
(0.104)
Inverse Mills ratio 0.140
(0.209)
Nondisclosure dummy 0.145***
(0.042)
Firm size 0.125%* 0.013 0.003 -0.006 0.000
(0.012) (0.016) (0.004) (0.019) (0.013)
Constant -1.511%** -0.694 -0.286** -2.17 1% -2.513***
(0.415) (0.534) (0.136) (0.742) (0.530)
Equation Selection  Performance
Observations 6491 2701 2415 4859
Censored observations 3790
Model estimation Heckman correction OLS GLM GLM
Model Waldy2 (46) = 543.0*** Adj. R2 = Akaike = Akaike =
0.186 2266 4594

Panel B: Industry analysis

Dependent variable: Proportion of sales

Improved or new products

New-to-market products

from
Industries Manufacturing Service Manufacturing nge
(6) () (8) 9)
Firm age -0.089** -0.215*** -0.097 -0.451***
(0.035) (0.066) (0.062) (0.128)
Innovation expenditures 2.841%** 2.861*** 1.352* 1.664
(0.457) (1.076) (0.733) (1.428)
Firm age x Innovation expenditures -1.196*** -0.769 -1.307* -3.328
(0.468) (0.761) (0.779) (2.057)
Observations 2221 762 1027 347
p(ch?) 0.000 0.000 0.000 0.000
Akaike 2115 680 676 225
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Table 8: Firm age, external knowledge and innovatio performance

The table presents the results from regressiongdakathe effect of firm age on the effectivenesasing external innovation knowledge for
innovation. The dependent variable is the proportd sales from significantly improved or new protiuin columns (1) and (2), from

significantly improved products in columns (3) add, and from new-to-market products in columnsgbjl (6). The age measure in odd-
numbered columns is the demeaned natural logarithiine firm’s foundation age, and, in even-numberellimns, it is a dummy equal to

one if the firm exists for longer than 25 years aedo otherwise. External knowledge is a demeandexi that measures how important
external knowledge sources are for a firm's innowatsee the appendix for variable definitions). regressions are GLM estimations with a
logit link and the binomial family. Furthermore, eth include industry and year fixed effects, andndéad errors are robust to

heteroscedasticity. The symbols ***, ** and * imdite statistical significance in two-sided testthvgonfidence levels of 0.99, 0.95, and
0.90, respectively. The sample includes observatimm surveys in 1996, 1999, 2002, 2005, 200824xd..

Dependent variable: Proportion of sales from  Imprber new products Improved products New-to-market produces

Age measure Firm age Old dummy  Firm age Old dummy Firm age Old dummy
1) 2 3) 4 5) (6)
Age measure -0.128*** -0.197*** -0.092*** -0.140%** -0.201%** -0.214%*=
(0.034) (0.051) (0.035) (0.056) (0.056) (0.084)
External knowledge 0.128*** 0.012 0.061 -0.036 0.130* -0.072
(0.042) (0.058) (0.045) (0.062) (0.074) (0.103)
Age measure x External knowledge 0.142%** 0.231%** 0.139*** 0.191** 0.253*** 0.426***
(0.046) (0.078) (0.051) (0.085) (0.083) (0.130)
Innovation expenditures 2.835*** 3.705%* 1.567*** 1.898*** 1.297** 2.847**
(0.457) (0.547) (0.458) (0.551) (0.686) (0.809)
Age measure x Innovation expenditures -1.169*** 4726 -0.135 -0.739 -1.330** -2.973***
(0.443) (0.832) (0.533) (0.870) (0.756) (1.196)
Firm size -0.000 -0.009 -0.005 -0.007 0.025 0.020
(0.019) (0.019) (0.021) (0.020) (0.032) (0.032)
Constant -3.797*** -3.627*** -4.,985%** -4,91 1% -5.025%** -4,922%**
(0.712) (0.714) (0.812) (0.816) (1.181) (1.192)
Further controls yes yes yes yes yes yes
Industry FE yes yes yes yes yes yes
Year FE yes yes yes yes yes yes
Observations 2654 2654 2654 2654 1300 1300
p(chf) 0.000 0.000 0.000 0.000 0.000 0.000
Akaike IC 2535 2539 1936 1937 849 850
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Figure 3: Non-parametric regressions for innovationexpenditures. The figure shows the results of kernel-
weighted local polynomial regressions to investgdie functional relationship between innovatiopuinmeasures
and firm age. As the dependent variable, the greg@s residuals from OLS regressions of innovatiqgeeditures
on the control variables in equation (1), exceptfiion age. The independent variable is firm agmserized at the
1% and 99' percentiles. The values are obtained using an &hpamikov kernel function with a rule-of-thumb
bandwidth estimator and local-mean smoothing. Tdehdd lines plot the 90% confidence band.
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Figure 4: Non-parametric regressions for innovationperformance. The figure shows the results of kernel-
weighted local polynomial regressions to investgae functional relationship between innovatiorfgrenance and
firm age. As the dependent variable, the graph usssguals from OLS regressions of innovative séileproved
and new products) on the control variables in éqodR), except for firm age. The independent J@gas firm age,
winsorized at the®land 99' percentiles. The values are obtained using andgbaikov kernel function with a rule-
of-thumb bandwidth estimator and local-mean smagthi he dashed lines plot the 90% confidence band.
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According to the precautionary motive, firms facifigure
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investments or meet obligations. This paper exasite
importance of the precautionary motive relative diher
motives as a determinant of corporate cash holdings
develop an index that includes the precautionaigrimnation

of six popular firm-level measures: cash flows, hcdl®w
volatility, R&D intensity, market-to-book, net wang
capital and product market competition. The indggl&ns
32% of the variation in corporate cash holdings imcdeases

to 41% when using the debt and equity constraidices of
Hoberg and Maksimovic (2015) as additional precanary
measures. As the predominant cash determinant, the
precautionary motive is particularly strong fomis that face
greater opportunity costs of disclosing proprietary
information. This finding is consistent with thetiom that
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1. Introduction

When observing cash holdings of U.S. industriah§r stark patterns emerge. On one
hand, over time, the average cash-to-assets rasiontore than doubled, from 10.5% in 1980
to 23.2% in 2006 (Bates, Kahle and Stulz (2009)).tke other hand, in 2005, 25% of the
firms have a cash-to-assets ratio of less than a&@dw@nother 25% of the firms have one that
Is more than 32.4%.

BKS demonstrate that the dramatic increase of bakhngs over time was a response
mainly to firms’ increasing business and financingk. Accordingly, firms facing the
increasing risk that adverse cash flow shocks @mlplith costly external financing can lead
to underinvestment or default hold more cash feicautionary reasons. While these results
allow for the conclusion that precautionary constiens for holding cash must have become
more important over time, little is known aboutithectual importance. One exception is the
international survey evidence of Lins, Servaes dmndano (2010), who indicate that
precautionary considerations are key when CFOssssse firm's cash situatiofi.
Nevertheless, these findings are qualitative irumegatare restricted to a small sample of
(responding) firms and depict the situation at pw@nt in time when the survey was
conducted.

In this paper, by addressing these limitationssdeas whether the precautionary
motive is actually the predominant driver of cogtercash holdings in a large sample of U.S.
industrial firms. | exploit the previously presemtesubstantial variation in cash holdings
across firms to figure out whether the precautipmaotive dominates other popular motives
for holding cash (i.e., tax, agency and transaeatjorfo do so, based on multivariate cash

holding regressions developed by Opler, PinkovBtzjz and Williamson (1999) and BKS, |

18 Among the top reasons why firms hold non-operatiagh, the following ones relate to precautionary
considerations: 1) preparation for possible shitstia future cash flows, 2) excessive time andt togaise
money when funds are needed, and 3) uncertaintytdbture investment opportunities.

52



decompose the cash holding variation attributedetapirical measures for the various
motives.

The economics and finance literatures have idedtifour motives for firms to hold
cash; they are grounded on the following ideas (anéasures): First, firms hold
precautionarycash to prevent themselves from the possibiligt thn adverse cash flow
shock, coupled with costly external financing, le&ol underinvestment or default. Therefore,
firms’ precautionary cash holdings are increasmtheneedfor external funds (due to shocks
to their cash flows or investment opportunities)l anthecostsof external funds (see, among
others, Denis (2011)). Second, firms require casbupport their day-to-day operations, as
suggested by thigansaction costnotive of Keynes (1936). The idea is that firm$&dhmash to
reduce recurring transaction costs of converting-cesh assets to cash. Since transaction
costs are subject to scale economies, cash holdirggslecreasing in firm size. Third, U.S.
firms may incurtax consequences from repatriating foreign earnirtgaefore, multinational
firms are likely to hold more cash (see Foley, Bt Titman and Twite (2007)). Fourth, the
agency motive predicts that managers of badly governeaisiare more likely to retain
excessive cash to realize projects that maximieg tbwn but not the shareholders’ value
(Dittmar and Mahrt-Smith (200755.

In the existing cash holding literature, the fouotives, but not the precautionary
motive, are typically approximated by a single meage.g., firm size, governance indices,
and foreign income information). In the case of grecautionary motive, numerous firm-
level measures are used to approximate a firm’sl @@l cost of external finance, such as
R&D intensity, cash flow level, cash flow volatyjtgrowth opportunities (market-to-book),
net working capital and competitive threats (se&eOgt al. (1999), BKS and Hoberg, Phillips

and Prabhala (2014)). In principle, these measanegood proxies for a firm’s precautionary

¥ For an overview of theoretical contributions rethte the different cash holding motives, see BKS or
Almeida, Campello, Cunha and Weisbach (2014).
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motives. Yet they are likely to contain informatibath related and unrelated to precautionary
motives. Thus, based on a principal component aiglfPCA), | develop an index that
captures the precautionary information in the smox@s mentioned above. The index
represents a novel unidimensional measure of ptiecamy motives at the firm level and
allows for a better and more realistic comparisbprecautionary motives across firms than
the use of the six proxies separately. A furthejomadvantage of the index is that it can be
easily replicated, modified and used in other saspFinally, the PCA approach does not
require a fixed weighting of the various proxieslas thus more flexible than comparable
indices, such as the constraint indices of Kaplad Zingales (1997) or Whited and Wu
(2006).

Using a sample of 78,378 firm-quarter observatibasveen 1998 and 2005, basic
regression analysis provides evidence of the demtda precautionary motives play in
explaining firms’ cash holdings. The regressionuitssfrom the BKS cash holding model
show that the precaution index is significantly gpaksitively related to corporate cash
holdings. For instance, a one-interquartile rarfip¢QR) increase in the index is associated
with an increase in the cash-to-assets ratio & pércentage points, which is economically
meaningful, given that the mean (median) value lod tatio is 18.8% (8.8%). More
importantly, results from the variance decomposgiseveal that 32% of the cash holding
variation is attributed to the precaution index,ichhrepresents approximately 70% of the
cross-sectional and longitudinal variation expldingy the regression model. Empirical
measures associated with other motives for holdasih do not come close to explaining the
same level of variation in cash holdings as thegugon index, i.e., the transactional motive
(firm size: 5.3%), the agency motive (entrenchmeadex of Bebchuk, Cohen and Ferrell
(2009): 2.2%), and the tax motive (foreign inco®&%).

In a next step, | include the financial constramdices of Hoberg and Maksimovic

(2015) (henceforth, HM) as additional explanatoayiables associated to the precautionary
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motive. Following Kaplan and Zingales (1997), HMaih information on constraints directly
from firm disclosures by analyzing the MD&A sectian firm 10-Ks. Based on this
information, they create four continuous measufdgancial constraints, indicating whether
a firm faces potential underinvestment due to briguidity challenges or due to specific
liquidity challenges related to costly financingrr debt, equity and private placemefits.
consider these measures as suitable complementacaytionary variables for my index
since they may contain additional and more detanémmation about the cost/supply-side of
external financing. Including these measures drfaial constraints in the regression model
increases the variation in cash holdings explaibgdprecautionary measures to 41%.
Although the precaution index loses some explaggtower (23%), it nonetheless explains
more cash holding variation than the HM constramndices (18%). From these results, |
conclude that the precautionary motive is by fag gmnedominant driver of corporate cash
holdings.

Finally, | examine subsamples to understand whetteebaseline results are driven by
certain types of firms. According to BKS, the newstihg wave of high-tech firms in the
1980s to the early 2000s has led the precautiomatyve for holding cash to become more
important. Thus, it is expected that the precauatipmotive is more important for young and
high-tech firms than for their mature and manufantucounterparts. | test this by examining
the effect of the precautionary measures on ca#tings in subsamples of young versus
mature firms and of high-tech versus manufacturfingns. | find that precautionary
considerations are significantly more importantdash holdings among young and high-tech
firms. Most significant differences between theugr® result from the HM private placement-

constrained index. Accordingly, young and high-tdichlms are relatively more reliant on

2 HM demonstrate that private placement is primaaigociated with the private placement of equitivépe
SEOs). Further, they show that private placementsitaints are a more extreme version of equity
constraints. Consequently, firms facing high caiets in private equity markets are also facinghhig
constraints in public equity markets.
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precautionary cash if they are concerned abouffingnt equity financing in the future. The
most plausible explanation why equity constraietsutt in relatively higher cash holdings in
young and high-tech firms is the following: Youngdahigh-tech firms engage more in
innovation and, thus, face higher opportunity cadtdisclosing proprietary information (see
Brown, Fazzari and Petersen (2009), HM and Lod&twiz and Walchli (2016)). Proprietary
information, in turn, is typically disclosed by ris to reduce information asymmetry with
investors and, thus, to reduce equity constralbdsisequently, young and high-tech firms are
more reliant on precautionary cash to reduce tha&nee on equity capital, which may cause
them to disclose proprietary information (see alsre-Mensa (2015)). To verify this
explanation, | split the sample based on an indicaariable introduced by HM for whether
or not a firm explicitly mentions a need to protpobprietary information in its 10-Ks. | find
that firms mentioning a need for the protectiornpadprietary information tend to be young
and high-tech and consistently have a significahiggher motive for holding cash, which is
again driven by equity constraints.

In this paper, | provide novel evidence on the tredaimportance of alternative
determinants of corporate cash holdings. | dematsstthat concerns about the insufficient
funding of future growth opportunities are key detmants of corporate cash holdings.
Understanding what determines corporate cash hygddm interesting for both practitioners
and academics:or practitioners Not least because U.S. corporations are holdingrd-high
amounts of cash, corporate cash holdings are diyrender close scrutiny, especially by
activist investors (e.g., Brav, Jiang, Partnoy ahdomas (2008)). Corporations are
increasingly criticized for their excessive cashdimg at the cost of shareholders. To
objectively assess whether a firm actually holdshcan excess of an “optimal” level as
justified by its business model, assessors sucinside managers or outside analysts and
shareholders need to know the key determinantasif bolding. Knowing that precautionary

considerations are key, assessors can use a measiwr@s my precaution index to build a
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peer group of firms with similar precautionary nves that allows for an assessment of a
firm’s cash holding level.

For academics My paper contributes to various strands of thadamic literature.
First, it is most closely related to empirical pepstudying the determinants of firm cash
holdings, including Kim, Mauer and Sherman (1998pler et al. (1999), BKS, Lins et al.
(2010) and Graham and Leary (2015). It also reletesnpirical studies that focus on specific
cash holding determinants, such as taxes (Folal €2007)), agency issues (Harford, Mansi
and Maxwell (2008)) and product market competit{@mesard (2010) and Hoberg et al.
(2014)). It also connects to studies demonstratiag firms with higher financial constraints
and precautionary motives save more cash out ofatipg cash flows and stock issues,
respectively (Almeida, Campello and Weisbach (2G0%) McLean (20117

Second, it contributes to a strand of literatum thvestigates the connections among
financial constraints, cash holdings and the valubese cash holdings. Acharya, Davydenko
and Strebulaev (2012) and Hadlock and Pierce (2800)v that cash holdings are positively
related to firm credit risk and financial consttainDenis and Sibilkov (2010) and Harford,
Klasa and Maxwell (2014) find that firms facing hay financial constraints and refinancing
risks have higher cash reserves and that thesereastves have higher value. Using HM’s
financial constraint measure, | show that both defit equity constraints are relevant cash
determinants. The distinction between debt andtgquanstraints is important in that debt
constraints (indicating distress) are negativebatesl and equity constraints are positively
related to corporate cash holdings. Thus, firmsl lealsh primarily for precautionary reasons
because they are concerned about the risk of ingrft equity financing in the future.

Finally, my evidence contributes to studies thatpkasize the importance of

proprietary information in shaping firms’ cash halgs. For instance, Farre-Mensa (2015)

2L Recent theoretical contributions based on thegutimnary notion are provided by Acharya, Almeida
and Campello (2007), Gamba and Triantis (2008), blach Qiu (2007), Denis (2011), and Almeida et al.
(2014).
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show that, relative to private firms, public firrheld more precautionary cash to avoid having
to publicly disclose proprietary information whessiing equity that is otherwise misvalued.
While similar, my setting is different from the omd Farre-Mensa (2015) in two main
regards. First, Farre-Mensa (2015) uses the ligiatus (listed vs. unlisted) to identify firms
with different opportunity costs of disclosing prigary informatiorf? In contrast, among
listed firms, | use age, technology and firms’ eta¢nts to identify firms with different
opportunity costs of disclosing proprietary infotioa. Second, Farre-Mensa (2015) uses
proxies at the industry level to identify firms tvithigh and low potential for equity
misvaluation (resulting in equity constraints). dantrast, | use a direct measure of equity
constraints at the firm level.

The remainder of this paper is organized as folld®extion 2 details the construction
of the precaution index and the econometric apprdacmeasure the importance of the
various motives in explaining corporate cash hadinSection 3 describes the sample and

data. Section 4 presents the empirical resultallyirSection 5 concludes.

2. Measurement of precautionary motives and cash holdgs

In this study, | am interested in measuring thewahce of the different motives of
holding cash, especially the relevance of the pttmaary motive. In this section, | first
present the established empirical proxies for a’&irprecautionary cash holding motives.
Second, | explain why and how | create a one-dim@as$ precaution index based on these
precautionary proxies. Third, | introduce the fio@h constraint indices from HM as

complementary measures to the precaution indexllfin present a regression framework

22 According to Farre-Mensa (2015), public firms fdtgher costs of disclosing proprietary informatitan
private firms do. The SEC Regulation “Fair Disclesuonly prohibits public firms from disclosing neatal
information selectively. If a public firm wants teduce information asymmetry with investors it has
disclose the information publicly. This comes ajh@r costs because the information may be expldied
product-market competitors.
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that allows me to empirically measure how importéet four motives are as drivers of cash

holdings.

2.1. Precautionary proxies and index

Based on the precautionary savings motive for aatpocash holdings, firms facing

financial friction hold cash to ensure that theyn caalize future investment projects.

Therefore, as their needs (i.e., growth opportesiéind cash flow variability) and the costs of

external finance increase, firms should hold mashc The recent empirical literature has

identified several proxies for a firm’s needs aru$ts of external finance, both of which

significantly relate to cash holdings. The follogitist captures the most commonly used

precautionary proxies in the recent empirical daslding literature.

Cash flow levelsFirms with lower operating cash flows require mexternal funds, all
else equal. To avoid having to rely on costly exaéfinancing in the future, firms with
weaker operating cash flows should hold more cB#ingar and Duchin (2011)).

Cash flow volatility Firms in industries with high cash flow volaglitend to have less
reliable internal cash flows and a greater neecekbernal capital. These firms are more
likely to suffer from a negative liquidity shock darshould therefore hold more cash
(Opler et al. (1999) and McLean (2011)).

R&D intensity Firms with high R&D spending tend to have moréualle investment
opportunities and are more likely to experiencaiicial distress, so these firms should
hold more cash (McLean (2011)). Further, R&D expgsnare a form of investment in
which information asymmetries are particularly @ient and, therefore, are costly to
finance with external capital. Consequently, R&[eimsive firms require a greater buffer

against future shocks to internally generated fas¥s (see Opler and Titman (1994)).
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* Market-to-book Firms with better investment opportunities vabash more because it is
costly for these firms to be financially constral(@KS).

* Net working capital(without cash): Net working capital can be conedrinto cash
relatively quickly and is a close substitute fosltaFurther, it is also treated as a tangible
and pledgeable asset that may reduce the costernek financing. Net working capital
reduces the need and cost of external financethakfore, reduces the need for holding
cash.

* Product market competitiorFirms operating in more competitive product mékiace
more competitive threats to the stability of thieiture cash flows. Firms hold cash as a
hedge against future cash flow shocks due to catiyeethreats (Haushalter, Klasa and
Maxwell (2007), Fresard (2010), Hoberg et al. (2014

Taken together, firms with lower and more volatigsh flows, lower net working

capital, higher R&D spending, growth opportuniteasd competitive threats should have a
higher precautionary demand for cash. In their dasting regressions, Opler et al. (1999),
BKS and Hoberg et al. (2014) show that individuagautionary measures are related to cash
holdings in the predicted way. However, these precaary proxies are correlated with one
another, and each measure also contains informatioelated to precautionary motives. |
will use principal component analysis to extrae tactor, if there is one, that represents firm-
level motives to hold precautionary cash. The fidgsiesulting factor can be interpreted as
an index that measures the precautionary motivefgrafi at timet (for more detail, see

section 3.1).

2.2. Financial constraint measures as determinants etputionary cash

As discussed above, precautionary motives areipelyitassociated with needs and

costs of external finance. Therefore, financialbnstrained firms, facing costly and limited
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access to external finance, should have higheraptemary motives for holding cash. Not
surprisingly, certain firm characteristics are usedneasure both financial constraints and
precautionary motives. For example, cash flows,iTebQ and cash holdings are part of
established constraint indices, namely, the indafdsaplan and Zingales (1997) and Whited
and Wu (2006).

Following the recent constraint literature, addiabfirm characteristics may be good
proxies for financial constraints and, thus, faeqautionary motives. For instance, it has been
shown that younger, smaller and non-dividend payings are relatively more financially
constrained (DeAngelo, DeAngelo and Stulz (20063 atadlock and Pierce (2010)).
However, | do not consider age, size and dividexsdadditional precautionary proxies for the
following reasons. Firm age and size are not cameiil as precautionary measures by the
literature. Instead, firm size is understood asimgry measure associated to the transaction
motive of cash holdings (BKS). Furthermore, theatieh between dividends and cash
holdings may be mechanical because, all else efj@afirm pays dividends, it has less cash.
In untabulated robustness tests, | define an autpdewersion of the precaution index,
including size, age and dividends. As theory prsdithe three additional measures negatively
load on the precaution index when they are includethie PCA (see section 3.2). However,
the baseline results do not change substantialgnwiuse the extended index versfon.

Instead of augmenting the precaution index withthier precaution or constraint
proxies based on common firm characteristics, Itheaecently developed constraint indices
from HM as additional explanatory variables fomficash holdings. As mentioned above,

using information from the MD&A section in firm 1Ks, HM create four constraint indices

23| do not consider capex as a precautionary measung precaution index. All else equal, capex éases the
need for external finance but reduces the coséxtafrnal finance (since investment in tangible &3sd the
same time (see also the discussion in BKS). Intmafdil tests, | find that capex does not signifiban
contribute to my index.
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that allow for distinguishing constraints stemmingm alternative funding sources, such as
debt and equit{’

| derive two important advantages by using the fiext-based constraint indices to
complement the precaution index as an explanatanale for corporate cash holdings.
First, my precaution index captures both the neksn@nd) and costs (supply) of external
finance. The HM constraint indices are more likigyspecifically capture the supply side of
external finance. Second, using the HM constraidices allows me to distinguish between
precautionary cash attributed to debt and equitgstaints, respectively. In the next

subsection, | present the empirical test strategy.

2.3. Measuring the importance of cash holding motives

To empirically examine the importance of the diéigr motives of holding cash, | use
the standard empirical model of cash holdings duoed by Opler et al. (1999) and BKS. The

cross-sectional regression model is specified l&mafs:

Cash =a+Bx Precaution indgxyx Xox HM§ +g,, (1)

where Cashdenotes the cash holdings of fitnat timet. The main explanatory variable is
the precaution index, which is the first princigaimponent of the six precautionary proxies
from the PCA. This simpl@recautionary cash holding modellows for a first test of the
importance of precautionary motives for holdinghcdghen augment this model by measures
associated to the other cash holding motives amitheiu control variables (@, such as
dividend dummy, capital expenditures, acquisitiativities, firm age, firm size, a foreign
income dummy and governance indices. Following literature, 1 use the following

measures to approximate the other three cash Ilgohdotives: firm size for the transactional

4 please see Hoberg and Maksimovic (2015) for alddtdescription of the employed methods to build
the different financial constraint measures.
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motive (BKS), a foreign income dummy for the taxtwe (Foley et al. (2007)) and the
popular governance indices, i.e., GIM-index (Gorsp&shii and Metrick (2003)) and e-index
(Bebchuk et al. (2009)) for the agency motive. igdnovel empirical proxies for these
motives is beyond the scope of this paper. Tdugmented cash holding modallows
measuring the relative importance of the diffenertives as determinants of cash holdings.
Finally, | extend the model with theonstraint indices from HM (HWM), which results in the
comprehensive cash model

To control for time trends in cash holdings and rmaconomic shocks, | include time
fixed effects §;) in all the models. Further, to account for sec@lrelation in the error term, |
cluster standard errors at the firm level throudhine investigation (Petersen (2009)). It
should be noted that this regression framework adwetsallow clean causal inferences to be
drawn.

Thus far, the cash holding literature has focusesiniy on the statistical and
economic significance of the various cash determspresented above. The main interest of
my study is different because | aim to determine télative importance of the different
motives as determinants of corporate cash holdifbas, | am interested primarily in the
cross-sectional and longitudinal variation in casbldings explained by the various
determinants. To obtain this information from tlett holding regressions presented above, |
employ the variance decomposition procedure sugdesy Lindeman, Merenda and Gold
(1980), which averages the marginal contributioat tsach variable makes to thé & the
regression (Kruskal (1987)). Specifically, the mdare averages the increase in explained
variance obtained when adding the precautionariabia(s) to all possible variations of the

cash holding model.
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3. Sample selection and data description

3.1. Sample description and variable definition

| constructmy sample of observations from the WRDS merged GR&Rpustat
quarterly files for the 1998-2005 period. The samperiod is limited because of data
availability at the beginning and by the onsethef tinancial crisis at the end. Specifically, the
(lack of) availability of product market fluidityna financial constraints data from Hoberg et
al. (2014) and HM restricts my sample period atlkginning. Further, in a follow-up and
out-of-sample study, | examine whether the equitglebt supply shock of the recent financial
crisis caused firms tase precautionary cash (Aebischer (2016)). Howeverbthin almost
identical results when | extend my sample periodGbl.

| exclude financial firms (SIC codes 6000-6999) arilities (SIC 4000-4999) and
require that firms have positive assets and p@staies to be included in a given quarter. |
restrict the sample to firms incorporated in th&.Urinally, for the relatively few firms that
changed their fiscal year during the sample perloghaintain the most recent fiscal year
convention. The final sample consists of 3,995 gimnd 78,378 firm-quarters.

The main variables of interest are a firm’s cashilings and its precautionary motives
for holding cash.Cash holdingsare defined as the cash-to-asset ratio, nhamebsh ead
marketable securities divided by book assets.d ataploy alternative definitions of the cash
ratio, including the log of cash to net assets (@heet assets equal book assets minus cash)
and cash to sales (results not shown). The sigriseo€oefficient estimates associated with
the main variables remain, as does their relatiygortance within the model. However, the
variation in cash holdings explained by these nodebps by approximately 50% to 0.24.

Following the empirical literature on precautionagsh holdings (e.g., Opler et al.
(1999), BKS, Dittmar and Duchin (2011), McLean (2Rland Hoberg et al. (2014)) and the

discussion in sectioB.1, | use the following variables in the precanéiy motive index: (1)
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operating cash flows, (2) industry cash flow vdiigti (3) R&D intensity, (4) market-to-book
ratio, (5) net working capital (without cash) a®) product market threat. Variables (1) to (5)
are normalized by total assets. To measure proochacket threats, | utilize the fluidity
measure from Hoberg et al. (202 Higher fluidity indicates higher potential threatsthe
firm’s own product success due to changes in tingpetitors’ product offerings.

Furthermore, | use the HM constraint indices asteutél precautionary measures. To
build these indices, HM use information from the & section in firm 10-Ks, in which
managers implicitly or explicitly state to what emt liquidity challenges in general
(investment delay) and due to insufficient finamcinom debt (debt delay), equity (equity
delay) and private placements of equity (privatacpient delay) may lead to potential
underinvestment in the future.

To investigate whether the precautionary savingivaos stronger in younger and
high-tech firms, | split the sample based on fige and a firm’s affiliation to either the high-
tech or the manufacturing sectéirm age is the number of years since the firm’s initial
appearance on the CRSP/Compustat quarterly tapgs ederer et al. (2016)). ThHagh-
tech industriesare defined as in Brown et al. (2009) and speacdustry machinery firms are
included as well: drugs (SIC 283), special industmachinery (SIC 355), office and
computing equipment (SIC 357), communications emgeipt (SIC 366), electronic
components (SIC 367), scientific instruments (S82)3 medical instruments (SIC 384), and
software (SIC 737). These two sorting criteria r@latively exogenous because age is outside
the firm’s control and because industry affiliatisrdifficult to alter in a short period of time.

Table 1 presents summary statistics for the esiraple. To reduce the influence of
outliers, |1 winsorize all variables at the 1st &@8th percentiles of their pooled distribution.

Detailed variable definitions are in the Appendviean cash holdings have a pooled mean of

% | thank Gerard Hoberg, Gordon Phillips and Nagpnend Prabhala for making these data available
online athttp://cwis.usc.edu/projects/industrydata/
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18.8% and a pooled standard deviation of 22.1%. Mkdian is 8.8%, indicating that the

distribution of cash is right-skewed. The precandiiy measures, consisting of the precaution
index and the HM constraint measures, have sirdikributional properties, means close to
zero and standard deviations between 0.57 and Tt#@6average values of the other variables
are in line with previous studies. In particuldre taverage firm is 17 years old, has quarterly
R&D and capital expenditure ratios of 1.66% andB%6a market-to-book ratio of 1.8, and a
net working capital-to-asset ratio of 7.8%. Furft8#% of the firm-quarter observations have

positive dividends, 39% have non-zero foreign ineand 35% are from high-tech industries.

3.2. Construction and properties of the precaution index

As discussed in sectio.1, the six precautionary proxies are likely tontain
components related and unrelated to precautionatwes. With this in mind, | use PCA to
isolate the common component of the cross sectibrthe six proxies for firm-level
precautionary motives. Table 2 shows the firstehoethogonal components resulting from
the analysis. The first component seems to futidl requirements of being a good precaution
index. Each precautionary proxy enters the indek e right sign, meaning that the index is
highest for firms with low but volatile cash flowlsigh R&D intensity, growth opportunities,
competitive pressures and low net working capifBhe index explains 36% of the
corresponding cross-sectional sample variation,isneigenvalue is significantly larger than
one. Notably, as the index increases, the preasaryomotives of firmi in fiscal quartert
increase. The properties of the second and thimgpoments are less appealing in this context.
The individual measures do not enter the componwiits the expected and economically
meaningful signs, the components explain remarkbdsly of the proxies’ variance, and the
eigenvalues are not significantly greater than @oe a discussion of PCA outcomes, see

Bharath, Pasquariello and Wu (2009)).
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Next, | investigate whether firms with differentéds of precautionary motives exhibit
distinguishing characteristics. Based on the prgmaundex, | group firms into five quintiles.
Table 3 shows several basic characteristics ofsfiamnross the five quintiles. Firms with
higher precautionary motives actually hold morehc&srms in the lowest quintile hold 6%
cashas a percentage of assets, whereas firms in thegtiguintile hold 44%. Although there
seems not to be any clear size pattern acrosge¢lcaytion ranking groups, there is a negative
one for firm age, meaning that younger firms shaghér precautionary needs for cash
holdings. Further, the industry composition withéach precaution group is remarkably
different: 79% of the observations in the high-prgn group are in high-tech industries,
whereas only 4% of the observations in the low-gudon group are in high-tech. Finally, |
examine financing policies across the differenntjld groups. | observe no differences in net
debt issuance across the groups but find remarkhtigences in equity issuance activities.
Firms in high-precaution groups issue substantiatye equity than firms in low-precaution
groups. Firms with high precautionary motives seemely more heavily on external equity
capital, which is known to be a volatile financisurce over time in terms of availability and
cost (see Brown et al. (2009) and McLean (2011h)js Buggests that precautionary cash is
increasingly held by young and high-tech firms wdhpsedominant external financing source
is equity. | will resume this discussion in the sedpuent section in which multivariate results

are presented.

4. Importance of cash holding motives

In this section, | present the results of the naaliate analysis, in which | empirically
investigate the importance of precautionary motikadative to other motives in explaining
corporate cash holdings. | begin with the resultdhe basic cash holding model from BKS. |

then extend this model and consider the finanommstraint indices of HM as additional
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precautionary variables. Finally, in subsamplestekinvestigate whether the precautionary

motive of holding cash is of greater importancesome firms than for others.

4.1. Results from basic cash holding models

| start the multivariate analysis by documentingibaassociations between cash
holdings and their determinants in the precautipaad augmented cash holding models (see
Panel A of Table 4). Consistent with the precawtignsavings motive and the univariate
results, the precaution index is positively asdedavith firm cash holdings (column 1). The
R? indicates that the index can explain 40% of theatian in cash holdings, which is a
substantial fraction. This should be interpreteciasipper boundary because the index may
correlate with other explanatory variables of tlaskc holding models. Replacing the index
with the six proxies yields similar explanatory pawand theproxies enter the regression
with the expected signs (not shown).

Next, columns 2 and 3 show the results from themamrged cash holding models
without and with industry fixed effects, respectiwvdncluding additional cash determinants
in the model leads to a slightly lower coefficieitthe precaution index and slightly higher
R? of 0.47. Similar cash holding variation is expkdnby the empirical models of Haushalter
et al. (2007), BKS and Dittmar and Duchin (2011heTsigns of the additional cash
determinants are in line with the theoretical ptedns and the empirical results of these
empirical studies. For instance, dividend-payingn§ hold less cash. Firms with higher
capital and acquisition expenditures hold less dastause these investments are likely to
generate pledgeable assets and are thus easimated. Further, larger and more mature
firms hold less cash, and firms with non-zero fgneincome hold more cash. The foreign

income dummy is not significant when industry fixaftects are included.
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Panel B of Table 4 illustrates the economic sigalifice of the results of specification
2 in Panel A and shows the predicted cash holdatgbe 10th, 25th, 50th, 75th, and 90th
percentiles of the precaution index, holding theeotvariables at their mean values. Thus, an
increase of 1-IQR in the precaution index is asged with an increase of 14.2 percentage
points in firm cash holdings. Cash holdings seemh&ve an economically meaningful
sensitivity to precautionary motives, given that thean (median) value of cash holdings (as
of assets) is 18.8% (8.8%). Moreover, the 14.2 grgage points amounts to 50% of the

initially presented IQR-range in corporate cashdimgs in 2005.

4.2. Importance of cash holding motives

Next, | assess the importance of the cash holdiotives and conduct two tests. First,
| re-estimate the augmented cash model by usingdatdized explanatory variables.
Standardizing consists of subtracting the meandividing by the standard deviation. This
allows for a simple comparison of the variableshvdifferent units and for the interpretation
of what effect a one-standard-deviation changedartain variable has on firm cash holdings.
Second, | decompose the explained variation in tadtings from the various explanatory
variables.

Table 5 reports the results from these tests. Dedficient estimates of standardized
variables indicate that the precaution index iddyythe most important explanatory variable
for firm cash holdings (see specification 1). Fostance, a standard deviation change in the
precaution index results in a cash-holding chamge is 3.5 times (12.38/3.47) larger than
that caused by a standard deviation change indiza, the second most important variable in
the model.

Even more distinct differences are found in theiarare decomposition in

specification 2, which shows the explained varratioom each variable: 32% of the cross-
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sectional variation in cash holding is explainediwy precaution index, which corresponds to
nearly 70% of the variation explained by the moddie next most important explanatory
variables are firm size and firm age, which expB# and 4% of the cash holding variation,
respectively.

In specification 3, | show results when consideritng entrenchment index of
Bebchuk et al. (2009) as a proxy for possible aggmoblems in firms. The general idea is
that entrenched managers and poorly governed fpursue cash policies that are not in
shareholders’ interest. Regression results showattpancy issues are not substantial drivers
of corporate cash holdings: The cash holding vianagxplained by the precaution index is
29.6%, whereas the variation explained by the Exnd only 2.2%. The coefficient index
associated to the E-index indicates that firms widaker governance hold less cash, which
may result because these firms spend cash quickigcquisitions and capital expenditures
rather than hoarding it (Harford et al. (2008))tethatively, | include the GIM index of
Gompers et al. (2003), which explains 1.2% of thsheholding variation (not shown). | do
not consider these governance indices in furthatyaes because they substantially reduce
the sample size and have no economically signifiedfact on firm cash holdings.

Together, the results indicate that the precautjonzotive is the predominant cash
holding determinant, explaining 31.9% of corporedsh holding variation. In that regard, the
empirical measures associated with the other mutistech as taxes (foreign income dummy:
0.2%), transaction costs (firm size: 5.3%) and agetosts (E index: 2.2%), are of second-
order importance.

These results are consistent with the evidence tloéroempirical studies on the
importance of cash holding motives. BKS show thatgecular increase in the average cash-
to-asset ratio for U.S. industrial firms from 1980 2006 can be explained partly by the
increasing demand for precautionary cash over tififeeir precautionary proxies jointly

explain 53% of the aggregated increase in cashingddover this period (12.7 percentage
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points). However, it should be noted that theiulssfrom time trend analyses are driven by
changes in the composition of the sample over tinaeely, by the influx of newly listed

technology firms. This allows for the conclusioratthhe precautionary motive has become
more important for the sample firms in 2006 relatte those in 1980. Going beyond BKS,
my results show that the precautionary motive digtua the predominant corporate cash
holding motive. In a more general way, my resuk® @onfirm the survey evidence of Lins et

al. (2010) that the precautionary motive is key whians consider their cash holding levels.

4.3. Results from the comprehensive cash holding model

In a next step, | extend the cash holding modethigyconstraint indices of HM. As
already mentioned, these are good precautionaryigwobecause they measure firms’
concerns about underinvestment due to either ilcserit debt or equity financing.

Before | examine the contribution of the HM constraneasures in the cash-holding
model, | explore their relation to the precautionlax. Table 6 reports Pearson correlation
coefficients between the precaution index and tMeddnstraint measures. Not surprisingly,
the correlations among the constraint measurealarest identical to the ones displayed by
HM. Following HM, the positive correlations amortgetinvestment delay, equity delay and
private placement delay measures, and their negeatisrelations with the debt delay measure
suggest that constraints are most severe for filmat are focused on the equity markets
relative to those focused on debt markets. HM alsow that private placement constraints
are a more extreme version of equity constraint that equity constraints, in turn, are a
more extreme version of the general investmenttcaing measure. The correlations with the
precautionary index suggest that the precautioexinsl most closely related to equity-related

constraint measures. Therefore, the index seemdettify equity-constrained rather than
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debt-constrained firms, which is in line with myiveriate evidence (Table 3) that the
primary financing source of firms with high predantry motives is equity.

In Table 7, | investigate how the HM constraint sw@as are related to cash holdings.
With the exception of debt market constraints, nimr@ncially constrained firms show higher
cash holdings, as predicted by the precautionamnga motive (see columns 1 to 4).
Inconsistent with the precautionary savings moiwehat debt constraints are negatively
related with corporate cash holdings. AccordingHdl, debt-constrained firms resemble
distressed firms because they have high leveradelam Q’s but invest more than their
industry peers. Borrowing from this information,stlessed firms seem to have limited
opportunities to maintain financial flexibility anthus, hold systematically less cash.

The R in columns 1 to 4 indicate that the debt (disfremsd private placement-
focused measure can explain remarkably more vamiati cash holdings than the other two
constraint measures. In the analysis in columnn5which the precaution index is also
included as an explanatory variable, the coeffic@nthe investment delay index becomes
insignificant, and the coefficient of the equitylalefocused reverses its sign and now
disagrees with the precautionary logic. Thus, lleke these two measures from subsequent
analyses, which leads to a marginal reduction énrttodel’'s R2 of only 0.005. Because the
private placement delay measure deals with firnegistraints in public and private equity
market, following HM, | will refer to it as equityonstraints® Together, the precaution, the
debt and equity constraint indices explain 47.2%th&f cross-sectional variation in cash
holdings. This analysis assumes that the measuresodhogonal to the other firm
characteristics. Next, the three measures are ®epintegrated in the augmented cash

holding model.

% |n the subsequent analyses, | find similar reswitn using an equity constraint index based onfitse
principal component of the equity-focused and pgavyalacement delay measures (not shown).
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Table 8 presents the regression results and comdspy variance decompositions
based on the comprehensive cash-holding model.l&ino the previous analysis, debt-
related constraints are negatively related to dastings, and their inclusion in the model
leaves the explanatory power of the precautionxndestly unaffected, which indicates that
these two measures explain different dimensionfrmof cash holdings (see specification 1).
The situation is different for equity constrainiie inclusion of the private placement index
lowers the coefficient estimates and the explaimadance associated with the precaution
index (see specification 2). Consequently, the tweasures seem to capture a common
precautionary dimension in cash holdings, naméig ones pertaining to costly equity
financing in the future. Beyond this, each measodependently explains a significant share
of a firm’s cash holdings; the precautionary indeast likely the share pertaining to the need
for external financing (because the HM measuresrabior costs/constraints) and the private
placement index most likely the share pertainingastly equity financing.

When including the three measures together, thaeyjaatly explain 40.6% of the
variation in firm cash holdings, which is 20 percéigher than that explained solely by the
precaution index (see specification 3). Interesyinthe precaution index can explain more
variation (22.8%) in cash holdings than the two IHiMasures together (17.7%). Overall, the
results suggest that the three measures explagifispgimensions in corporate cash holdings,
namely, the ones pertaining to external finance#ds (precaution index), financial distress
(debt constraints), and financial constraints iniggmarkets’’

Table 9 presents a second set of results to dltesthe economic significance of the
results in Table 8. Panel A shows how much eadh@fthree measures contributes to cash

holdings when taking on a value equal to its respeanconditional mean (at the means of

%" The three precautionary measures are fairly robughe inclusion of additional financing control
variables, such as net debt issuance, equity issuamd leverage and industry fixed effects measaté¢lde
2- or 3-digit SIC level (not shown). These variabdee also included in some of the specificatiorBKS.
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all other variables). Given that the relevant meash-to-asset ratio is 19.11%, the measures
play an important role in explaining this figurehel precaution, debt and private placement
indices justify values of 15.1%, -7.5% and 6.5%pextively. Similarly, Panel B illustrates

predicted cash holdings at specific quantiles ef phecautionary variables, when the other
variables are held at their mean values. A 1-IQ&ease in the precaution and private

placement index is associated with an increaseash ¢ioldings of 11.4 and 4.5 percentage
points, respectively. An increase of the same ntadaiin debt constraints is associated with

a decrease in cash holdings of 5.2 percentagespoint

4.4. Subsample analysis

The previous results show that the precautionarytiveois the predominant
determinant of U.S. industrial cash holdings. Btinesating the cash holding model for the
entire sample, it is assumed that the precautiomatyve is of equal importance for all firms.
However, BKS find evidence that technology and yeigted firms decisively contribute to
the increasing importance of precautionary cash tree. This leads me to assume that the
precautionary motive is likely more important fauwng firms than for mature firms and for
high-tech firms than for manufacturing firms. | teé®re examine the importance of the
precautionary measures in explaining cash holdingsubsamples of young versus mature
firms and high-tech versus manufacturing firms. ill irst present the results and then
explain why possible differences between the suptesrare likely to emerge.

Table 10 presents the regression results by diffexttng between young firms and
mature firms. Columns 1 and 2 show the results filmenaugmented cash holding model. The
coefficient estimates and the explained variation dash holdings attributed to the
precautionary index indicate that the precautiomaogive of holding cash is almost twice as

important for young firms than for mature firms.riastance, the index explains 33.5% of the
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cash holding variation in young firms and 19.5%nature firms. In economic terms, a 1-IQR
increase in the precaution index leads cash haddingncrease by 16.9 percentage points in
young firms and by only 7.9 percentage points itnumgafirms.

When augmenting the model by the HM constraintdeslj the previously documented
differences in the importance of the cash holdingtive among young and mature firms
remain the same (see columns 3 and 4). The joaiplained variation in cash holdings
determined using the three precaution measure3.28@(22.2% + 9.2% + 11.8%) for young
firms and 25.4% (16.0% + 5.9% + 3.5%) for matumen§i. A substantial part of these
differences can be attributed to the different inigmace of equity constrainia explaining
cash holdings of young firms (11.8%krsus mature firms (3.5%). To emphasize the
difference in economic terms, a 1-IQR increaseduity constraints leads cash holdings to
increase by 6.0 percentage points in young firntsanly by 1.9 percentage points in mature
firms. These results suggest that young firms apeemeliant on precautionary cash if they
are concerned about equity constraints in the éutext, | investigate whether the same is
also true for high-tech and manufacturing firms.

By analogy to the previous analysis, Table 11 priss¢he regression results by
separating high-tech from manufacturing firms. e taugmented model, the coefficient
estimates, the economic significance and the axgthivariation associated with the
precaution index are substantially higher in higbht than in manufacturing firms (see
columns 1 and 2). For instance, the variation ishcholdings explained by the precaution
index indicates that the precautionary motive @im@lmost twice as important for high-tech
firms (26.9%) than for manufacturing firms (14.9%).

The comprehensive model shows a similar picturthasase of young firms versus
mature firms (columns 3 and 4): substantial difkees in the documented importance of the
precautionary motive between high-tech and manuifexgy firms stem from different effects

of equity constraints on cash holdings. The caddimg variation (and economic effects)
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explained by variation in equity constraints is sahntially higher for high-tech firms, with
10.4% (1-1QR: 6.3%), than it is for manufacturimgrfs, with 4.4% (1-IQR: 2.1%). Similar to
the age-related results, this suggests that comedrout equity constraints in the future lead to
higher precautionary cash holdings in high-techm tineamanufacturing firms.

The question that arises from these results is wdiyng and high-tech firms are
relatively more reliant on precautionary cash whaaing equity constraints. The most
plausible explanation is the following: One impottdifference between these firm groups is
that young and high-tech firms engage relativelyranio innovation in order to be at the
competitive edge. These firms therefore have higlesels of undisclosed proprietary
information and face higher opportunity costs frgublicly disclosing such information
(Brown et al. (2009), HM and Loderer et al. (201@Yyoprietary information, in turn, is
typically disclosed by firms to reduce informati@symmetry with investors in order to
reduce equity constraints (see Farre-Mensa (20C®)y)sequently, young and high-tech firms
are more reliant on precautionary cash to redueedliance on external equity capital which
may cause them to costly disclosure of proprieitafigrmation.

To verify this explanation, | perform the same subple tests based on a more direct
split criterion (than age and high-tech) on whetbrenot a firm faces high opportunity costs
from disclosing proprietary information. To do $ase an indicator variable created by HM
for whether or not a firm explicitly mentions theed to protect proprietary information in its
10-K. Firms that mention the need to protect pmetary information tend to be young and
high-tech firms?® Consistently, the subsample results based orshiiscriterion are almost
identical to the previous subsample results (sd@eTa2). It shows that the precautionary
motive of holding cash is almost twice as importtort firms with a high need to protect

proprietary information than for firms with low re® Again, important differences emerge

% The proprietary information indicator is positiyatorrelated with a young firm indicator (0.38) awith a
high-tech firm indicator (0.57).
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due to equity constraints (see columns 3 and 4} iBhconsistent with the notion that firms
with a higher need to protect proprietary informaathold relatively more precautionary cash.
In doing so, they reduce the reliance on extergalite financing because restrictions in
equity markets (information asymmetries) may fotltem to disclose valuable proprietary
information.

Overall, the subsample results show that the ptegeaary motive of holding cash is
significantly stronger among firms with a higheeddo protect proprietary information, such

as young and high-tech firms and firms that exyictate these needs.

5. Conclusion

Using a large sample of listed U.S. industrial 8tnthis paper studies whether
precautionary motives predominantly determine thbstantial differences in the cash-to-
asset ratio across firms. To do so, based on raultite regressions, | investigate how much
variation in firm cash holdings can be attributeml @mpirical measures associated to
alternative cash holding motives, such as the ptemaary, transactional, tax and agency
motive. Furthermore, to properly measure precaatypmotives at the firm level, | create a
novel unidimensional precaution index, which is fingt principal component of six popular
proxies for firm precautionary motives, such as ldnel and volatility of operating cash
flows, R&D intensity, market-to-book ratio, produnarket threats, and net working capital.

My evidence shows that the substantial variatiorcash holdings across firms is
explained predominantly by differences in firmsegautionary motives. For instance, the
precaution index can explain 32% of the cross-eeati and longitudinal variation in
corporate cash holdings, corresponding to 70% efvtriation explained by the cash holding
model. Empirical measures associated with otherve®for holding cash do not come close

to explaining the same level of variation in casiddings as the precaution index. Further

77



tests reveal that the debt and equity financiakttamt indices from Hoberg and Maksimovic
(2015) are also relevant precautionary measuresxjptaining corporate cash holdings. It
shows that the precaution, debt-focused delay aivétp placement delay indices tend to
explain specific dimensions in corporate cash Imgsli namely, those pertaining to the need
for external financing, to financial distress armd dostly equity financing. Together, the
measures explain 41% of the corporate cash holdingtion. Finally, | document that as the
predominant cash holding determinant, the precaatio motive is particularly strong for
firms with a higher need to protect proprietaryommhation, such as young and high-tech firms
and firms that explicitly state these needs. Timdifg is consistent with the notion that these
firms are more reliant on precautionary cash tacedhe reliance on equity capital because
restriction in equity markets may force them totlyodisclosure of proprietary information.
Although the comprehensive cash model does a gobdof describing firm cash
holdings, a substantial cross-sectional variatiogash holdings (39%) remains unexplained
by the model. Future research efforts aiming antifigng further cash determinants might
provide a better understanding of firm liquidity magement. Further, | have examined the
importance of the precautionary savings motive dash holdings of listed U.S. industrial
firms, a sample that has experienced dramatic @saingits composition in the past three
decades. According to Fama and French (2004),ntreasing supply in equity capital has
enabled listings of technology firms that are chemazed by unprecedentedly low cash flows
and high R&D intensities and growth opportunitigly. analysis and the ortlgy BKS provide
evidence that the listing of technology firms hasréased the importance of the precautionary
motive in explaining corporate cash holdings. Ituwdobe interesting to investigate whether
the importance of the precautionary motive for haidcash systematically varies across
countries with different industry compositions ahifferent development of equity markets.
Finally, the precautionary savings motive suggekts firms hoard cash to finance their

activities and investments when other sources dlihg are not available or are excessively
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costly. Therefore, it would be interesting to teghether firms with high amounts of
precautionary cash really use more cash to susta@stment in the presence of an exogenous
cash flow shock. Duchin, Ozbas and Sensoy (2010pwB and Petersen (2014) and
Aebischer (2016) use the exogenous capital supgpbgks of the recent financial crisis in

2007-2009 to test this prediction.
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Appendix: Tables

Variable definitions

Variable Definition (Compustat item name)
Cash Cash and short-term investments (cheq)/totetsa&dq).
Panel A: Precaution variables
Cash flow Operating income before depreciation @jhdtal assets (atq).

Industry sigma
R&D
Market-to-book
NWC

Product market fluidity

Precaution index
Investment delay
Debt-focused delay
Equity-focused delay

Private placement delay

Leverage
Dividend dummy

Capex

Acquisitions
Net debt issuance

Equity issuance

Foreign income dummy

Age

Size
High-tech

The mean of the standard deviations of cash flaetasover 20 quarters (minimum o
consecutive quarters) for firms in the same ingusts defined by the two-digit SIC code.
R&D expenses (xrdq)/total assets (atq).
The market value of assets (total assets (atq) rkehaalue of common equity (cshoc
prccq) — common equity (ceqq))/(0.9 x book vabfeassets(atq) + 0.1xmarket value
assets). This definition follows Kaplan and Zinga£997).
Net working capital without cash (current ass@ictq) — current liabilities (Ictq) east
(cheq))/total assets (atq).

Text-based fluidity meas@peoduct market threats) according to Hoberg,lipkjland
Prabhala (2014).

Panel B: Precaution and constraint indices

First principal component from principal componeamialysis (PCA) of cash flow, indus
sigma, R&D, Tobin’s Q and product market fluidity.

Textased constraint measure indicating potential umdestment due to liquidi
challenges, according to Hoberg and Maksimovic $201

Textased constraint measure indicating potential undestment due to debt financi
constraints, according to Hoberg and Maksimovid 80

Text-based constraint meaisgiieating potential underinvestment due to edfiitgncing
constraints, according to Hoberg and Maksimovid &0

Text-based constraint neasdicating potential underinvestment due to @evplacement
financing constraints, according to Hoberg and Ntaksic (2015).

Panel C: Further control variables

Short-term debt (dlcq) plus long-term ddlitg)/total assets (atq).

A quarterly dummy variable equal to one if the fipaid dividends ((dvp+dvc) > 0) in t
fiscal year and equal to zero if it did not.

Quarterly capital expenditure/total assety).(&ecause capital expendiguis reported on
year-todate basis in quarterly financial statements, lragh the previous quarter's cap
expenditure from the current quarter’s capital exjiwire (capxy) for fiscal quarters 2, 3, :
4.

Quarterlyacquisitions (agcq)/total assets (atq).

(Long-term debt (dlttq) at t erskerm debt (dicq) at t — long-term debt (dltéq)t-1 — short-
term debt (dicq) at t-1)/total assets (atq).

Quarterly sale of common and preferred stock (34tkpl assets (atq). Because gwde o
common and preferred sto€gstky) is reported on a year-tbate basis in quarterly financ
statements, | subtract the previous quartest&y from the current quarter'sstkyfor fiscal
quarters 2, 3, and 4.

A quarterly dummy variableada one if the firm reported non-missing pretasefgn
income in the fiscal year and equal to zero ifdt rbt.

Natural logarithm of listing age, computed ag @lus the difference between the yaadel
investigation and the firm’s birth year. The bigthar is computed as the minimum value
(a) the first year the firm appears on the CRSP fqpgshe first year the firm appears on
COMPUSTAT tapes; or (c) the first year in which hdia Ink between the CRSP and
COMPUSTAT tapes.

Natural logarithm of the book value of totséets.

Dummy variable for firms in higiech industries with SICs 283 (Drugs), 355 (Spt
Industry Machinery), 357 (Computer and Offidéquipment), 366 (Communicatic
Equipment), 367 (Electronic Components and Accésspr382 (Measuring and Controlli
Devices), 384 (Medical Instruments & Supplies), ai%¥ (Computer and Data Proces:
Services).
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Table 1: Summary statistics

This table presents summary statistics. Variabfinidiens are in the Appendix. The sample period 998 —
2005. Data are taken from the quarterly CompusR& data files and from the 10-K database of Hobead,
(2014) and Hoberg and Maksimovic (2015).

Mean Median SD Min Max Observations
Cash 19.11 9.18 22.28 0.01 90.50 78,378
Precautionary variables
Cash flow 2.64 3.19 4.76 -18.82 13.65 78,378
Industry sigma 4.14 4.26 1.26 0.64 8.35 78,378
R&D 1.69 0.15 3.08 0.00 19.06 78,378
Market-to-book 1.84 151 1.05 0.16 9.88 78,378
NwWC 7.76 6.12 17.23  -42.40 52.41 78,378
Product market fluidity 6.91 6.39 3.39 1.42 17.46 8,378
Precaution and constraint indices
Precaution index -0.01 -0.29 1.42 -2.23 5.33 78,378
Investment delay -0.13 -0.24 0.94 -1.90 2.34 67,018
Debt-focused delay 0.01 -0.03 0.58 -1.11 1.54 &,01
Equity-focused delay -0.18 -0.28 0.87 -1.80 2.34 ,068
Private placement delay -0.07 -0.14 0.79 -1.62 2.03 67,018
Further financial policies and firm characteristics

Capex 1.64 1.00 1.98 -0.04 12.19 77,416
Acquisitions 0.79 0.00 3.08 -0.28 21.97 75,463
Size 2,108 347 6,218 9 55,574 78,378
Age 16.79 11.00 16.20 1.00 79.00 78,378
Dividend dummy 0.37 0.00 0.48 0.00 1.00 77,555
Foreign income dummy 0.39 0.00 0.49 0.00 1.00 ,37
High-tech dummy 0.35 0.00 0.48 0.00 1.00 78,378
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Table 2: Precaution index with principal componentanalysis (PCA)

The table reports results from a principal compomelysis (PCA) of six precautionary
measures. Columns 1 to 3 show factor loadingsesik precautionary measures on the
first three principal components. The loadingsalumn 1 indicate the weight by which
each of the six standardized original variablesushbe multiplied to compute the first
component. Variable definitions are in the Appendike sample period is 1998 — 2005.
Data are taken from the quarterly Compustat/CRSR fites and from the 10-K
database of Hoberg et al. (2014) and Hoberg andsiviaivic (2015).

Component1l Component2 Component 3

(Preq) (Preg) (Preg)
1) 2 3)
Cash flow -0.408*** 0.603*** -0.347%**
(0.003) (0.016) (0.027)
Industry sigma 0.328*** 0.421*** 0.251%**
(0.004) (0.017) (0.028)
R&D 0.492%** -0.021 0.426*+*
(0.003) (0.020) (0.010)
Market-to-book 0.359*** 0.643*** -0.083***
(0.004) (0.032) (0.031)
NwWC -0.356*** 0.187** 0.734***
(0.004) (0.032) (0.010)
Product market fluidity 0.477*** -0.097*** -0.298*
(0.003) (0.014) (0.009)
Eigenvalues 2.16 1.02 0.94
Proportion of explained variance 0.36 0.17 0.16
Observations 78,378

Table 3: Firm characteristics across precaution quitiles

The table reports average firm characteristics fimahcial policies within each quintile of the
precaution index. Variable definitions are in thep&ndix. The sample period is 1998 — 2005. Data
are taken from the quarterly Compustat/CRSP dkga &ind from the 10-K database of Hoberg et al.
(2014) and Hoberg and Maksimovic (2015).

Quintile 1 2 3 4 5 Means

Precaution index -1.56 -0.85 -0.28 0.43 2.23 -0.01
Cash 6.44 8.88 1420 2228 43.74 19.11
Size 1,456 2,334 2,667 2,888 1,193 2,108
Age 2199 20.37 17.85 15.03 8.72 16.79
High-tech firms 0.04 0.15 0.31 0.49 0.79 0.36

Net debt issuance 0.52 0.63 0.64 0.59 0.68 0.61
Equity issuance 0.36 0.54 0.91 1.22 3.56 1.32
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Table 4: Precaution index and cash holdings

The table examines the effects of the precautiomatgx on firm cash holdings. In Panel A, the
panel regressions are estimated based on the cltBhghmodel of Bates, Kahle and Stulz (2009).
The dependent variable is equal to firm cash arsh eguivalents divided by firm assets. All
specifications include year fixed effects, and #mtion 3 includes industry (SIC 3-digit) fixed
effects. Standard errors are clustered by firmamdected for heteroskedasticity. Panel B displays
the economic effects of the precaution index ot daddings based on specification 2 in Panel A.
*x o+ and * indicate statistical significance itwo-sided tests at confidence levels of 0.99, 0.95
and 0.90, respectively. Variable definitions arethe Appendix. The sample period is 1998 —
2005. Data are taken from the quarterly CompusR®® data files and from the 10-K database of
Hoberg et al. (2014) and Hoberg and Maksimovic 801

Panel A: Regressions

1) ) 3
Precaution index 9.874*** 8.631*** 7.452%**
(0.176) (0.183) (0.252)
Dividend dummy -2.660** -0.886**
(0.437) (0.429)
Capex -1.424%** -0.773***
(0.083) (0.079)
Acquisitions -0.450%*** -0.417%**
(0.020) (0.020)
Size -1.988*** -1.685***
(0.143) (0.159)
Age -1.890*** -1.949%**
(0.266) (0.269)
Foreign income dummy 1.531 %+ -0.051
(0.455) (0.487)
Constant 19.428*** 38.591** 35.699***
(0.345) (0.883) (0.937)
Time FE yes yes yes
Industry FE (SIC 3 digit) no no yes
Observations 78,378 73,920 73,920
Adjusted R2 0.400 0.466 0.528
Panel B: Economic significance (Specification 2)
Percentile 10th 25th 50th 75th 90th
Precaution index 6.26% 10.70% 16.81% 24.93% 35.18%
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Table 5: Importance of cash holding determinants

The table examines the importance of firm poligied characteristics in determining cash holdinge T
dependent variable is equal to firm cash and cgsivalents divided by firm assets. In specificatign

all independent variables are standardized priorfitting regressions to permit more intuitive
comparisons across variables. From specificatiosms23, OLS coefficient estimates and the percentag
of the variation coming from each variable are Wigpd. The method used in the variance
decomposition takes the average of all R-squarerh fall possible orderings of all regressors (see
Lindeman, Merenda, and Gold (1980) and Kruskal )R8l specifications include time fixed effects.
Standard errors are clustered by firm and correébedheteroskedasticity. ***, ** and * indicate
statistical significance in two-sided tests at daderice levels of 0.99, 0.95, and 0.90, respectively
Variable definitions are in the Appendix. The sagnpkriod is 1998 — 2005. Data are taken from the
quarterly Compustat/CRSP data files and from th& Ifatabase of Hoberg et al. (2014) and Hoberg
and Maksimovic (2015).

1) (2) 3
Coeff. Coeff. Variance Coeft. Variance
(se) (se) explained (se) explained

Precaution index 12.382%** 8.631*** 31.9% 9.372%* 28.9%
(0.262) (0.183) (0.437)

Dividend dummy -2.660*** -2.660*** 2.7% -2.902%** 5.1%
(0.437) (0.437) (0.859)

Capex -2.831%** -1.424%** 2.0% -1.598*** 2.9%
(0.166) (0.083) (0.170)

Acquisitions -1.391*** -0.450%** 0.6% -0.469*** 0.5%
(0.062) (0.020) (0.047)

Size -3.468*** -1.988*** 5.3% -3.096*** 5.6%
(0.249) (0.143) (0.313)

Age -1.764%** -1.890*** 4.1% 0.307 2.6%
(0.249) (0.266) (0.510)

Foreign income dummy 1.531 % 1.531 %+ 0.2% 0.119 0.1%
(0.455) (0.455) (0.770)

E-index -1.583*** 2.2%

(0.302)

Constant 19.512%** 38.591*** 46.574**
(0.435) (0.883) (2.209)

Time FE yes yes yes

Observations 73,920 73,920 10,059

Adjusted R2 0.466 0.466 0.501
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Table 6: Pearson correlation coefficients

The table displays Pearson correlation coefficidrgsveen the precaution index
and the financial constraint indices of Hoberg &maksimovic (2015). Variable
definitions are in the Appendix. The sample peli®d998 — 2005. Data are taken
from the quarterly Compustat/CRSP data files aminfrthe 10-K database of
Hoberg et al. (2014) and Hoberg and Maksimovic 801

1) ) 3 4 ()
Precaution index (1) 1
Investment delay (2) 0.317 1
Debt-focused delay (3) -0.304 -0.037 1
Equity-focused delay (4) 0.420 0.926 -0.127 1
Private placement delay (5) 0.501 0.460 -0.497 D64 1

Table 7: Constraint/precautionary measures and casholdings

The table examines the effect of the financial tairst measures from Hoberg and Maksimovic (2015)
on firm cash holdings. The dependent variable isaktp firm cash and cash equivalents divided by
firm assets. All specifications include time fixedfects. Standard errors are clustered by firm and
corrected for heteroskedasticity. ***, ** and *ditate statistical significance in two-sided tests
confidence levels of 0.99, 0.95, and 0.90, respelsti Variable definitions are in the Appendix. The
sample period is 1998 — 2005. Data are taken flwnguarterly Compustat/CRSP data files and from
the 10-K database of Hoberg et al. (2014) and Hpbad Maksimovic (2015).

) 2 3 4 ®)
Investment delay 5.439%** 0.725
(0.373) (0.631)
Debt-focused delay -16.818*** -6.970%**
(0.390) (0.372)
Equity-focused delay 8.355*** -1.589**
(0.392) (0.807)
Private placement delay 14.539***  5.354***
(0.342) (0.427)
Precaution index 7.845%**
(0.185)
Constant 18.722**  18.464**  19.264**  18.710***  1%H49***
(0.432) (0.406) (0.416) (0.377) (0.368)
Time FE yes yes yes yes yes
Observations 76,802 76,802 76,802 76,802 67,018
Adjusted R2 0.053 0.180 0.104 0.254 0.473
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Table 8: Importance of cash holding determinants ithe comprehensive cash model

The table examines the effect of the precautionaegsures on cash holdings. The dependent varmbklguial to
firm cash and cash equivalents divided by firm &ssell specifications include time fixed effectStandard
errors are clustered by firm and corrected for fosteedasticity. ***, **, and * indicate statisticaignificance in
two-sided tests at confidence levels of 0.99, 0a®¥l 0.90, respectively. Variable definitions aréhe Appendix.
The sample period is 1998 — 2005. Data are taken the quarterly Compustat/CRSP data files and fioal0-
K database of Hoberg et al. (2014) and Hoberg aakisihovic (2015).

1) (2) 3)
Coeff. Variance Coeff. Variance Coeff. Variance
(se) explained (se) explained (se) explained

Precaution index 7.600*** 27.6% 7.022%** 25.1% 6.801*** 22.8%
(0.192) (0.194) (0.193)

Debt-focused delay -8.932%** 10.4% -6.694*** 7.7%
(0.332) (0.361)

Private placement delay 6.505%** 13.1% 4,213%* 10.1%

(0.288) (0.308)

Dividend dummy -2.870%*** 2.4% -2.965%* 2.4% -2.977x* 2.3%
(0.424) (0.441) (0.422)

Capex -1.314%** 1.8% -1.40Q1 % 2.0% -1.309%** 1.7%
(0.080) (0.082) (0.079)

Acquisitions -0.431%** 0.5% -0.457*** 0.6% -0.437*** 0.5%
(0.021) (0.021) (0.021)

Size -1.698*** 4.7% -2.038*** 4.9% -1.782%** 4.4%
(0.146) (0.149) (0.145)

Age -2.27 1% 3.8% -1.27 4% 3.2% -1.712%* 3.1%
(0.262) (0.265) (0.258)

Foreign income dummy 0.753* 0.1% 1.665*** 0.2% 1.035** 0.1%
(0.447) (0.455) (0.440)

Constant 37.770** 37.486*** 36.977***
(0.894) (0.907) (0.881)

Time FE yes yes yes

Observations 63,450 63,450 63,450

Adjusted R2 0.514 0.506 0.527

Variance from precaution 38.0% 38.2% 40.5%
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Table 9: Economic Significance

The table displays the economic effects of theguon and constraint indices on
cash holdings using on the estimates from Tablsp@cification (3). Panel A

presents the effect of a variable (at its meanash holdings. Panel B shows
predicted cash holdings at the 10th, 25th, 50thh,7&nd 90th percentile of a
variable, holding the other variables at their mealues. Variable definitions are
in the Appendix. The sample period is 1998 — 2(D&ta are taken from the

quarterly Compustat/CRSP data files and from thé Hatabase of Hoberg et al.
(2014) and Hoberg and Maksimovic (2015).

S Debt-focused  Private placement
Precaution index

delay delay
Panel A: Effects at mean of variable
Effect at mean 15.1% -7.5% 6.5%
Panel B: Predicted cash holdings

Percentile

10 9.7% 25.0% 15.9%
25 13.2% 22.8% 17.7%
50 18.1% 20.3% 19.8%
75 24.6% 17.6% 22.2%
90 32.8% 14.9% 24.6%
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Table 10: Precautionary determinants of cash holdigs: Young vs. mature firms

The table examines the effect of the precautionagsures on firm cash holdings by young versusmaditms. The dependent variable is equal to firm
cash and cash equivalents divided by firm assetdirm is classified as young if it is less than $@ars after the year it first appears in the
Compustat/CRSP tapes, and as mature otherwisepAdifications include time fixed effects. Standartbrs are clustered by firm and corrected for
heteroskedasticity. ***, ** and * indicate statical significance in two-sided tests at confideteeels of 0.99, 0.95, and 0.90, respectively. Mada
definitions are in the Appendix. The sample peli®d 998 — 2005. Data are taken from the quartedyn@ustat/CRSP data files and from the 10-K
database of Hoberg et al. (2014) and Hoberg andsiviavic (2015).

Young Mature Young Mature
1) (2 3 4)
Coeff. Variance Coeff. Variance Coeff. Variance Coeff. Variance

(se) explained (se) explained (se) explained (se) explained
Precaution index 9.278***  33.5% 5.611***  19.3% 7.044%*  22.2% 4.726**  16.0%

(0.2412) (0.318) (0.263) (0.323)
Debt-focused delay -7.232%* 9.2% -5.453*** 5.9%

(0.507) (0.591)
Private placement delay 5.061***  11.8% 2.189*** 3.5%
(0.437) (0.499)

Constant 51.108*** 31.957*** 45.440*** 33.489%**

(1.405) (2.431) (1.384) (2.543)
Precaution index (25th to 75th) 16.7% 7.9% 12.7% 6.9%
Debt-focused delay (25th to 75th) -6.0% -3.9%
Private placement delay (25th to 75th) 6.0% 1.9%
Further controls yes yes yes yes
Time FE yes yes yes yes
Observations 36,080 37,840 30,434 33,016
Adjusted R2 0.477 0.299 0.537 0.364
Variance from precaution 33.5% 19.3% 23.2 25.4%
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Table 11: Precaution determinants of cash holdingdHigh-tech vs. manufacturing firms

The table examines the effects of the precaution@gsures on cash holdings by high-tech versus fagtating firms. The dependent variable is equal
to firm cash and cash equivalents divided by fiseeds. High-tech firms operate in industries wit8 Sodes 283, 355, 357, 366, 367, 382, 384, and
737. All specifications include time fixed effecStandard errors are clustered by firm and cordetde heteroskedasticity. ***, ** and * indicate
statistical significance in two-sided tests at aderice levels of 0.99, 0.95, and 0.90, respectivéfyriable definitions are in the Appendix. The gden
period is 1998 — 2005. Data are taken from thetgdgrCompustat/CRSP data files and from the 10akabase of Hoberg et al. (2014) and Hoberg and

Maksimovic (2015).

High-tech Manufacturing High-tech Manufacturing
€] 2 3 4
Coeff. Variance Coeff. Variance Coeff. Variance Coeff. Variance
(se) explained (se) explained (se) explained (se) explained
Precaution index 7.579** 26.9% 4.783** 14.8% 6.079*** 16.5% 4.041%* 11.9%
(0.313) (0.250) (0.325) (0.226)
Debt-focused delay -7.236*** 5.4% -5.384*** 6.2%
(0.679) (0.408)
Private placement delay 5.569*** 10.4% 2.277*** 4.4%
(0.558) (0.338)
Constant 51.454%*** 27.967*** 46.756*** 28.548***
(1.687) (1.058) (1.694) (1.064)
Precaution index (25th to 75th) 14.1% 6.7% 11.4% 5.8%
Debt-focused delay (25th to 75th) -4.9% -4.1%
Private placement delay (25th to 75th) 6.3% 2.1%
Further controls yes yes yes yes
Time FE yes yes yes yes
Observations 26,369 47,551 23,430 40,020
Adjusted R2 0.345 0.251 0.424 0.316
Variance from precaution 26.9% 14.8% 32.2% 22.5%
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Table 12: Precaution determinants of cash holdingdow vs. high need to protect proprietary information

The table examines the effects of the precautiomaegsures on cash holdings by firms low versus higeds to protect proprietary information. The
dependent variable is equal to firm cash and casiivalents divided by firm assets. Firms with neemlproprietary information are firms that mention

concerns about the risk of losing proprietary infation in their 10-Ks. All specifications includent fixed effects. Standard errors are clusterefirbyand
corrected for heteroskedasticity. ***, ** and *ditate statistical significance in two-sided testsconfidence levels of 0.99, 0.95, and 0.90, remgaly.

Variable definitions are in the Appendix. The sagnpériod is 1998 — 2005. Data are taken from ttatgrly Compustat/CRSP data files and from the 10-K

database of Hoberg et al. (2014) and Hoberg andsivialvic (2015).

Needs to protect proprietary information Yes No Yes No
1) 2 3 4
Coeff. Variance Coeff. Variance Coeff. Variance Coeff. Variance
(se) explained (se) explained (se) explained (se) explained
Precaution index 8.250*** 25.0% 4734+ 12.1% 6.535*** 18.1% 4.045*+* 9.8%
(0.281) (0.270) (0.297) (0.259)
Debt-focused delay =7.797%* 6.9% -5.145*** 6.2%
(0.613) (0.411)
Private placement delay 5.081*** 10.3% 2.026*** 3.1%
(0.509) (0.332)
Constant 52.359*** 25.474%* 48.061*** 26.601***
(1.563) (1.082) (1.585) (1.104)
Precaution index (25th to 75th) 14.9% 7.5% 11.9% 6.0%
Debt-focused delay (25th to 75th) -5.7% -3.9%
Private placement delay (25th to 75th) 6.2% 1.8%
Further controls yes yes yes yes
Time FE yes yes yes yes
Observations 29,006 43,707 26,253 36,460
Adjusted R2 0.392 0.210 0.463 0.277
Variance from precaution 25.0% 12.1% 35.3 19.1%
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1. Introduction

This paper investigates whether costly debt or tggfinancing caused firms to use
precautionary cash holdings to mitigate underinvest during the recent financial crisis of
2007-2009. Following the precautionary motive, Srhold cash to protect against cash flow
shocks, which would force firms to underinvest efadilt in the future when coupled with costly
external financing. The financial crisis is wellted to analyzing theuse of corporate
precautionary cash because there was a large exagyshock to the supplies and costs of debt
and equity capital (Kahle and Stulz (2013) and 8li€heng and Denis (2015)). The central
insight of this paper is that only costly equityeéncing caused firms to use precautionary cash.

The majority of the existing literature on the isises the (subprime mortgage) credit
crisis of 2007-2009 as an experimental settingnteestigate the impact of the crisis’ external
finance shock on corporate policies, such as liguidanagement and investment (e.g., Duchin,
Ozbas and Sensoy (2010), Campello, Giambona, Gradwasn Harvey (2011), Brown and
Petersen (2014)). Consistent with a capital supplyck affecting the real sector, these studies
show that more financially constrained firms expeced greater declines in investment and drew
more on alternative funding sources, such as ctedis or cash. Strikingly, Kahle and Stulz
(2013) show that bank- and credit-dependent firnas bt experience changes in their cash
positions or investment that differed from the des of matched firms that did not depend on
banks or credit. They highlight one additional impat fact: relative to the pre-crisis period,
corporate borrowing was not systematically redudaedng the period from August 2007 to
September 2008 when the Lehman Brothers investivamit declared bankruptcy. This is the
crisis period during which a presumably major capgupply shock took place. Given these
results, the authors cast doubt that a bank lerghiogk or a credit supply shock were first-order
determinants of corporate financial policies during crisis (referred to as credit rationing). This
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raises the question of which alternative capitalrstge had a first-order effect on corporate cash
and investment policies during the crisis.

One possible answer to that question is equity. Tigeothesis is as follows: The
uncertainty associated with the emerging crisegtisig in late 2007, induced a “flight to quality”
leading investors to shift capital away from riskyestments and toward safer investménts.
The perception of increasing risk led investorgdquire higher risk premiums, especially for
risky investments, i.e., bonds of lower credit gyabnd especially equities (Brunnermeier
(2009), Gorton (2009); Gorton (2010), and Kahle &tdlz (2013)). Such episodes of high
investor uncertainty primarily lead to shortageegjuity capital and cause “equity rationing”
among firms in the real economy (Krasker (1986)).

In this paper, | seek to solve the puzzle of whethedit or equity rationing during the
financial crisis caused firms to use precautioraayh to mitigate possible underinvestment. To
solve this puzzle, | employ a difference-in-diffieces (diff.-in-diff.) approach in which |
compare the financing (i.e., net equity issuanas, aebt issuance, and cash savings) and
investment policies of firms before and after theset of the crisis as a function of their
precautionary cash holdings, controlling for firmxefd effects and time-varying firm
characteristics, such as market-to-book, cash fland leverage (see Duchin et al. (2010) and
Bliss et al. (2015) for similar model specificati{)nThus, the empirical analysis proceeds in two
main steps. First, by analyzing financing policiésseek to determine whether firms used
precautionary cash holdings to substitute for dieén net debt or net equity issuance. Second,
by analyzing investment policies, | seek to deteemihether firms actually used precautionary

cash to mitigate underinvestment induced by cahyt or equity financing.

29 Caballero and Krishnamurthy (2008) build a model vihich investors’ flight to quality results from
capital/liquidity shortages and Knightian uncerntgiriKnight (1921)). Knightian uncertainty is triggel by
unusual events and financial innovations that Egehts to question their worldviews.
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Most of my analysis focuses on the five consecutjuarters from January 1, 2008 to
March 30, 2009 (2008Q1-2009Q1), which define theixperiod in this paper. This definition of
the crisis period closely follows Kahle and StuB013) but starts two quarters later. My
definition is derived from changes in macroeconomdices and aggregate corporate financial
policies indicating that the corporate sector wasstniikely affected by a capital supply shock
during these quarters (see the discussion in Se2jioFollowing the literature, | definepe-
crisis period of equal length to the crisis period, egtag from July 1, 2006 to September 30,
2007 (2006Q3-2007Q3.

The variable of primary interest in my regressioanfework is precautionary cash
holdings. Because firms also hold cash for othasaas than precaution, | define precautionary
cash following Aebischer (2016) instead of usingeed cash as in Duchin et al. (2010).
Accordingly, precautionary cash is based on a ptedi from a cash-holding model in which a
precaution index constitutes the main explanataryable. The precaution index itself is the first
principal component of the following popular pretanary proxies: R&D intensity, cash flow
level and volatility, market-to-book ratio (growtbpportunities), net working capital, and
competitive threat® To address endogeneity concerns, precautionary isasneasured Six
quarters before the start of the crisis, namelyhatend of the last fiscal quarter ending before
July 1, 2006. The estimator of main interest, thiéf.“in-diff.” estimator, includes an interaction

between a crisis indicator and pre-crisis precaatip cash holdings.

30 My crisis definition covers a similar period asdies that use annual data and define 2008 agitiie year (e.g.,
Campello et al. (2011), Brown and Petersen (20B#43s et al. (2015)). Moreover, my baseline resalts not
sensitive to alternative (pre-)crisis definitio® show robustness, | will also discuss the resnltsertain sub-
periods of the crisis.

31| obtain similar results when using observed mdtef precautionary cash. Exceptions will be disedsin the
context of the investment results in Tables 7 &hd 1

32 For a more detailed discussion of the establigiedautionary proxies and the creation of the préma index,
see Aebischer (2016) and the literature cited there
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As an additional test of whether costly debt origgiinancing drove corporate cash and
investment policies, | estimate the same regressising subsamples of firms facing different
degrees of financial constraint. In doing so, lizgi the firm-level measures of debt and equity
financial constraints recently developed by Holemd Maksimovic (2015). Based on text-based
analysis, they score Management’s Discussion aradyais (MD&A) sections in 10-Ks to obtain
measures of debt and equity constraints, whichucag firm’s inability to obtain debt or equity
financing for planned investment. Among others,amadvantage of these constraint measures
over other existing measures (e.g., firm size, fage, dividends, KZ index, SA index) is that
they enable better identification of the sourceaofirm’s financing constraints. Similar to
precautionary cash, | build the subsamples basdittrag’ financial constraints, as measured at
the end of the last fiscal quarter ending befoihg Ju2006.

Based on a sample of 2,322 listed U.S. industiiald, univariate statistics of financial
policies over time and across terciles of firmshwdifferent pre-crisis precautionary cash
holdings yield interesting results. As the cristarted, cash was used and net equity issues
plunged. This applies to a greater extent to fimith more pre-crisis precautionary cash. After
the crisis, net equity issuance rebounded to psesdevels and firms started to save cash again.
In contrast, net debt issuance plunged later, inemediately after the bankruptcy of Lehman
Brothers in 2008Q4, and recovered later, i.e.aimye2010. More importantly, the magnitude of
the decline in net debt issuance was not senditiiems’ precautionary cash holdings. Taken
together, this evidence suggests that firms useapt®nary cash holdings to offset declines in
equity issuance but not debt issuance.

The results of multivariate regressions, accounfiog time-varying observable firm
characteristics and unobservable firm fixed effectmfirm this conclusion. Firms with more

precautionary cash used more of this cash and iexjged greater declines in net equity issuance
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during the financial crisis. The results are ecowaity meaningful; a one-interquartile range
(IQR) increase in pre-crisis precautionary cashdimgs reduced quarterly cash savings and net
equity issuance by 1.14% and 0.49% (as a percertb@ssets), respectively. These figures
correspond to declines of 305% and 57%, respegtivelative to the levels of these financial
policies during the last five quarters of the bodmcontrast, | find no statistically significant
effect of precautionary cash holdings on change®etrissuance of debt. Furthermore, estimating
cash saving regressions in subsamples of firmadadifferent degrees of debt and equity
constraints reveal consistent results with firmswgigrecautionary cash in reaction to costly
equity but not costly debt financing during thesigi

To complete the precautionary analysis, | estimatestment regressions to ascertain
whether costly debt or costly equity financing eaufirms to use precautionary cash to alleviate
underinvestment. Consistent with equity rationittgrang cash and investment policies during
the crisis, | find that only equity-constrainednis reduced investment and used precautionary
cash to counteract the negative consequences wfiamsnt equity funding on investment. To
illustrate the magnitudes, firms with high equitnstraints and zero precautionary cash holdings
experience a decline in quarterly investment o60% (as a percentage of assets); a decline of
9.2 percentage points relative to average prescrisvestment. A one-IQR increase in
precautionary cash mitigates the decline by 0.526gmtage, which corresponds to 143% of the
decline for a firm with zero precautionary cash.ctmtrast, firms with low equity constraints
show neither a significant decline in investment significant use of precautionary cash.

| perform several robustness checks to addressecos that the results may be driven by
confounding effects. First, | test whether the .difitdiff. estimator is 0 in the absence of the
treatment (i.e., the equity capital supply shoek)ich constitutes the key identifying assumption

of the diff.-in-diff. strategy. To do so, | estineathe financing and investment regressions using
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placebo (nonexistent) crises occurring on Janua®0@5 and 2006. During these placebo crises,
none of the diff.-in-diff. estimators is signifiddy different from 0, and thus, the parallel trend
assumption regarding the various financial policsesatisfied. Second, to validate the claim that
cash was only used to counteract the negative qoesee of the (equity) capital supply shock
on investment, | extend the crisis period by anofive quarters (2009Q2-2010Q2). During these
guarters, an economy-wide demand shock is considerdominate a capital supply shock (e.g.,
Kahle and Stulz (2013)); therefore, financial coasts should be less binding, and
precautionary cash should no longer be used. Gensiwith this prediction, the results show
that compared to the crisis period, firms expemeaenore pronounced decline in investment and
issuance of net debt and precautionary cash wésnger used to counteract these trends.Finally,
| test the validity of my instrument, precautionaash, by comparing its explanatory power with
that of the non-precautionary component of casldings, defined as the difference between
observed and precautionary cash. Non-precautiocasiy is held for other than precautionary
reasons, most likely to support day-to-day openatior held in excess of an optimal cash 1&Vel.
Surprisingly, | find that the non-precautionary qmmnent can also explain significant changes in
cash savings and investment during the crisis. Weweahe explained effects are significantly
smaller in the cash regression, and the magnitdidbose effects is independent of financial
constraints in the investment regression.

The remainder of this article is organized as fefioSection 2 outlines the financial crisis
and possible financing channels through which tbearate sector was affected. Section 3
discusses the related literature. Section 4 intedithe data and the basic empirical strategy.

Section 5 presents the results. Section 6 concludes

% Following Bates, Kahle and Stulz (2009), firms chaash for other than precautionary reasons, nanfiety
transactional (supporting day-to-day operatiorss),and agency (inefficient management) reasons.
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2.  The capital supply shock of the financial crisis

In this section, | describe the timeline of theafgial crisis and the dynamics of U.S.
capital markets that might cause an exogenousataqipply shock to firms in the real sector.
Understanding the dynamics of debt and equity markelps determine whether and when the
real sector was affected by shocks to the suppfieiebt and equity. In doing so, | continue the
existing literature and provide additional evidewc¢evhether and when the original panic in the
financial sector spilled over into debt marketsrio capital markets in general. Upheavals that
are limited to debt markets imply that risky boreyw/in the corporate sector are most negatively
affected by a debt supply shock. General upheanatapital markets imply that risky firms are
most negatively affected by a capital supply shackarticular, by a shock to the availability of

equity capital.

2.1. Was there a debt supply shock before the Lehmath@&wsobankruptcy?

The onset of the credit and financial crisis isedato August 2007, as financial
institutions became concerned about their “toxis8ed holdings, which was mainly caused by
write-downs of bad loans and plummeting valuesabiateralized debt obligations (CDOs). The
continuing meltdown of these bank assets resuttedcreased counterparty risk in the interbank
market, which in turn led to an increased inteliestisk management and stricter lending
standards on the part of financial institutionse(®&unnermeier (2009) and Gorton (2010)).
Consequently, the TED spread, which is a populdicator of the perceived counterparty risk in
the interbank market, spiked in August/Septemb@730Around the same time, uncertainty in

the financial sector spilled over into credit maskewvhich led to increases in corporate bond

% The TED spread is defined as the difference betwlee 3-month LIBOR rate and the 3-month T-bilerat
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spreads across the credit quality spectrum urgil #piked after the Lehman Brothers bankruptcy
in September 2008 (see Figure 1). Based on thdeege, several authors argue that the phase
before the Lehman’s bankruptcy represents a dranmagative shock to the supply of credit
(e.g., Duchin et al. (2010), Campello, Graham aadvely (2010) and Bliss et al. (2015)).

There is, however, evidence that casts doubts isnviw. Although credit spreads and
yields were increasing before Lehman, their levklsang the pre-Lehman period were not so
high that they would suggest a credit crisis (Sgerés 1 and 2). For example, yields and spreads
were lower before the Lehman bankruptcy than theyewn 2002, a year that is not typically
associated with a credit crisis (see also Kahle Stz (2013)). The yields of corporate bonds
did not change remarkably from August 2007 to Aud2B08 (Aaa: -0.09%, Baa: +0.24%).
Furthermore, Ivashina and Scharfstein (2010) st syndicated lending fell by 22% before
Lehman, but most of the decline is attributed tgpocate restructuring loans (for LBOs, M&AS,
and stock repurchases) rather than to real invedtloans. They also show that commercial and
industrial loans increased, mainly due to drawdobysorporate borrowers on existing credit
lines. The described conditions in credit marketst serious doubt on whether a shock to the

supply of debt capital really occurred before bapkey of Lehman.

2.2. The investors’ flight to quality and an equity slypghock

There exists an alternative view and channel througich a capital supply shock may
have predominantly affected the corporate sectanguhe financial crisis: investors’ discovery
of the financial system’s fragility and realizatitimat some investments that they had thought
were safe (e.g., highly rated CDOs and bonds) leadrhe risky and illiquid led to general panic
and upheaval in capital markets (Gorton (2009),t@0(2010) and Kahle and Stulz (2013)). The
emerging and profound uncertainty about the enwiremt led to a flight to quality among risk-
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averse investors. Investors fled from risky investts, such as equities or lower quality debt, to
safer investments, such as US Treasuries. Consyufen the corporate sector, equity capital
became increasingly costly and unattractive redattovother sources of capital.

Flight-to-quality episodes are typically charaated by the joint occurrence of higher
economic uncertainty, lower equity prices and higpdces of safer investment (e.g., US
Treasuries) (see, e.g., Beber, Brandt and Kavaj2029)). Such episodes in the US in the
twenty-first century included events that followdlde attacks of 9/11, the bankruptcy of
Worldcom, the later phases of the dot-com bublie, financial crisis and the events of the
European sovereign debt crisis (Baele, Bekaerhdtgecht and Wei (2013)).

Figures 1 to 3 provide evidence that is consistéttt the description above. During these
flight-to-quality episodesuncertainty among investors (measured by the S&® \Bflatility
index VIX) was high, equity prices dropped and gsbf US Treasuries decreased in absolute
terms and relative to riskier corporate bonds. Tritwest interesting period is the financial crisis.
This flight-to-quality episode likely began in Ob&r/November 2007, which is when equity
markets prices began to fall and volatility incezhsdramatically. By the time of Lehman
Brothers declared bankruptcy, the S&P 500 indexlbad20% of its value, and the VIX stayed
well above the 20% level. In the same period, wealflsafe US Treasuries decreased (-1.49%),
and corporate bond spreads increased (Baa: +1.73%3$e documented events intensified when
Lehman declared bankruptcy in September 2008 ang#p ended in March 2009.

Together, these patterns suggest that before thevdue bankruptcy, investors’ flight to
quality led to a disproportionate increase in thstof risky capital, especially of equity capital.
The panic in capital markets following the Lehmafiapse led to a more general increase in the

cost of firms’ external capital.
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2.3. The demand shock of the economy-wide crisis

As the financial crisis spilled over into the reabnomy in 2009, demand-side effects are
assumed to dominate supply-side effects in corpofatancing policies. Specifically, the
economic crisis led to a shift away from consumptimward saving and led firms to reassess the
value of their investment opportunities, which urrt led to lower corporate investment and
lower demand for external financing (e.g., Duchirak (2010) and Bliss et al. (2015)). As a
result, costly external financing should have beedass restricting for non-financial firms.

Overall, the documented dynamics in U.S. debt aqudty markets give rise to doubts
about whether a credit supply shock to the corpossctor took place before the Lehman
Brothers bankruptcy in September 2008. Instead, shhiggest that investors’ flight to quality led
to increasing costs of raising equity capital aatloning in investment of firms with more
abundant and risky projects. The ensuing panidnantial markets, mainly due to Lehman’s
failure in September 2008, led to a serious shodke availability of all forms of finance. The
crisis and uncertainty in financial markets incregly spilled over into the real economy, which
led to lower consumption, corporate investment dathand for corporate financing. Table 1
summarizes the shocks to the financial marketstlamdeal economy, and when they were most
likely to affect the corporate sector. This tabléll vibe referenced when describing the

development of the financial policies in my sam{@ection5.1).

3. Related literature

This paper contributes to several strands of thanediterature. First, it most closely
relates to papers studying the effects of the tefaggncial crisis on corporate financing, liquidit

management, and investment in financially consthiand unconstrained firms. Consistent with
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a first-order effect of a finance supply shock @rporate investment, Duchin et al. (2010)
demonstrate that financially constrained firms l@adlecrease investment by a greater degree,
and cash holdings played a more important roleigtasning investment in these firms. Similarly,
Brown and Petersen (2014) show that cash holdingse wrimarily used by financially
constrained firms to protect R&D instead of fixetvestment (capital expenditures). Although
these studies claim that the crisis period theyyaeas particularly well suited to examining the
impact of a credit supply shock, they do not exthyiccompare the development of financing
policies of constrained and unconstrained firmsrduthe crisis. In addition, they use constraint
measures (e.g., firm size, firm age, dividends,héGtWu index, KZ index) that are general in
nature. Thus, their empirical approaches do nontifje the critical capital supply channel
causing capital rationing in non-financial firms.

Studies that focus on proper identification of tngical capital supply channel provide
mixed evidence on whether credit rationing hadsaesyatic effect on corporate outcomes during
the crisis. In support of a first-order effect dietcredit supply shock on corporate policies,
international survey evidence presented by Campetloal. (2010) indicates that credit-
constrained firms made deeper cuts in technologyl@/ment and capital spending relative to
unconstrained firms during the crisis (2007Q3-2088Y Moreover, Almeida, Campello,
Laranjeira and Weisbenner (2012) show that firmth \ai substantial fraction of long-term debt
(more than 20%) maturing within the crisis periace.( 2008) reduced their investments
compared with other firms. In these studies, thelmer of observations related to U.S. firms is
limited, and the samples are skewed toward larget @etter quality” firms than the

representative Compustat firm, which may explairy wther studies find conflicting evidence.

% See Kahle and Stulz (2013) for a critical assessmithe survey approach to identifying a crediply shock.
They note that similar results could have emergenhfa demand shock leading to a reduction in thevoeth of
a firm after which credit becomes too expensivenflOFOs’ perspectives.
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For instance, Kahle and Stulz (2013) find no evigefor a bank lending or credit supply shock
as a first-order determinant of firm financing aimgdestment policies during the crisis. They
show that bank-dependent firms do not adapt fimanand investment policies that differ from
those of matching firms. Finally, based on theiwlyedeveloped and more detailed financial
constraint indices, Hoberg and Maksimovic (201%e& that equity-constrained, but not debt-
constrained, firms experienced a significant declm capital expenditures and R&D spending
during the crisis. This paper contributes to theselies by showing that the crisis’ equity supply
shock caused firms to use precautionary cash taisuavestment.

Second, it adds to the literature on corporate tadtings that points to the importance
and origins of the precautionary motive. In genetta motive is grounded in Keynes’ (1936)
initial contention that if a firm can always accesdernal capital markets at no cost, then it has
no reason to save cash internally. Recent stuBiate$ et al. (2009), Lins, Servaes and Tufano
(2010), Aebischer (2016)) demonstrate that ovetasethree decades, increasing concerns about
accessing external capital markets have made deaptionary motive the primary consideration
in firm decisions about how much cash to hold. MaobL¢2011) further demonstrates that due to
the growing importance of the precautionary motifimlens increasingly save cash from share
issuance during times of low issuance costs (dwganomic expansions) to avoid issuing shares
when costs are high (during economic contractioAs)ditionally, Hoberg and Maksimovic
(2015) and Aebischer (2016) find that corporatehclasldings are negatively related to debt
constraints and positively related to equity casts, indicating that firms hold more
precautionary cash when they are concerned thatyefjuancing will be insufficient in the
future. Consistent with this evidence, this papamdnstrates that in the presence of a debt and

equity capital supply shock, firms actually useirtipgecautionary cash holdings to substitute for
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a decrease in the issuance of eqtfit¥his patterns is consistent with evidence preskebte
Farre-Mensa (2015) that precautionary cash is jpeidarily by public firms to time their equity
issues optimally.

Finally, this paper is closely related to one of mprevious papers that develops a
precaution index to explain cash holdings (Aebisqf2916)). In cross-sectional cash-holding
regressions, the index is by far the predominanialke in explaining corporate cash holding
variation. In this paper, | use the index to detamfirms’ precautionary cash at the onset of the
financial crisis and find that it is a good predicof firms’ use of cash in the presence of the
capital supply shock of the financial crisis — tigpe of situation for which precautionary cash

positions are built.

4. Data and empirical strategy
4.1. Sample description

My sample consists of quarterly data collected friien CRSP/CompustatMerge (CCM)
Fundamentals Quarterly database for 2005-2011. Jdmscular sample horizon is utilized to
obtain a balanced timeframe around the crisis geridne utilization of quarterly data is well
suited to the analysis of the financial crisis hesegg as discussed in Sectidrand as will be
shown later, capital market conditions and finanp@icies exhibit dramatic changes from one
quarter to the next. As also shown in Section @ rdal sector was likely affected by a dominant
capital supply shock starting in November 2007 sing to March 2009. The five quarters

covering the period from January 2008 to March 2@@I®8Q1-2009Q1) are therefore defined as

% This paper also adds to recent theoretical carttdhs based on the precautionary notion, such csara,
Almeida and Campello (2007), Gamba and TriantiQ&0Han and Qiu (2007), Denis (2011), and Almeida,
Campello, Cunha and Weisbach (2014). It also pesviah example-based rationalization for why thegmat
value of cash holdings is greater for financialystrained firms, as found by Faulkender and Wageg4).
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the crisis period®” They represent the early phase of the crisis, aarding to the literature,
they are well suited to analyzing the capital symgblock to the financing and investment policies
of non-financial firms. In the later phase of theésis, capital supply- and demand-side effects
become difficult to disentangle. | define this bslater crisis period, extending from 2009Q to
2010Q2. To divide the main sample into equal preiscand crisis periods, thgre-crisis period
is defined as extending from 2006Q3 to 2007Q3. pieecrisis and crisis periods do not cover
quarters equally, but additional checks reveal ttet baseline results are not driven by
seasonality.

| eliminate financial firms and utilities (SIC co&le4900-4949 and 6000-6999,
respectively) because of their statutory capitglirements and other regulatory restrictions. For
the relatively few firms that changed their fisgalar during the sample period, | preserve the
most recent fiscal year convention. | delete obstgoas with negative total assets (atq) and cash
holdings (cheq), cash holdings greater than tatséts, and firms that are not incorporated in the
U.S. Following Duchin et al. (2010), | also excludens that experienced quarterly asset or sales
growth greater than 100% at any point during thee period, as these firms might have
experienced mergers or major restructurings thghtrekew the results.

| examine multiple financial policies, includingstasavings, net equity issuance, net debt
issuance, and investment. Cash savings is defm#ukeadifference between cash at the end of the
guarter and cash at the beginning of the quartedeli by assets at the beginning of the quarter
(lagged assets). Net equity issuance is definedgagegate equity issuance (sstky) minus
aggregate equity repurchase (prstkcy) divided lggdd assets. Net debt issuance is calculated

from balance sheet data and includes changes nentuliabilities (dicq) and long-term debt

37 Because the crisis started in the middle of 2007Q@clude this quarter from the analysis. Thaultssare not
sensitive to this choice.
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during the quarter divided by lagged assets. FaligwBliss et al. (2015), investment is defined
as capital expenditures (capxy) plus R&D expensesyj divided by lagged assets.

The main explanatory variable is precautionary dasldings, measured at the end of the
last fiscal quarter ending before July 1, 2006.|dvaihg Aebischer (2016), | estimate the cash
level for each firm, which is attributed to its pagtionary motives. Precautionary motives are
measured based on a precaution index that is tbepiincipal component of six established
precautionary proxies discussed in the literatoash flows, cash flow volatility, R&D intensity,
market-to-book ratio (growth opportunities), netrigng capital, and product market fluidity
(product market competition). The index thus aimsaépture the precautionary component of
these variables.

To analyze whether costly debt or equity finanaingve corporate cash and investment
policies, | estimate the baseline regressions soples of firms facing different degrees of debt
and equity constraints. To do so, | utilize thetdsfd equity constraint measures of Hoberg and
Maksimovic (2015), which are based on text analg§is0-K MD&A sections. Debt constraints
are measured by their debt-focused constraint bari&quity constraints are measured by their
private-placement constraint variable becausept@pmates a firm’s constraints in private and
public equity marketé® As in the case of precautionary cash, equity aglt donstraints are
measured six quarters before the onset of thescEsnpirically, the measures are distinctly and
negatively correlated (-0.597), suggesting thahgirwith high debt constraints face low equity
constraints, and vice versa.

Table 2 provides summary statistics for the mainaées for the July 1, 2006 — March
30, 2009 sample period. On average, no cash waethauring the sample period because cash

savings before the crisis equated to cash burnimigglthe crisis. The average quarterly levels of

3 For a detailed description of the constraint messand methodology, see Hoberg and Maksimovic§01
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the other financial policies are consistent witeyious studies of the financial crisis (i.e., Durchi

et al. (2010) and Kahle and Stulz (2013)): net ®gissuance is 0.64%, net debt issuance is
0.53%, and investment is 2.6% of total assets. d@temary and observed cash (relative to
assets) have a mean value of 19.5%, which corrésfmothe mean cash-to-asset ratios in other
studies (e.g., Bates et al. (2009)). The otherrobntariables are also comparable with those in

other studies.

4.2. Empirical Strategy

To determine whether the debt or equity supply kleaused firms to use precautionary
cash to mitigate underinvestment during the finalnmiisis, the following diff.-in-diff. regression
models are estimated:

Financial policy =3, +[3, x aftgr+(,x afterx Precautionarycasift,x  Tobin;stQ
B;xCashflow, +3,x Leverage+ FirmFEp, ,

where “Financial policy’ depicts the set of financial policy variables goasavings, net equity
iIssuance, net debt issuance, and investment) fior ifiat quartert. |1 regress the firm-level
quarterly variables over July 1, 2006—March 30,200 an indicator variable for whether the
quarter in question is after the onset of the sr{after”) and on the interaction between this
indicator variable and firm precautionary cash mea once six quarters before the start of the
crisis, controlling for market-to-book, cash floisyerage, and firm fixed effects. The firm fixed
effect captures the precautionary cash and time-invadhatacteristics of individual firms (see
also Duchin et al. (2010)). The approach tests mdretfirms with different pre-crisis
precautionary cash adapted their financial policigierently in the presence of the exogenous

capital supply shock. If equity rather than debswvilae main restricting financing channel for
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non-financial firms, the diff.-in-diff. estimatos inegative for the cash and equity regression, zero
for the debt regression, positive for the investtmegression, and highest for the investment of
firms with high equity constraints.

The key identifying assumption behind the diff.diff. strategy is that precautionary cash
holdings are not correlated with unobserved witinm- changes in financing conditions or
investment opportunities (e.g., demand shocks) rhplies that in the absence of the treatment
(i.e., the capital supply shock), the diff.-in-diffstimators should be 0, an assumption that is
often referred to as the parallel trend assumgti@mmon and Roberts (2010)). Technically, the
assumption requires similar trends in the finaneeiables during non-crisis periods for firms
with different precautionary cash holdings. Econmatly, this means that firms with different
precautionary cash should not experience diffeceahges in financial policies in the absence of
the capital supply shock. I will formally test trassumption by estimating the regression models
during nonexistent (placebo) crises before thenfired crisis and during the late financial crisis,

when an economy-wide demand shock is likely tothvecak.

5. Results
5.1. Nonparametric results

| begin the empirical analysis by showing the depgient of the main financing policies
during the defined sample horizon for terciles dase their precautionary cash (motives) at the
end of the last fiscal quarter ending before Jylga06*° Figure 1 shows that firms saved cash
during normal times, whereas they used cash duhegrisis period from 2008Q1 to 2009Q1.

Moreover, consistent with the precautionary notitirms with higher pre-crisis precautionary

% Because precautionary cash is a linear preditiémed on precautionary motives (index) both meadasel to the
same grouping of firms and conclusions. In splittthe sample into terciles, | follow Duchin et &010) and
Hoberg and Maksimovic (2015).
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cash used more cash during the crisis. For instdimoes with high precautionary cash reduced
their cash holdings (as a percentage of asset§)3percentage points, measured cumulatively
over the five crisis quarters (see Figure 2). Tdugesponds to a reduction in cash holdings of
20% relative to their pre-crisis cash holdingsdgmercentage of assets) of 32%. In contrast, firms
with low precautionary cash did not use cash atBabinning in 2009Q2, firms started to hoard
cash again, possibly to prepare for further shocks.

| perform a more formal test to examine whetherube of cash during the crisis and the
subsequent hoarding of cash can be explained lwamienary motives: The precautionary cash-
holding model is estimated cross-sectionally afed#int points in time. If cash is first used and
then hoarded for precautionary reasons, the mode{fgdanatory power and the coefficient
estimate associated to the precaution index shioaltbw during the crisis period and higher
before and after the crisis. The results in Tablar& consistent with this prediction; the R2
substantially decreases from 0.41 before the cfX)96Q1) to 0.23, after which cash was used
on an aggregated basis (2009Q1) and steadily releduto 0.34 after the crisis (2011Q1). The
same applies to the coefficient estimates of thexagurtion index. These results indicate that
because firms use precautionary cash during ttadial crisis, observed cash holdings can be
less explained by precautionary motives.

To provide preliminary evidence of whether the ggor debt supply shock caused firms
to use precautionary cash, the development of geityeand debt issuance are plotted. The
issuance of equity declined in the wake of plumnget@nd volatile stock markets during the
same five crisis quarters (see Figure 6). The lovessiance levels can be observed two quarters
after the Lehman bankruptcy (2008Q4-2009Q1) whearedainty in capital markets peaked (see
Figure 3). The group of firms with high precautionaash (motives) was most affected because

it showed the highest issuance levels before tigscrAfter the crisis, the issuance levels
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rebounded quickly. This development is consisteitth Whe evidence presented by Dittmar and
Dittmar (2008) and McLean (2011), according to whphases of low uncertainty (economic
expansions) are associated with low cost of eqaigtive to the cost of debt, which drives equity
issues, especially by firms with high precautionagtives.

Net debt issues seem to have followed a differegicl Although some forms of credit
(i.e., syndicated loans) had already experiencdéthlirdeclines in late 2007 and early 2008
(Ivashina and Scharfstein (2010)), corporate nét tesuance started to fall post-Lehman and
continued to decrease in 2009 when corporate bmidsypeaked (see Figure *?)Additionally,
in contrast with cash savings and net equity isselathe development of net debt issuance
during the sample period was identical for theetght precautionary terciles.

The fact that the use of cash and the decline tird@let issuance started at different times
and that the latter decline was identical acrogs ptecautionary tertiles, raises doubts about
whether a credit supply shock was a first-ordeeeinant of firms’ use of precautionary cash.
Finally, I note that financial policies exhibitedfdrent levelsacross the precautionary terticles
before (and after) the crisis, but they did noldiel different trends during these periods, which is
consistent with the parallel trend assumption Geetion 5.4 for more formal tests).

Next, Table 4 shows the pre-crisis and crisis kwdlthe main financing and investment
policies and tests whether crisis-induced changesignificantly different from zero. Panels A-
C, showing the three financing policies, confirne tevidence presented in Figures 4-7. The
declines in cash savings and net equity issuance @rézen by firms with higher precautionary
cash, whereas the decline in net debt issuanceetas

Instead of an external equity supply shock caufimgs to use precautionary cash, the

following alternative scenario could have led te #ame results: firms with high precautionary

“? These trends fit the descriptions in Section &Hich are summarized in Table 1.
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cash may be more affected by a negative demandk gbax:, demand in their product markets).
The ensuing lower investment opportunities leatbteer demand for external capital, and cash
was used to substitute for a greater decline irratimgy cash flows. However, the results in
Panels D-E are discordant with such a scenariousecthe group of high precautionary firms
was the only one that did not experience a sigmificdecline in operating cash flows and
investment during the crisis. Instead, the resalts consistent with firms using cash as a
substitute source of equity to finance investment.
In the following analyses, | investigate these tretes in more detail using multivariate

regressions.

5.2. Precautionary cash and crisis financing policies

In Table 5, | use the baseline specification descriin Section 3.2 to analyze the
association between precautionary cash holdingswatiin-firm changes in financing policies
around the financial crisis, controlling for simarteous demand-side effects (i.e., cash flows and
investment opportunities) and changes in lever@gasistent with the precautionary motive of
holding cash, columns 1 and 2 show that firms withre precautionary cash at the onset of the
crisis used more cash during the financial cristse coefficient estimate of the “after” dummy
variable in column 1 indicates a decline in averggarterly cash savings of 1.09 percentage
points (as a share of assets) during the crisis.

When the main variable of interest (i.e., the “aitgrecautionary cash” interaction term)
is included, the coefficient estimate for “aftefiasild be interpreted as the change in cash
savings following the crisis in a firm with zeroegautionary cash. Thus, a firm with zero
precautionary cash before the crisis actually imeee its quarterly cash savings by 0.79
percentage points during the crisis (column 2). &ionportantly, the coefficient estimate of the
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interaction term implies that a one-IQR increaseuiacautionary cash induced a decrease in
guarterly cash savings of 1.14 (0.115%-9.647) peege points. Overall, the results show that
firms made use of precautionary cash during thentral crisis.

The question of whether precautionary cash was tseslibstitute for an involuntary
decrease in equity or debt issuance is considesgtl Mhe results in columns 3 and 4 provide
evidence that firms used precautionary cash totisutes for the decrease in equity issuance
during the crisis. Firms, on average, showed aifstignt decrease in net equity issuance during
the crisis (column 3). Similar to the cash savieguits, firms with zero precautionary cash
actually increased net equity issuance, and incrggsecautionary cash led to decreasing net
equity issuance during the crisis (column 4). Fmtance, a one-IQR increase in precautionary
cash is associated with a quarterly decrease iraugty issuancef 0.49 percentage points. In
contrast to net equity issuance, firms decreaseid tiet debt issuance by 0.76 percentage points,
regardless of pre-crisis precautionary cash (skerco5 and 6).

The documented decrease in net debt issuance nwinlyred in 2008Q4 and 2009Q1
because of post-Lehman turbulence in credit marks¢® Figure 7 and the discussion in
Section 2). Hence, firms might have used precaatip cash to offset the decline in net debt
issuance during these two quarters. If changesolrcips, relative to before the crisis, are
analyzed only for these two crisis quarters, tiselte are identical to the baseline results for all
five crisis quarter§! These sub-period results affirm that the use @cgutionary cash is
associated to the decline in equity funding butdedit funding.

Overall, the results provide evidence that theafggrecautionary cash is associated with
a decline in equity funding but not debt fundingridg the financial crisis. This finding is

consistent with the evidence presented by McLe&11P of a dominant association between

“1 Precautionary cash tends to be even more impdrtaplaining changes in cash savings and netesuance
during these two quarters given that coefficietinggtes for the interactions are -11.86 and -4r@€pectively.
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cash savings and share issuance, which is signifycstronger for firms with high precautionary
motives.

To provide additional evidence on whether insuéiinti debt or equity financing caused
firms to use precautionary cash, model (1) andr(Z)able 5 are estimated separately for firms
with different degrees oéx antedebt and equity constraints. Table 6 presents sasing
regressions for terciles of firms with differentgidees of debt and equity constraints at the onset
of the crisis. Columns 1 to 6 show that firms wltdw debt and high equity constraints
experienced the greatest decreases in cash savimgslifferences in the point estimates between
firms with low and high financial constraints aratistically significant in two-tailed test8.
When precautionary cash is added to the regressiotel, the term absorbs the previously
documented differences in cash saving changes bettie different constraint groups after the
crisis (“after”) (see columns 7 to 12). Insteadlod “after” coefficient, most other coefficients of
the interaction terms become statistically sigaific One notable exception is the interaction
term in column 10, indicating that firms with lowugty constraints did not make significant use
of precautionary cash. In contrast, highly equiypstrained firms significantly relied on
precautionary cash. To illustrate the magnitudes, doefficient estimate in column 12 implies
that a one-IQR increase in precautionary cash hgddirelative to assets (14.6%) led to a
decrease in quarterly (cumulative) cash savings.®% (7.7% = 1.54%x5) relative to assets in
firms with high equity constraints during the csisiThe coefficient estimates of the interaction
terms are also significantly different between 8rmith low and high constraints. Similar results
are obtained when cash levels (relative to asset®ed as the dependent variable instead of cash

savings following the specification in Bliss et @015).

“2 For this and further subsample tests, | compuestpnificance of the difference by interactingviedependent
variable with the constraint group variable in thi (pooled) regression sample.
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A possible explanation for the high use of preamsry cash in the low debt-constrained
subsample is that approximately 90% of these finage medium and high equity constraints.
Accordingly, the highly significant results in thess debt-constrained sample may be driven by
firms with medium and high equity constraints. Trregative coefficient is lower in magnitude
but remains significant if firms with medium andghiequity constraints are excluded. Thus,
firms with lower constraints to external capitat@imade use of precautionary cash during the
financial crisis, which is somehow inconsistenthatihe notion of precautionary cash holdfig.
Whether they used it for investment purposes weél tested, among other things, in the
subsequent section in which corporate investmemadyzed.

Taken together, the results in Tables 5 and 6 atdithat insufficient equity financing but
not insufficient debt financing caused firms tge precautionary cash. These findings are
consistent with the discussion in Section 2 thalh@ck to the supply of equity but not debt most
likely affected the corporate sector before therhah bankruptcy. Furthermore, these results are
consistent with evidence from Hoberg and Maksimdgi@l15) and Aebischer (2016), who find
that firms stating concerns about possible undestnent due to insufficient equity financing in

the futurehold more precautionary cash today.

5.3. Precautionary cash and crisis investment

In the previous section, it was demonstrated thetgutionary cash is primarily used to
substitute for declines in net equity issuance rduithe crisis. In other words, when equity
constraints became binding in the wake of finanmarket turbulence, cash was utilized as a

substituting financing source. Thus far, | have esamined whether firms actually used

3|t should be noted that this remaining firm grasipather small, with 49 firms and 477 quarterlpetvations.

117



precautionary cash to mitigate possible underimvest due to insufficient equity financing
during the crisis. The subsequent analysis addseébgeissue.

Other studies provide some evidence on this iddaberg and Maksimovic (2015) show
that primarily equity-constrained firms were forcedcurtail investment in capital expenditures
and R&D during the crisis, and Duchin et al. (20#l@monstrate that (financially constrained)
firms used their cash reserves to mitigate declineavestment. Extending these studies, | test
whether precautionary cash is used to mitigate imeksstment by equity-constrained firms.

Table 7 shows the results from investment regrasdiallowing Duchin et al. (2010). The
regressions are estimated for the full sample angdudbsamples of firms with varying degrees of
ex ante debt and equity constraints. Columns 12gmesent the results based on the full sample.
Quarterly investment by the average firm decredged.112 percentage points during the crisis,
a decrease of 4.3% relative to an unconditionalcpses mean of 2.589% as a share of assets
(see column 1). The estimates in column 2 imply flrens with no precautionary cash were
forced to reduce investment during the crisis drad precautionary cash was used to counteract
the reduction in investment. In economic termsgestmnent declined by 0.237% of assets for a
firm with zero precautionary cash, and 15.5% (0/2%81) precautionary cash (as a share of
assets) is needed to eliminate this decline.

In columns 3-8, the investment model is estimateplastely for firms with different
degrees of debt and equity constraints. The reshtiw that the previously presented full sample
results are driven by firms facing equity constigirFor instance, the “after” coefficient in
column 8 indicates that firms with high equity cwamts and zero precautionary cash
experienced a decline in investment by 0.361 péagenpoints, a decrease of 9.2% relative to the
high pre-crisis quarterly mean investment of 4.00&%hat tercile. Additionally, the coefficient

associated with the interaction term implies thahe-IQR increase in precautionary cash (21.9%
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of assets) mitigates the investment decline by ) p@rcentage points, which corresponds to
143% of the investment decline of a firm with negautionary cash.

The coefficient estimates for the “after” indicatand the interaction term differ
significantly across firms with low and high equitgnstraints. The results indicate that firms
facing high equity constraints had to undertakatietly greater cuts in investment during the
crisis and that precautionary cash was relativedyemmimportant for mitigating these cuts.

Finally, the results for the low debt constrainbgp are driven by firms with medium and
high equity constraints. If these firms are exctiffem the subsample, the coefficient estimates
become insignificant. Together with the resultsspreed in Table 6, this suggests that these low
constrained firms systematically used precautiomasgh during the crisis but for other purposes
than investment. Further financial policies (edividends) should be investigated to shed light
on this issue, which is beyond the scope of thidyst

Together with the financing results in Section 4h2, results in Table 7 provide evidence
that equity rationing during the crisis caused fim underinvest and to use precautionary cash to

mitigate underinvestment.

5.4. Robustness tests

In this section, | perform two tests to ensure tihat baseline results are not driven by
confounding effects. Specifically, | seek to shdwatt precautionary cash is not related to
financial policies during placebo (non-existentses or during the dominant demand shocks of
the later crisis in 2009 and 2010.

First, tests during placebo crises are used to meamvhether the financial policies of
firms with different levels of precautionary casslldwed different trends before the financial
crisis. If policies followed different trends, the®uld be an indication that precautionary cash
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was correlated with unobserved within-firm changesmvestment or financing opportunities. |
test for placebo crises starting on January 1 6628nd 2006 because these periods are unlikely
to be influenced by other economic crises, periofidlight to quality or recuperation (e.g.,
rebound from the dot-com crisis).

Table 8 presents the results of the placebo casadysis. For both crises, no significant
coefficients for the interaction term are observus confirms the insights from Figures 4-7 that
the main outcome variables do not follow differ&nends before the onset of the financial crisis
among firms with varying pre-crisis precautionagsle. Insignificant results are also found for
net debt issuance during these nonexistent crisasshown). These results confirm that the
parallel trends assumption is satisfied in my setti

Second, analyzing the later crisis from 2009Q2 @A0R2 reveals further interesting
insights on the use of precautionary cash holdiAgsmentioned in Section 2.1, the uncertainty
in the financial markets extended to the real eoonavhich led to decreasing consumer demand
and caused firms to reconsider the values of theestment opportunities. This, in turn, led to a
decrease in firms’ demand for external financingd aupply-side frictions became less binding.
In such a state, firms are expected to use lessmxautionary cash to mitigate declines in
investment.

Table 9 displays the results of the analysis of ldter crisis period, which differ
significantly from those of the crisis analysis.riDg the later crisis, quarterly net equity issuanc
and cash savings rebounded to levels that excebdigre-crisis levels (see columns 1 and*2).
The insignificant interaction terms in these twaed@fications indicate that firms with more
precautionary cash did not experience differenhgka from before the crisis to the later crisis.

Nevertheless, because these firms experiencedfisagly greater decreases in these policies

4 Similar trends are also documented by Kahle andz $2013). The simultaneous increase in net eqaityance
and cash savings suggests that firms again startlimg cash from equity proceeds.
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during the crisis, their rebound after the crisasveonsequently significantly larger (Figures 4 to
6 also illustrate this idea). Firms experiencedhier declines in investment and net debt issuance,
which were however the same for firms with différprecautionary cash holdings (see columns
3 and 4). This indicates that precautionary cast ugd neither to substitute for declines in net
debt issuance nor to sustain investment. Thesdtseme consistent with a dominant demand
shock during which firms generally reduce theirastment and demand for external capital.
Overall, the results in Tables 8 and 9 show thaheabsence of a capital supply shock
(treatment), precautionary cash was not used. Thesalts confirm the key identifying
assumption behind my diff.-in-diff. strategy that,the absence of treatment, the observed diff.-

in-diff. estimator is O.

5.5. Non-precautionary cash and crisis financial polie

All of the previous analyses used the precautior@myponent of cash based on the
precaution index of Aebischer (2016) to explairfedénces in financial policy reactions to the
financial crisis. In this section, | validate tlmstrument by testing whether the non-precautionary
component of a firm’s cash reserves is able toanhe financial policy adoptions. In doing so,
non-precautionary cash is defined as the differdreteveen observed cash and precautionary
cash, again measured six quarters before the mfsélhe financial crisis. As previously
mentioned, this component of cash should be heldhém-precautionary reasons, such as to
support day-to-day operations, or held in excesmadptimal cash level.

The results of this analysis are displayed in Talfle Non-precautionary cash has a
significant effect on the crisis-induced reductioncash savings (see column 1). However, the
coefficient estimates of the interaction terms iyngblat changes in cash savings during the crisis
are roughly four times more sensitive to precawatigncash than to non-precautionary cash.
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Column 2 shows that only precautionary cash caraexsignificant changes in net equity
issuance, which is consistent with the precautypmation. In the investment regression, non-
precautionary cash is significant, and the coedfitiestimate ascribes a similar role to this cash
component in sustaining investment during the £@s that ascribed to precautionary cash (see
column 3). An important difference between the temmponents, however, emerges when
investment regressions are estimated separatelyffifos with different degrees of equity
constraints (see columns 4 to 6). While the impuogaof precautionary cash to sustain
investment is significantly increasing in equitynstraints, this is not the case for non-
precautionary cash.

Overall, the results in Table 10 suggest that précaary cash, as defined by Aebischer
(2016), is a good instrument to explain firm caskirsgs, net equity issuance, and investment
during the capital supply shock of the financiaisist The residual, non-precautionary cash
component also explains some, generally less, variation in these policies. Theults reveal
that firms also used non-precautionary cash to &orde investment; however, this was observed

mostly independent of financial constraints.

6. Conclusion

The present study uses the capital supply shodkeofecent financial crisis to examine
the use of precautionary cash holdings among ddaistrial firms. If precautionary cash is really
held to protect the firm and its investment agaatsterse economic changes, precautionary cash
is expected to be used in reaction to the capuipply shock of the financial crisis. The
specificity and exogenous nature of the crisis’itedsupply shock enables me to employ a
difference-in-differences research design aimedaitifying whether insufficient debt or equity
financing predominantly caused firms to use praoaaty cash to mitigate underinvestment.
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| utilize a novel instrument, precautionary casfird®l as in Aebischer (2016), and find
that firms with high precautionary cash at the ovdehe crisis used more cash and experienced
a greater decline in net equity issuance but natgredecline in net debt issuance during the
crisis. Furthermore, | find that equity constrairdagher than debt constraints caused firms to use
precautionary cash. This evidence is consistert thié hypothesis that equity rationing was the
predominant driver of firms’ use of precautionagasle during the financial crisis. In addition, in
line with this hypothesis, | demonstrate that egainstrained firms showed the greatest decline
in investment and made relatively more use of prgcaary cash to sustain investment.

In a series of additional tests, concerns that Ilthaseline results may be due to
confounding effects are alleviated. Namely, theariicial policies of firms with different
precautionary cash holdings followed parallel teertiring placebo (nonexistent) crises and
during the later economy-wide crisis in 2009-201l0ew capital demand effects were likely to
dominate capital supply effects. | also demonstitzdéthe precautionary component of cash does
a significantly better job at explaining changediimancing and investment policies during the
financial crisis than the non-precautionary commparé cash does.

These findings raise several questions for futessearch. First, although the financial
crisis is an event during which simultaneous cradd equity rationing were likely to be relevant
for non-financial firms (especially from 2008Q42009Q1), evidence is found that only equity
rationing caused U.S. industrial firms to use puticmary cash to mitigate underinvestment. This
raises the question of whether credit rationing/gthan economically subordinate role among
these corporate policies only during this spe@fient or whether this is true in general. Studying
other capital supply shocks and flight-to-qualitgripds would shed light on this question.
Second, the current results demonstrate that eqangtrained firms used precautionary cash as a

tool to hedge the risk of an unexpected capitapughock. It would be interesting to investigate
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whether firms use additional tools, such as ci@tss or derivatives, to hedge such risk. The first
evidence on this issue is provided by Lins et2010) and Campello et al. (2011). Third, there is
evidence that precautionary cash is an importamdifig source for investment in the presence of
a capital supply shock. However, precautionary é¢astot only held to sustain investment but
also to protect the firm from default (Keynes (193@hus, it would be interesting to investigate

whether precautionary cash systematically helpeasfsurvive the financial crisis.
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Appendix: Tables and Figures

Variable definitions

Variable

Definition (Compustat item name)

Cash savings
Net debt issuance

Net equity issuance

Investment

Observed cash
Precaution index

Precautionary cash

Debt constraint

Equity constraint

Operating CF
Tobin’s Q

Book leverage
Assets
After

Late after

Panel A: Financial policy variables

(Cash and short-term investments Y eli¢g cash and short-term investments
(cheq) at t-1) / total assets (atq) at t-1.

(Long-term debt (dittq) at t ersterm debt (dicq) at t — long-term debt (dltag)t-
1 — short-term debt (dicq) at t-1)/total assetg)(at
Sale of common and preferred stock (sstky assets (atq). Becausae of
common and preferred stostky) is reported on a year-to-date basis in quarterly
financial statements, we subtract the previoustgriasstkyfrom the current
guarter’ssstkyfor fiscal quarters 2, 3, and 4.

(CAPEX(capxy) + R&D(xrdq))/total ass@ty). Because CAPEX is reported on a
year-to-date basis in quarterly financial statemment subtract the previous
quarter’'s CAPEX from the current quarter's CAPEX.

Panel B: Precautionary and constraint variables

Cash and short-term investment (tbied) assets (atq).

First principal component frormpipal component analysis (PCA) of operating
cash flow, industry sigma, R&D intensity, marketbtook ratio, net working capital
(without cash), and product market fluidity (seébBseher (2016) and Hoberg,
Phillips and Prabhala (2014)).

Predicted cash values derieed the following cross-sectional regression from
Bates, Kahle and Stulz (2009):

Cash = po + ByxPrecaution index+ n; + &,
where Cashdenotes cash of firm i at quarter t, ap@re quarter fixed effects.

Text-based constraint measure atidig potential underinvestment due to debt
financing constraints, following Hoberg and Maksiniuo(2015).

Text-based constraint measuriatithg potential underinvestment due to equity
financing constraints, following Hoberg and Maksinuo(2015).

Panel C: Firm characteristics and crisis indicators
Operating income before depreciatiimd()/total assets (atq).
Market value of assets (total assets) (ataparket value of common equity
(cshogxprccqg) — common equity (ceqq))/(0.9xbookiealf assets(atq) +
0.1xmarket value of assets). The definition folld¢aplan and Zingales (1997).
(Short-term debt (dlcq) + long-tembid(dlttq))/total assets (atq).
Book value of total assets.
Indicator variable equals one if the obseiw@s calendar time is between January
1, 2008 and March 31, 2009 and zero otherwise.
Indicator variable equals one if the observatiacgtendar time is between July
2008 and June 30, 2009 and zero otherwise.
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Comments on Figures 1-3: The data series are lmasetbnthly averages, and the period from Janua®d® 20 December 2014 is
covered. Treasuries and corporate bonds have adimeaturity of 10 years. The Baa bond spreadlzutated as the yield of
Moody's Baa bonds with respect to the 10-year Trgasite. Gray areas depict flight-to-quality epies consistent with Baele et
al. (2013). The data are obtained from the FedReakrvelfttps://research.stlouisfed.oyghd the Compustat/CRSP database.
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Table 1: Timeline of the financial crisis: Shocksa financial and real markets

This table outlines when shocks in the financial aesal markets were most likely to affect the U.S.
corporate sector during the financial crisis, follog the discussion in Section 2. "Crisis 1" and
"Crisis II" refer to the crisis periods definedthis study; the distinction between these sub-plsrie
relevant for the investigation associated withfficiag policies in Table 5.

Before Crisis | Crisis Il Later crisis
2006Q3- 2008Q1- 2008Q4- 2009Q2-
Shock to corporate 2007Q3 2008Q3 200901 2010Q2
equity market no likely likely no
debt market no less likely likely likely
product market (demand) no less likely less likely likely

Table 2: Summary statistics

This table reports summary statistics for the maemple of firm-quarter

observations from July 1, 2006 to March 30, 20Q@cRutionary cash holdings are
predicted values from the following cross-sectior@sh holding regression
following Bates, Kahle and Stulz (2009):

Cash = B, + B1 x Precaution index+ 0, + &,

where Cashdenotes the observed cash of firm i at quartendy, are quarter fixed
effects. Cash is defined as cash and short-terestments as a percentage of assets.
The precaution index is the first principal companef the following firm
characteristics: operating CF, industry CF volgtilR&D intensity, market-to-book
ratio, net working capital (without cash), and prodmarket fluidity (see Aebischer
(2016) for a more detailed description of the inderstruction). Precautionary and
observed cash holdings are measured at the erftk datest fiscal quarter ending
before July 1, 2006. All other variables are defiirethe Appendix. "(%)" indicates
that a variable is expressed as a percentage etbass

Mean St. dev. Observations
Cash savings (%) -0.052 5.946 22,284
Net equity issuance (%) 0.635 3.506 20,335
Net debt issuance (%) 0.528 4.788 21,443
Investment (%) 2.598 2.703 22,292
Precautionary cash 0.195 0.113 1,934
Observed cash 0.195 0.214 2,322
Operating CF (%) 2.705 4.272 22,292
Tobin's Q 1.688 0.798 22,292
Book leverage (%) 20.513 20.402 22,292
Assets ($ millions) 3,889 9,249 22,292
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Table 3: The precautionary cash-holding model ovetime

The table presents the explanatory power of thegut@nary
cash-holding model over time. The precautionanhdadding
model, following Bates, Kahle and Stulz (2009)e&imated
separately for the first quarter of each fiscalryaad takes the
following form:

Cash= g + By x Precaution index «;.

Cash is defined as cash and short-term investments as a
percentage of the assets of firm i. The precadutidex is the
first principal component of the following firm ctecteristics:
operating CF, industry CF volatility, R&D intensjtynarket-to-
book ratio, net working capital (without cash), apobduct
market fluidity (see Aebischer (2016) for a moretailed
description of the index construction).

Quarter Coeff. St. Error R2

2004Q1 11.141%x* (0.352) 0.405
2005Q1 10.499%** (0.310) 0.375
2006Q1 10.869*** (0.302) 0.410
2007Q1 10.472%* (0.321) 0.365
2008Q1 10.509%** (0.322) 0.360
2009Q1 6.247*** (0.373) 0.229
2010Q1 8.290*** (0.360) 0.266
2011Q1 9.043*** (0.316) 0.343
2012Q1 8.948*** (0.316) 0.350
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Table 4: Precautionary cash and financial policiesluring the financial crisis

This table presents quarterly financial policieagsercentage of assets before and after the ohtet financial
crisis for subgroups of firms based on their précaary cash holdings at the latest fiscal quaetating before
July 1, 2006. Before covers fiscal quarters withesmd date between July 1, 2006 and September 3, 20
(2006Q3-2007Q3). After covers fiscal quarters vdthend date between January 1, 2008 and MarchOB@, 2
(2008Q1-2009Q1). Change is the mean change ofitlaadial variables from before to after the ondethe
financial crisis. The financial policy variableseadefined in the Appendix. ***, ** and * indicatstatistical
significance in two-sided difference-in-means tegth confidence levels of 0.99, 0.95, and 0.98pextively.

Precautionary cash group Before After Change (sigriChange/Before
Panel A: Cash savings

Low 0.310 0.046 -0.264* -85.0%
Medium 0.240 -0.179 -0.420%** -174.6%
High 0.576 -1.149 -1.725%*= -299.3%
Panel B: Net equity issuance

Low 0.398 0.122 -0.276%** -69.4%
Medium 0.580 0.251 -0.329%** -56.7%
High 1.620 0.721 -0.899%** -55.5%
Panel C: Net debt issuance

Low 0.626 0.183 -0.443%*= -70.8%
Medium 0.744 0.479 -0.265* -35.7%
High 0.824 0.340 -0.483*** -58.7%
Panel D: Operating CF

Low 4.008 3.095 -0.913*** -22.8%
Medium 4.076 3.351 -0.724%*= -17.8%
High 1.368 1.105 -0.263 -19.2%
Panel E: Investment

Low 1.960 1.842 -0.119* -6.1%
Medium 2.352 2.140 -0.212%** -9.0%
High 4.005 4.054 0.049 1.2%
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Table 5: Precautionary cash and financing policieduring the financial crisis

This table presents estimates from panel regressixplaining firm-level quarterly financing polisiéor quarters with an end
date between July 1, 2006 and March 30, 2009. Epertient variable in regressions (1) and (2) istegup cash savings as a
percentage of assets. The dependent variable ressigns (3) and (4) is quarterly net equity isseaas a percentage of
assets. The dependent variable in regressionsn(b)@ is quarterly net debt issuance as a pergerdéassets. After is an
indicator variable equal to one for fiscal quarterth an end date between January 1, 2008 and MacB009 and zero for
fiscal quarters with an end date between July 0624nhd September 30, 2007. Precautionary cashasured at the end of
the last fiscal quarter ending before July 1, 208I6other variables are defined in previous taldesl in the Appendix. All
regressions include firm fixed effects. Standanmrsr (in parentheses) are heteroskedasticity demsisand clustered at the
firm level. *** ** or * indicates that the coefiient estimate is significant at the 1%, 5%, or 16%el, respectively.

Dependent variable Cash savings Net equity issuance Net debt issuance
1) ) 3 4 ®) (6)
After -1.089*** 0.797** -0.141* 0.627*** -0.875*** -0.700***
(0.118) (0.222) (0.061) (0.131) (0.095) (0.170)
After x Precautionary cash -9.935%** -4,128*** -0.924
(1.303) (0.805) (0.799)
Operating CF 0.267*** 0.297*** -0.050%*** -0.039** 0.063*** 0.066***
(0.033) (0.033) (0.016) (0.016) (0.024) (0.024)
Tobin's Q -0.796*** -1.009*** 0.227** 0.139 -0.056 -0.075
(0.214) (0.210) (0.108) (0.109) (0.121) (0.123)
Book leverage 0.022** 0.026*** -0.018*** -0.017*** 0.198*** 0.198***
(0.009) (0.009) (0.006) (0.006) (0.012) (0.012)
Constant 0.638 0.879* -0.046 0.069 -3.210%** -3.189***
(0.466) (0.453) (0.244) (0.244) (0.363) (0.366)
Firm FE yes yes yes yes yes yes
Observations 20,992 20,992 19,100 19,100 20,403 20,403
R2 0.118 0.126 0.251 0.256 0.179 0.179
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Table 6: Financial constraints, precautionary cashand cash savings around the financial crisis

This table presents estimates from panel regressrplaining firm-level quarterly cash savings doiarters with an end date
between July 1, 2006 and March 30, 2009. The refnes are estimated separately for subsamplesro$ fiormed on the
basis of their financial constraint status (acamgdio Hoberg and Maksimovic (2015)) at the latéstdl quarter ending
before July 1, 2006. The dependent variable inregressions is quarterly cash savings as a pegeermth assets. All
regressions include the same control variablea dgable 4 and firm fixed effects. All other varieblare defined in previous
tables and in the Appendix. Standard errors (iretiueses) are heteroskedasticity consistent asteodd at the firm level.
*x %% or * indicates that the coefficient estinta is significant at the 1%, 5%, or 10% level, extjvely. p-values are
reported at the bottom for the stated null hypathdsr the estimated coefficients A (After) and Adter x Precautionary
cash) using subsamples of firms with low and highricial constraints.

Debt constraints

Equity constraints

low medium high low medium high
(1) (2) (3) (4) (5) (6)
After -1.861*** -0.842%** -0.367** -0.531*** -0.626** -2.027%**
(0.307) (0.173) (0.164) (0.147) (0.188) (0.315)
Observations 5,310 5,302 5,213 5,320 5,296 5,209
R2 0.111 0.094 0.084 0.085 0.112 0.104
After Ho: low=high 0.000 0.000
(7) (8) 9) (10) (11) (12)
After 0.872 0.364 0.406 -0.129 1.024%** 0.437
(0.551) (0.359) (0.272) (0.319) (0.370) (0.497)
After x Precautionary cash -11.420%** -6.853*** 2 TAC el -2.709 -9.169*** -10.572%**
(2.571) (2.229) (1.740) (2.130) (2.351) (2.332)
Observations 5,310 5,302 5,213 5,320 5,296 5,209
R2 0.120 0.097 0.086 0.086 0.118 0.113
After Ho: low=high 0.424 0.312
AfterxPrec. H: low=high 0.040 0.009
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Table 7: Financial constraints, precautionary cashand investment around the financial crisis

This table presents estimates from panel regressirplaining firm-level quarterly investment adiie$ for quarters with an end date between July 1,
2006 and March 30, 2009. The regressions are dstihseparately for subsamples of firms formed enlthsis of their financial constraint status
(following Hoberg and Maksimovic (2015)) at thedistt fiscal quarter ending before July 1, 2006. dégendent variable in all regressions is quarterly
investment (CAPEX + R&D) as a percentage of asgdlther variables are defined in previous taldes in the Appendix. All regressions include
firm fixed effects. Standard errors (in parenthyses heteroskedasticity consistent and clustetateafirm level. ***, ** or * indicates that the
coefficient estimate is significant at the 1%, 586,10% level, respectively. p-values are reportetha bottom for stated null hypotheses on the
estimated coefficients A (After) and AxP (After xeleautionary cash) for subsamples of firms with kowd high financial constraints.

Full sample Debt constraints Equity constraints
Subsamples Low Medium High Low Medium High
1) 2 (3) 4) ) (6) (M (8)
After -0.119* -0.237*** -0.431*** -0.009 -0.107 -0.023 -0.255* -0.368***
(0.062) (0.077) (0.153) (0.137) (0.105) (0.086) (0.151) (0.118)

After x Precautionary cash 1.531%** 2.712%* 0.318 0.273 -0.024 1.559* 2.396***

(0.439) (0.556) (0.644) (0.725) (0.658) (0.895) (0.7212)
Operating CF -0.056** -0.074** -0.026*** -0.007 -0.021* -0.029* -0.056

(0.027) (0.036) (0.009) (0.010) (0.012) (0.015) 04a)
Tobin's Q 0.477*** 0.555*** 0.394*** 0.382*** 0.330*** 0.359*** 0.610***

(0.134) (0.186) (0.130) (0.092) (0.106) (0.108) (0.209)
Firm FE yes yes yes yes yes yes yes yes
Observations 20,994 20,994 5,310 5,302 5,215 5,322 5,296 5,209
R2 0.772 0.776 0.786 0.720 0.718 0.724 0.664 0.797
A Ho: low=high 0.092 0.021
AxP H: low=high 0.010 0.011
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Table 8: Precautionary cash and financial policiegluring placebo crises

This table presents estimates from panel regres&rplaining firm-level quarterly financial policidor two years
around placebo crises. The placebo crises occldaounary 1, 2005 and 2006. After is an indicatoiabde equal to
one for fiscal quarters with an end date afterplagebo crisis, and precautionary is measuredeagtid of the last
fiscal quarter ending one year before the placeisisc All variables are defined in previous tabledd in the
Appendix. All regressions include firm fixed effectStandard errors (in parentheses) are hetercsti@tia

consistent and clustered at the firm level. *** *dr * indicates that the coefficient estimate ignficant at the
1%, 5%, or 10% level, respectively.

Dependent variable

Cash savings Net equity issuance Investment
Placebo crises 2005 2006 2005 2006 2005 2006
1) (2 3 4 5) (6)
After 0.178 -0.055 -0.048 -0.221 -0.040 0.004
(0.407) (0.381) (0.234) (0.222) (0.090) (0.086)
After x Precautionary cash -1.453 -0.982 -1.123 -0.365 0.520 0.497
(2.172) (2.088) (1.276) (1.239) (0.463) (0.473)
Further controls yes yes yes yes yes yes
Firm FE yes yes yes yes yes yes
Observations 9,334 9,271 8,202 8,253 9,334 9,271
Adjusted R2 0.015 0.021 0.189 0.200 0.782 0.809
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Table 9: Precautionary cash and financial policiesluring and after the financial crisis

This table presents estimates from panel regressigplaining firm-level quarterly financial polisigor quarters with
an end date between July 1, 2006 and June 30, 2@t#0.is an indicator variable equal to one fachl quarters with
an end date between January 1, 2008 and MarchOB@, 2.ate after is an indicator variable equal e ¢or fiscal

quarters with an end date between April 1, 2009am# 30, 2010. All other variables are definedregvious tables.
All regressions include firm fixed effects. Stardlagrrors (in parentheses) are heteroskedasticibgistent and
clustered at the firm level. *** ** or * indicatethat the coefficient estimate is significant e 1%, 5%, or 10%
level, respectively.

Net equity Net debt

Dependent variable Cash savings issuance issuance Investment
1) (2 3 4
After -0.948*** -0.108* -0.684*** -0.187**
(0.116) (0.057) (0.091) (0.082)
After x Precautionary cash -9.519*** -3.983*** -0.604 1.566***
(1.316) (0.616) (0.751) (0.468)
Late after 0.275** 0.504*** -1.230%** -0.375%**
(0.110) (0.059) (0.095) (0.087)
Late after x Precautionary cash -0.263 1.129 -0.401 0.049
(1.358) (0.898) (0.977) (0.494)
constant 0.384 -0.397 -2.293*** 1.649%**
(0.413) (0.346) (0.350) (0.094)
Furthercontrols yes yes yes yes
Firm FE yes yes yes yes
Observations 28,070 25,631 27,183 30,137
Adjusted R2 0.027 0.155 0.055 0.756
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Table 10: Precautionary and non-precautionary castand financial policies around the financial crisis

This table presents estimates from panel regressexplaining firm-level quarterly financial polisiewith precautionary and non-
precautionary cash holdings for quarters with ad date between July 1, 2006 and March 30, 2009.-pMecautionary cash is the
difference between observed cash and precauticresly as a percentage of total assets, measurbd antl of the last fiscal quarter
ending before July 1, 2006. In columns 4 to 6,rdwessions are estimated separately for subsawfplems formed on the basis of their
equity financial constraint status (following Hobesind Maksimovic (2015)) at the latest fiscal gelagnding before July 1, 2006. All
other variables are defined in previous tables endhe Appendix. All regressions include firm fixezffects. Standard errors (in
parentheses) are heteroskedasticity consistentclustered at the firm level. ***, ** or * indicate that the coefficient estimate is
significant at the 1%, 5%, or 10% level, respedyis

saings issuance Investment
Full sample Full sample Full sample Low Medium High
1) 2 3) 4) (5) (6)
After 0.697*** 0.644*** -0.182** -0.023 -0.207* -0.348**
(0.230) (0.136) (0.081) (0.106) (0.118) (0.1712)
After x Precautionary cash -9.297*** -4,165*** 1.343%+ 0.195 1.395* 2.099***
(1.345) (0.841) (0.467) (0.754) (0.652) (0.788)
After x Non-precautionary cash -2.612%** -0.360 1.123*** 0.777* 1.163*** 1.355%**
(0.609) (0.350) (0.201) (0.426) (0.353) (0.369)
Firm FE yes yes yes yes yes yes
Observations 18,945 17,265 20,994 5,322 5,296 5,209
Adjusted R 0.107 0.244 0.803 0.753 0.700 ©®.82
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